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Abstract Using a data set of German stocks that includes the financial crisis, this

paper identifies market liquidity as the main driver of return seasonality. In com-

parison, the economic significance of order flow imbalance is markedly weaker.

Applying panel regressions and controlling for unobserved effects, we investigate

the effects of both variables simultaneously, together with dummies for calendar

effects. US macroeconomic news announcements, which have been identified as

one driver of return seasonality in previous studies using non-US data, are of little

importance for our data set of German stocks.

Keywords Turn-of-the-month � Return seasonality � Market liquidity � Order
imbalance

JEL code G14

1 Introduction

More than four decades ago, Fama (1970) published his seminal paper on efficient

capital markets. Many empirical papers that appeared in the 40? years since then

described systematic deviations from the Efficient Markets Hypothesis, often

referred to as anomalies. Whereas many such anomalies vanished shortly after their

publication, others still persist (for an overview, see Zacks 2011). In particular,
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seasonal patterns with stock returns on specific days being systematically higher/

lower than those on other days (e.g., the so-called turn-of-the-month effect) show

remarkable persistence over time. This type of seasonality in returns is well-

documented for several countries, and it has been existing for more than 20 years

(Liu 2013). The literature considered three main potential reasons for return

seasonality: order flow (or order imbalance), market liquidity, and announcements

of macroeconomic news (see, e.g., Zwergel 2010).

The present paper documents seasonalities in returns on German stocks and tests

these three potential drivers. Using a fixed-effects panel regression methodology,

we investigate order imbalance and market liquidity simultaneously, controlling for

unobserved effects. Previous studies have focused on only one of these explanations

at a time. In addition, our focus on German stocks yields insights into a market

which is relevant at the international level, but which has not yet been investigated

to the same extent as, e.g., US markets. The paper contributes to the empirical

literature in several ways: First, we document a relation between daily liquidity and

return patterns of individual stocks, which provides evidence for market liquidity to

play an important role for return seasonality. Second, in contrast to other studies,

which analyze liquidity considerations of select groups of market participants, we

find a link between aggregate order (flow) imbalance and return seasonality.

However, despite its statistical significance, the effect of order imbalance on return

seasonality is found to be negligible in economic terms. Third, whereas US

macroeconomic news announcements have been documented to be an important

driver of return seasonality in stock indices also outside the US (Nikkinen et al.

2007a, 2009), we find no significant effects of these announcements on return

seasonality in individual German stocks.

The remainder of the paper is organized as follows: Sect. 2 gives an overview of

empirical research on return seasonality and its main potential explanations

discussed in the literature. Sect. 3 defines the variables and the regression models

used. Sect. 4 describes our data together with the sample selection criteria applied.

Sect. 5 presents our results, and Sect. 6 concludes.

2 Relation to the literature

Ariel (1987) first documents turn-of-the-month (TOM) effects for a US stock index.

Lakonishok and Smidt (1988) confirm the effect for a wider sample period and drill

the window of abnormal returns down to 1 day before and 3 days after the end of the

month. Several other papers have since documented TOM effects for single stocks,

other markets, and other asset classes (for an overview, see Liu 2013; Zwergel

2010). Analyzing S&P 500 ETFs, Liu (2013) shows that the TOM effect is still

significant in the recent past and could have been exploited by a trading strategy

from 2001 to 2011. However, the effect has shifted to 4 days before and 2 days after

the end of the month, which is referred to as the Early TOM effect.

Despite this strong empirical evidence, the causes of the TOM effect are still

unclear (Zwergel 2010). The most frequently investigated potential drivers are order

(flow) imbalance, market liquidity, and macroeconomic news. The first goes back to
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Ogden (1990), who suggests that clustering in (US) payments around the month end

causes an increase in stock returns. This idea has been taken up by several other

researchers (see, e.g., Ziemba 1991; McConnell and Xu 2008; Etula et al. 2015).

The general impact of order flow imbalance on returns is well-founded in theory,

and there is also solid empirical evidence: Based on the notions of Stoll (1978) and

Huang and Stoll (1997), a number of market microstructure models predict a

positive relationship between order imbalances and subsequent price changes after

excluding bid-ask bounce (e.g., Huang and Stoll 1994, 1997; Stoll 2000; Llorente

et al. 2002; Chordia and Subrahmanyam 2004, 2008). Inventory and adverse

selection concerns of market makers as well as serially correlated trading are the

cornerstones of that link. For an overview of the empirical literature documenting

the impact of order imbalance on returns for different assets and geographical

regions, see Hanke and Weigerding (2015). The empirical observation that order

imbalance itself shows a TOM effect (see Sect. 4) suggests its consideration as a

potential driver of TOM effects in returns. Despite the sizeable literature on the link

between order imbalance and asset returns, previous empirical evidence on seasonal

imbalance patterns is scarce: Chang and Shie (2011) document that buying pressure

in the Taiwanese futures market clusters in the last 30 minutes of a trading day. Su

and Huang (2008) find that imbalance-related trading strategies for specific

NASDAQ stocks are more profitable in the afternoon. Beyond the intra-day horizon,

Lee et al. (2004) show that selling activity in the Taiwanese stock market is focused

on Tuesday. Likewise, results from Visaltanachoti and Luo (2009) suggest that

negative order imbalances on the Thai stock exchange bundle on Monday. By

contrast, Chordia et al. (2002) analyze S&P 500 stocks and document that order

imbalance is significantly higher on Tuesdays and Wednesdays. We are unaware of

any papers documenting seasonality in order imbalance beyond those intra-day or

weekday effects. The present paper closes this gap and documents that order

imbalance in daily data shows seasonal effects. Although there is seasonality in

order flow, the exact mechanism behind the impact of order imbalance on return

seasonality is still not clear-cut. Several studies investigate flows of particular

market participants, such as asset managers (e.g., McConnell and Xu 2008; Etula

et al. 2015). McConnell and Xu (2008) apply a number of fundamental and stock-

specific factors to US stock returns, and while TOM effects are somewhat more

pronounced for small (and low-priced) stocks and stronger on year ends, McConnell

and Xu (2008) cannot explain the seasonality by either size, price, volatility, the

risk-free rate, US peculiarities, trading volume or flows to mutual funds. Results for

the latter two variables in particular suggest that order flow may not be the main

driver of end-of-period effects. The present paper goes one step further and

investigates order flow imbalance directly and for the market aggregate (as opposed

to focusing only on select market participants). We document that whereas the

impact of order flow on return seasonality is statistically significant, it is negligible

in economic terms.

The second explanation is somehow related to the payment considerations in

Ogden (1990), but it covers a different aspect: applying mainly volume-related

liquidity measures, Booth et al. (2001) find that vivid trading activity spurs stock

returns around month ends of their Finnish stock market sample. Van den Tempel
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(2009) extends the analysis to stock indices of other developed countries. TOM

effects tend to wane for two consecutive liquid months, where liquidity is measured

by the Amihud (2002) ratio. Hong and Yu (2009) analyze the relationship between

liquidity and monthly return seasonality. They show for a sample of 51 stock

markets over several decades that lower returns during the summer months are

related to lower trading volume and higher monthly closing bid-ask spreads. By

contrast, Chang et al. (2010) concentrate on Japan and document only weak

evidence of turnover-induced (monthly) return patterns. For our data set of German

stocks, we find that liquidity (proxied by the bid-ask spread, the Amihud (2002)

ratio and relative turnover) explains a sizeable part of return seasonality.

The third major explanation for seasonality is provided by Gerlach (2007) and

Nikkinen et al. (2007b). They claim that seasonal clustering of US macroeconomic

news announcements causes return seasonality in S&P 500 and S&P 100 index

returns. Nikkinen et al. (2007a, 2009) extend the evidence to stock market indices

from Finland, France, Germany, and the UK. For the German DAX they find a TOM

effect 1 day after the end of the month. The effect becomes insignificant after

controlling for announcements regarding employment, employment cost, industrial

production and ISM indices. However, it remains unclear whether this macroeco-

nomic news hypothesis holds true on other markets. Jalonen et al. (2010), e.g., do

not find any supporting evidence on US and German government bond markets. The

present paper analyzes effects on German stocks at the stock level (as opposed to the

DAX aggregate). We find that macroeconomic news are no plausible explanation

for the Early TOM or other seasonal patterns in this context, as they cluster in the

first third of a month.

3 Methodology

3.1 Variables

3.1.1 Return

We compute daily log returns from the last mid-quotes before the closing auction:

Ri;t ¼ log
aski;t þ bidi;t

aski;t� 1 þ bidi;t� 1

� �
; ð1Þ

where aski;t is the last ask quote for stock i before the closing auction of day t and

bidi;t the corresponding bid quote. Using mid-quotes instead of traded prices avoids

any bid-ask bounce effects, which would induce negative first-order autocorrelation

in returns (see, e.g., Roll 1984; Kaul and Nimalendran 1990; Jegadeesh 1990).

3.1.2 Liquidity measures

Market liquidity has several different aspects (see, e.g., Kyle 1985). Although our

analysis is confined to daily data, the number of available liquidity proxies is still
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large. Fong et al. (2017) give an overview about daily and monthly liquidity

measures on the stock market and compare their performance to high-frequency

measures. The analysis reveals the closing percentage quoted spread and the

Amihud (2002) ratio as the best daily liquidity proxies.

We therefore apply both measures in our study. In addition, we use daily relative

turnover as a third proxy for liquidity, as it brings trading activity aspects to the

analysis. The bid-ask spread is calculated as follows:

L
Spread
i;t ¼ aski;t � bidi;t

0:5 � ðaski;t þ bidi;tÞ
: ð2Þ

Following Amihud (2002), we calculate a second proxy for liquidity as

LAmihud
i;t ¼ jRi;tj

no. of shares tradedi;t � closing pricei;t
; ð3Þ

where any observations with a denominator of zero on a specific day are treated as

missing. Whereas Amihud (2002) uses euro volume in the denominator, we proxy

this data point by the product of the number of shares traded and the closing price

(whereas the original definition of the measure uses the corresponding intra-day

price for each trade). This minor adaptation is due to a large number of missing

values for the euro volume in our data set.

Daily relative turnover, our third proxy for liquidity, is calculated as

LTurnoveri;t ¼ no: of shares tradedi;t
no. of shares outstandingi;t

: ð4Þ

3.1.3 Order imbalance

Our sample of microstructural trading data from Xetra allows for the identification

of every single transaction as either buyer- or seller-initiated. Xetra is characterized

by auctions and continuous trading. The latter is order-driven, but supplemented by

designated liquidity providers, and it features an open order book (Deutsche Börse

2004). The Lee and Ready (1991) trade classification algorithm used in many

previous quote-driven studies involving order imbalance is therefore not needed. By

including both market orders and marketable limit orders, all traders demanding

immediacy in execution are included in our order imbalance measure. However, the

data do not contain canceled limit orders, which might have further increased the

explanatory power of the imbalance measure (see Li et al. 2010).

Our approach in calculating order imbalance follows that of most previous

studies. It is based on the number of buy or sell orders, as this measure tends to have

the strongest link to return (see Chordia and Subrahmanyam 2004). Additionally,

we scale order imbalance by the total number of trades to compare the data across

stocks of different liquidity. Hence, we define the order (flow) imbalance as

Ii;t ¼
no: of buyer� initiated tradesi;t � no: of seller� initiated tradesi;t

total no. of tradesi;t
: ð5Þ
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3.1.4 News announcements

Nikkinen et al. (2007a) find that the announcements of data on US employment, the

Employment Cost Index, industrial production, the ISM Manufacturing and the ISM

Non-Manufacturing index significantly affect the return seasonality on the German

stock market (at the index level). For this reason, we consider US macroeconomic

news announcements as a further potential driver of return seasonality also at the

level of individual German stocks. We take the dates of these news announcements

as explanatory variables and create a dummy Aa;t (a = 1,. . .,5) for each of the five

economic variables. It takes the value 1 on the days when the respective data are

announced, and 0 otherwise.

3.2 Regression models and hypotheses

3.2.1 General remarks

Most papers on return seasonality compare average daily returns across stocks and

time points. This methodology cannot fully control for stock-specific peculiarities or

for several different effects simultaneously, which may distort the results. By

contrast, we stack all observations across stocks in our sample and perform panel

regressions. To capture seasonality in returns, we use dummy variables, partially

interacted with order imbalance (see Sect. 3.2.2).

Unobserved effects such as market capitalization, which may be correlated with

seasonal effects, might be present in our data. To assess whether the data correspond

rather to a fixed or a random effects model, we perform Hausman (1978) tests.

Estimators for the fixed and random effects model differ significantly (at the

1% level), which leads us to use a fixed-effects model.

We therefore account for stock-specific effects by applying the within

transformation (see Wooldridge 2010, p. 302). For a generic variable X, unit-

specific effects are removed using

~Xi;t :¼ Xi;t � �Xi; ð6Þ

where �Xi is the time-average of the observations on Xi. When applied to return data,

this transformation is equivalent to applying the constant-mean-return correction

(see Brown and Warner 1985, pp. 4–5).

Preliminary data analyses reveal that the error terms are subject to heteroskedas-

ticity. Robust standard errors are therefore calculated using the (diagonal) method

suggested by White (1980).

While these statistical modifications enhance the analysis and increase the

explanatory power of the results, it may be difficult to quantify the economic effects.

To ease the comparison among calendar effects and their potential driverswe calculate

the average economic effect by multiplying the coefficient by the average value of the

respective independent variable. Since the independent variables focused in our study

contain dummy components or are dummies themselves, we calculate the average

across the non-zero observations of the dummy only, i.e.
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ĉ1 :¼
b̂1PI

i¼ 1

PT
t¼ 1 Zi;t

XI

i¼1

XT
t¼1

gYi;t � Zi;t ; ð7Þ

for an interacted variable and

ĉ2 :¼
b̂2PI

i¼ 1

PT
t¼ 1 Zi;t

XI

i¼ 1

XT
t¼ 1

~Zi;t; ð8Þ

for a dummy variable, where ĉ� are economic effects and b̂� the corresponding

coefficients. I (T) is the total number of stocks (time points) analyzed. Yi;t is a non-

dummy variable, Zi;t is a dummy variable, and the wide tilde in gYi;t � Zi;t indicates
that the interaction term is subjected to the within transformation described in

Eq. (6).

3.2.2 Seasonality in returns

We investigate seasonal patterns for return, liquidity and order imbalance: Dummy

variables for 14 days around the month, quarter and year end, denoted by Md;t; Qd;t

and Yd;t respectively, are used to detect TOM effects. They take the value 1 on a

specific day d around a month end and 0 on other days. Formally,

Md;t ¼
1 if d[ 0 and t ¼ last business day of a monthþ d

1 if d\0 and t ¼ last business day of a monthþ d þ 1

0 otherwise,

8><
>: ð9Þ

Qd;t ¼
1 if d[ 0 and t ¼ last business day of a quarter þ d

1 if d\0 and t ¼ last business day of a quarter þ d þ 1

0 otherwise,

8><
>: ð10Þ

Yd;t ¼
1 if d[ 0 and t ¼ last business day of a yearþ d

1 if d\ 0 and t ¼ last business day of a yearþ d þ 1

0 otherwise,

8><
>: ð11Þ

where d 2 D ¼ f� 7; . . .;� 1; 1; . . .; 7g:
Furthermore, we apply weekday dummies denoted by Ww;t for the first and last 2

days of a trading week:

Ww;t ¼
1 if weekday of day t is weekday number w

0 otherwise,

�
ð12Þ

where w 2 W ¼ f1; 2; 4; 5g and w ¼ 1 for Monday.

Finally, 11 month dummies, excluding August and denoted by Nn;t, account for

month effects:

Nn;t ¼
1 if month of day t is month number n

0 otherwise,

�
ð13Þ
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where n 2 M ¼ f1; . . .7; 9; . . .; 12g and n ¼ 1 for January.

The fixed-effects regression model for seasonal return effects is specified as

Ri;t ¼
X
d2D

brdMd;t þ
X
d2D

crdQd;t þ
X
d2D

drdYd;t

þ
X
w2W

frwWw;t þ
X
n2M

grnNn;t þ �ri;t;
ð14Þ

where �ri;t is the error term for stock i at time t. We apply the within transformation

defined in Eq. (6) and test the null hypotheses of brd ¼ 0, crd ¼ 0, drd ¼ 0, frw ¼ 0

and grn ¼ 0 separately by means of two-tailed t-tests. The model comprises a total of

57 parameters (without fixed effects).

3.2.3 Effects of liquidity and order imbalance on returns

The impact of liquidity and order imbalance on return seasonality is captured by

interacting the variables L� and I with seasonality dummies. As preliminary data

analyses suggest that the liquidity-return and imbalance-return links last for several

lags, we add (non-interacted) contemporaneous liquidity and order imbalance

together with one of their respective lags as control variables. The fixed-effects

regression model is specified as

Ri;t ¼
X
d2D

bbdMd;t þ
X
d2D

X2
l¼0

bc;sd;lMd;t � Lli;t þ
X
d2D

bc;kd Md;t � Ii;t

þ
X
d2D

cbdQd;t þ
X
d2D

X2
l¼0

cc;sd;lQd;t � Lli;t þ
X
d2D

cc;kd Qd;t � Ii;t

þ
X
d2D

dbdYd;t þ
X
d2D

X2
l¼0

dc;sd;lYd;t � Lli;t þ
X
d2D

dc;kd Yd;t � Ii;t

þ
X
w2W

fbwWw;t þ
X
w2W

X2
l¼0

fc;sw;lWw;t � Lli;t þ
X
w2W

fc;kw Ww;t � Ii;t

þ
X
n2M

gbnNn;t þ
X
n2M

X2
l¼0

gc;sn;lNn;t � Lli;t þ
X
n2M

gc;kn Nn;t � Ii;t

þ
X2
p¼0

X2
l¼0

hb;sp;l L
l
i;t�p þ

X1
p¼0

hb;ip Ii;t�p þ �bi;t;

ð15Þ

where the within-transformation defined in Eq. (6) is used. We test the null

hypotheses of bbd ¼ 0, bc;�d;� ¼ 0, cbd ¼ 0, cc;�d;� ¼ 0, dbd ¼ 0, dc;�d;� ¼ 0, fbw ¼ 0, fc;�w;� ¼ 0,

gbn ¼ 0, gc;�n;� ¼ 0 and hb;�p;� ¼ 0, separately by means of two-tailed t-tests. The model

comprises a total of 293 parameters (without fixed effects).
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3.2.4 News announcement effects

In Sect. 3.1.4, we defined dummy variables indicating the announcement of certain

macroeconomic news on a given trading day. Return is regressed on these dummy

variables by means of the following model:

Ri;t ¼
X4
a¼0

ifaAa;t þ �fi;t; ð16Þ

where we apply the within-transformation defined in Eq. (6).

The aim of this paper is to jointly test a number of explanations for return

patterns given by previous papers, in particular, Nikkinen et al. (2007a). For this

reason, we closely follow their approach, which is why we do not consider, e.g.,

German news announcements or sentiment data. Also similar to Nikkinen et al.

(2007a), we use the residuals from Eq. (16) as dependent variable for Eq. (14) to

investigate whether there are any seasonal return effects left after controlling for US

macroeconomic news announcements.

4 Data

4.1 Initial data set

Our data set includes stocks traded on the German Xetra trading system starting

from February 1, 2002, until September 30, 2009 (1950 trading days). For all

stocks, prices, turnover, and the last available quotes before the closing auction

together with order imbalances are available on a daily basis. Trading data are

retrieved from Thomson Reuters Datastream, and the order imbalances are

computed from data provided by the Karlsruher Kapitalmarktdatenbank. Quotes

are adjusted backwards for capital measures such as dividend payouts, stock splits,

reverse splits or repurchases. The macroeconomic news announcement dates are

taken from the websites of the Bureau of Labor Statistics, the Federal Reserve and

the Institute for Supply Management.

The sample selection described in Sect. 4.2 will result in one sample of daily

data. To this end, a number of filtering or exclusion criteria are applied to eight

subperiods: the calendar years from 2003 to 2008 and two somewhat shorter

periods, from February 2002 to year-end and from the beginning of 2009 to the end

of September.

4.2 Sample selection and validity checks

Three filtering criteria are applied to the initial data set. First, stocks with insufficient

liquidity are excluded to avoid distorting the results (e.g., Chan and Fong 2000; Lo and

Coggins 2006). We consider a stock to be sufficiently liquid if order imbalance can be

computed.A stock is excluded from the sample inyears forwhichorder imbalance could

not be calculated on each trading day. Second, ex-dividend days and days with capital
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changes (e.g., stock splits) are dropped. The corresponding dates are obtained from

Thomson Reuters Datastream. Third, days with missing data are excluded. This affects

116 observations with missing quote data, 243 observations with missing Amihud

(2002) ratios and all observations onAugust 24, 2009, which is a day that seems to have

a data integrity issue. Another five stocks are excluded from specific subperiods or

dropped completely because of incomplete data.

The sample is then checked for data errors and invalid observations. Four

observations are dropped because of negative bid-ask spreads, one because of a

negative number of shares traded. The remainder of the sample is checked for

validity. First, one observation is excluded as order imbalance differs from the

cross-sectional daily average by more than 1.0, and other market variables around

that date do not support the extreme value. Second, six observations from two stocks

are excluded due to bid-ask spreads larger than 20% of the bid quote. Another stock

is dropped from the 2008 subperiod, since a share price slump leads to

extraordinarily high bid-ask spreads for several weeks. Third, several stocks exhibit

extreme returns on May 25 and May 26, 2005 although there are no unusual

economic news, index returns or trading volumes on either of these days. To ensure

data validity, we exclude May 25, 2005 for all stocks.

4.3 Final data set

The selection criteria and validity checks described in Sect. 4.2 reduce the initial

data set of 1,225 stocks (624,236 data points) to 211 stocks [207,696 data points for

Eq. (14) and 203,938 for Eq. (15)]. Table 1 provides the number of stocks in the

various subperiods. The shorter subperiods 2002 and 2009 and a concentration of

liquid stocks around 2007 bias our sample towards the financial crisis: 99,903 ob-

servations or 48% fall within the period from July 1, 2007 to September 30, 2009.

We therefore run a robustness check for Eq. (14) focusing on this crisis period.

Despite this bias, the descriptive statistics in Table 2 document that buying and

selling pressure as well as average daily returns are almost exactly balanced throughout

our sample period. There is slightly stronger buying pressure and a somewhat negative

stock return. The standard deviations point towards considerable variation, though.

1.6% of all order imbalances are � � 0:5; and 1.6% are � 0:5: The correlation

analysis shows that while correlation is typically low betweenmost variables (with the

exception of the return/order imbalance and the bid-ask spread/Amihud (2002) ratio

relation), there is a tendency towards strong autocorrelation in the liquidity measures.

Order imbalance exhibits a marked degree of autocorrelation, as well.

Figure 1 depicts the average variables around the month end. The top panel

shows that bid-ask spreads are wider before the end of the month, and Amihud

Table 1 Number of stocks included in the final sample by subperiod (out of 1,225 stocks in the initial

data set)

Subperiod 2002 2003 2004 2005 2006 2007 2008 2009

# stocks 63 62 86 105 127 169 153 127

Subperiods 2002 and 2009 do not cover the entire year. In total, 212 stocks are included in the sample

182 Business Research (2018) 11:173–196

123



(2002) illiquidity spikes on day 1 after the month end (second panel). While

turnover seems relatively stable in this illustration, these patterns support the idea

that liquidity may be related to seasonal return effects. The case is even stronger for

order imbalance (bottom panel): Imbalances are higher than usual between days - 3

to ? 2 around the turn of the month. This finding substantiates the idea in Ogden

(1990) that buying pressure clusters around month ends. Combining this observation

with the general imbalance-return relation discussed in Sect. 2 suggests to consider

order imbalance as a potential driver of TOM effects in returns. For German stocks,

Hanke and Weigerding (2015) document a statistically significant relation between

order imbalance and returns. However, they do not address the economic

significance of this relation.

Bid-ask spread (top panel), Amihud (2002) illiquidity (second panel), turnover

(third panel) and order imbalance (bottom panel) around the turn-of-the-month

5 Results

5.1 Seasonality in returns

Table 3 reports the regression results for the seasonal return effects estimated using

Eq. (14). Consistent with other markets, there is pronounced seasonality in German

Table 2 Descriptive statistics for the final sample (all values in percent)

Return Bid-ask

spread

Amihud (2002)

illiquidity

Turnover Order

imbalance

Mean - 0.03 0.47 0.00 0.60 0.35

Standard deviation 2.99 0.53 0.00 0.85 21.02

Minimum - 133.18 0.00 0.00 0.00 - 95.24

Maximum 84.16 14.97 0.00 41.46 94.74

Share of negative values 50.29 0.00 0.00 0.00 48.72

Share of positive values

(incl.zero)

49.71 100.00 100.00 100.00 51.28

Correlation

Return 100.00

Bid-ask spread - 2.81 100.00

Amihud (2002) illiquidity - 2.86 33.26 100.00

Turnover 0.00 - 12.64 - 9.27 100.00

Order imbalance 26.84 - 1.61 - 4.69 5.11 100.00

Autocorrelation

Lag 1 3.51 52.37 40.89 67.27 25.92

Lag 2 - 1.24 50.85 39.08 57.89 19.11

Lag 3 - 1.38 49.90 38.10 53.85 15.49

Lag 4 1.01 48.93 38.75 50.82 14.65

Lag 5 - 2.16 48.30 36.25 49.83 13.34

Business Research (2018) 11:173–196 183

123



stock returns, and it remains remarkably stable when controlling for stock-specific

effects and for several seasonal effects simultaneously: Coefficients are positive and

significant 5 days before the end of a month (see parameter M� 5;t in Table 3), and

then from 3 days before to 2 days after the end of a month (M� 3;t to Mþ 2;t). The

average daily return is appr. 20–50 bp higher during that period. This is in contrast

to previous papers, where positive returns were found to be concentrated on days

after the month end. However, it confirms the Early TOM effect recently

documented by Liu (2013), which stretches from days - 4 to ? 2: The TOM effect

seems to have shifted to earlier days. Days more distant from the TOM exhibit no

clear pattern, with days ? 4 to ? 7 showing statistically significant returns with

changing sign, but markedly smaller magnitude of around 10–20 bp per day (see

Mþ 4;t to Mþ 7;t). The turn-of-the-year effect is M-shaped (see parameters Y� 3;t to

Fig. 1 Turn-of-the-month effect in order imbalance and liquidity levels
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Yþ 1;t), with daily returns deviating by 40–110 bp from normal, but with varying

signs. The insignificant coefficient on the very last day of a year (Y� 1;t) reflects that

trading on this day is rather thin in Germany.

By contrast, quarter-end effects seem to counterbalance TOM and year-end

effects: While the positive quarter effect is limited to 1 day after the turn of the

Table 3 Seasonality in returns

TOM effect (Md;t) TOQ effect (Qd;t) TOY effect (Yd;t)

Coeff. Av. effect Coeff. Av. effect Coeff. Av. effect

d ¼ � 7 3 3 10 10 40*** 39

d ¼ � 6 3 3 - 44*** - 43 - 39*** - 39

d ¼ � 5 26*** 25 - 16** - 16 42*** 42

d ¼ � 4 4 4 3 3 - 38*** - 38

d ¼ � 3 54*** 52 - 53*** - 52 47*** 47

d ¼ � 2 35*** 33 - 50*** - 49 112*** 111

d ¼ � 1 40*** 38 - 13** - 13 - 13 - 13

d ¼ þ 1 19*** 18 44*** 44 73*** 73

d ¼ þ 2 39*** 37 11 11 - 66*** - 66

d ¼ þ 3 0 0 9 9 - 56*** - 56

d ¼ þ 4 - 21*** - 20 - 35*** - 35 50*** 50

d ¼ þ 5 - 17*** - 16 21*** 21 - 41*** - 41

d ¼ þ 6 12*** 12 - 58*** - 57 - 20* - 20

d ¼ þ 7 10*** 9 29*** 28 - 25** - 25

Weekday effect (Ww;t) Month effect (Nn;t)

Monday - 5** - 4 January - 4 - 4

Tuesday - 7*** - 6 February - 2 - 2

Thursday 1 1 March 11*** 10

Friday 7*** 6 April 24*** 22

May - 3 - 3

June - 4 - 4

July - 4 - 4

September - 12*** - 11

October - 14*** - 13

November - 10*** - 9

December 1 1

TOM turn-of-the-month , TOQ turn-of-the-quarter, TOY turn-of-the-year effect, estimated using the fixed-

effects panel regression from Eq. (14). Dependent variable: daily closing mid-quote return. Independent

variables: dummy variables for days around month ends, quarter ends, and year ends, and for weekdays

and months. Stock-specific effects are controlled. t-statistics and p-values are based on heteroskedasticity-

robust standard errors following White (1980). Coefficients and average effects have been multiplied by

104. The latter are calculated by multiplying the coefficient by the average value of the independent

variable. ***, ** and * denote significance at the 1, 5 and 10% level respectively
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quarter and amounts to 44 bp on average (see Qþ 1;t in Table 3), the return during

the week before a quarter end is significantly lower: Returns on those days are in

total more than one percentage point smaller than on other days, ceteris paribus (see

parameters Q� 3;t to Q� 1;t).

In addition, our sample reveals small, but statistically significant effects on

Mondays, Tuesdays, and Fridays (all relative to Wednesdays). Moreover, returns in

March/April are significantly positive. The significant negative returns from

September to November are influenced by the financial crisis, where the year-end

pattern is several times stronger compared to the non-crisis period and lasts until

February. The economic impact of the month effects does not exceed 22 bp on

average.

5.2 Impact of liquidity and order imbalance on return seasonality

Due to the large number of coefficients, the results from Eq. (15) are split across

five tables: Table 4 shows the dummy variables (interacted and non-interacted) for

the TOM effect only. For ease of comparison among the independent variables, it is

focused on the average effect of each coefficient, which has been calculated by

multiplying each coefficient by the average value of the respective independent

variable. Average effects have been multiplied by 104. The significance of the

coefficients is given, as well. For comparison purposes, the second column gives the

original TOM effect from Eq. (14), where explanatory variables such as liquidity

or order imbalances have not been considered. Tables 5, 6, 7 and 8 are structured

similarly, but they focus on effects around the quarter end (Table 5), the year end

(Table 6), across weekdays (Table 7) or months (Table 8).

Comparing columns 2 and 3 in Table 4 shows that the TOM effect shrinks

markedly when including explanatory variables. Significance and average effects

for the coefficients on days - 3 to ? 2 are markedly lower with the coefficients on

days - 1 to ? 2 turning insignificant (see parameters M� 3;t to Mþ 2;t in columns 2

and 3 of Table 4). Thus, a large part of the TOM effect is explained by liquidity and

order imbalance (compared to the low explanatory power of US news shown in

Sect. 5.3). The interacted variables in columns 4 to 7 show that liquidity variables

are the more important driver for the TOM effect when compared to the economic

effects of order imbalance (see parameters M� 2;t to Mþ 2;t in columns 4 to 6

compared to column 7). The general relation between order imbalance and returns

described by Hanke and Weigerding (2015) is statistically significant in our study as

well, particularly around the month end, but its economic impact is small with

average effects around 1 bp (see column 7). By contrast, liquidity variables explain

return seasonality by up to appr. 15 bp (see columns 4 and 6). For instance, the

TOM effect is significant when interacted with the Amihud (2002) ratio on days - 2

and ? 1 (interacted parameters M�2;t and Mþ 1;t in column 5) or with bid-ask

spreads on days - 1 and ? 1 (interactions with M� 1;t and Mþ 1;t in column 4).

Turnover seems to have significant explanatory power for the TOM effect on day ?

1 (see Mþ 1;t in column 5).
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The effects around the quarter end are also mostly picked up by liquidity

variables. The negative seasonal effects on days - 3 to - 1 are markedly reduced

(see Q� 3;t to Q� 1;t in columns 2 and 3 of Table 5). Instead, interacted variables with

bid-ask spreads (see interaction with Q� 2;t in column 4), the Amihud (2002)

illiquidity (day - 2 in column 5) and turnover (days - 3 and - 2 in column 6)

have significantly negative coefficients. Their economic effects range from - 10 to

- 90 bp. By contrast, most interactions with order imbalance are insignificant and

their economic effects are small (see column 7). The positive quarter-end effect on

day ? 1 is not explained by any of the variables used in our setting (see interactions

with Qþ 1;t in columns 4 to 7).

Also the M-shaped positive year-end effect is markedly reduced when adding

liquidity as explanatory variable. The positive non-interacted coefficients on days -

3, - 2 and ? 1 turn insignificant or become negative (see parameters Y� 3;t, Y� 2;t

and Yþ 1;t in column 3 in Table 6), while the coefficients interacted with liquidity

are significantly positive. Their economic effects range from 20 to 160 bp and

stretch across all 3 days in question and all three liquidity variables (see interacted

Table 4 Effects of liquidity and order imbalance on returns, part 1: Turn of the month effect

Non-interacted avrg. TOM from Average effect for TOM (Md;t) from Eq. (15) interacted

with

Eq. (14) (for

comparison)

Eq. (15) Bid-ask

spread

Amihud (2002)

ratio

Turnover Order

imbalance

d ¼ � 7 3 12 - 9* - 3 1 0***

d ¼ � 6 3 14 0 - 4* - 7 0**

d ¼ � 5 25*** 8 0 0 17** 0**

d ¼ � 4 4 0 2 1 2 1***

d ¼ � 3 52*** 35*** 5 1 9 0

d ¼ � 2 33*** 18** 8 6*** - 2 1**

d ¼ � 1 38*** 0 13** 2 14 - 1***

d ¼ þ 1 18*** - 10 7 - 4* 16* 1*

d ¼ þ 2 37*** 11 12** 3 4 1*

d ¼ þ 3 0 8 1 1 - 8 0

d ¼ þ 4 - 20*** - 12 9* - 11*** - 6 0

d ¼ þ 5 - 16*** - 25*** 6 2 1 0

d ¼ þ 6 12*** - 9 12*** - 1 10* 0

d ¼ þ 7 9*** 6 3 - 1 - 2 0

Table shows average economic effects for the fixed-effects panel regressions from Eq. (14) (for

comparison purposes, see Table 3) and Eq. (15). Dependent variable: daily closing mid-quote return.

Independent variables shown in this table: dummy variables for days around month ends and their

interacted terms (for other effects see Tables 5, 6, 7 and 8). Stock-specific effects are controlled for. t-

statistics and p-values are based on heteroskedasticity-robust standard errors following White (1980).

Coefficients and average effects have been multiplied by 104. The latter have been calculated by mul-

tiplying each coefficient by the average value of the respective independent variable. ***, ** and * denote

significance at the 1, 5 and 10% level respectively
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effects for Y� 3;t, Y� 2;t and Yþ 1;t in columns 4 to 6). Economic effects from order

imbalance are small in relation to these numbers (see column 7).

Weekday effects are affected by liquidity and order imbalance, too, but the

direction of their influence is mixed. While the inclusion of additional variables

amplifies the negative Tuesday effect (see column 3 in Table 7), the positive Friday

effect is picked up by bid-ask spread (see columns 3 and 4).

The first half of the month effects, i.e., the positive coefficients in March and

April seem to be related to liquidity. Adding interacted variables markedly shrinks

both coefficients, the March coefficients becomes even negative (see March and

April effects in columns 2 and 3 of Table 8). Likewise, there are significant positive

interacted liquidity coefficients for March (bid-ask spread and turnover in

columns 4 and 6) and April (Amihud (2002) ratio and turnover in columns 5 and

6). Order imbalance exhibits significant coefficients for February, April and October

to December, but the effects are relatively small (see column 7), whereas the

average liquidity effects are within the same range as the original month effects

(compare columns 4, 5 and 6 to column 2).

Table 5 Effects of liquidity and order imbalance on returns, part 2: turn of the quarter effect

Non-interacted avrg. TOQ from Average effect for TOQ (Qd;t) from Eq. (15) interacted

with

Eq. (14) (for

comparison)

Eq. (15) Bid-ask

spread

Amihud (2002)

ratio

Turnover Order

imbalance

d ¼ � 7 10 - 31** 21** 7 15 0***

d ¼ � 6 - 43*** - 28* - 9 - 10*** 3 1

d ¼ � 5 - 16** - 4 - 6 - 1 - 8 0

d ¼ � 4 3 - 12 17* 0 3 0

d ¼ � 3 - 52*** - 18 - 5 - 7 - 37** 0

d ¼ � 2 - 49*** 104* - 52*** - 15*** - 88* 1

d ¼ � 1 - 13** 20 - 14 - 4 - 13 1

d ¼ þ 1 44*** 63*** - 14 5 - 16 - 4***

d ¼ þ 2 11 14 - 6 - 8* 9 0

d ¼ þ 3 9 - 15 0 - 7** 24* 0***

d ¼ þ 4 - 35*** 24 - 18 - 8 - 29 1**

d ¼ þ 5 21*** 38*** - 10 - 13** - 1 0

d ¼ þ 6 - 57*** 36** - 38*** - 24*** - 37*** 1***

d ¼ þ 7 28*** 27 - 13 10* 2 - 2***

Table shows average economic effects for the fixed-effects panel regressions from Eq. (14) (for

comparison purposes, see Table 3) and Eq. (15). Dependent variable: daily closing mid-quote return.

Independent variables shown in this table: dummy variables for days around quarter ends and their

interacted terms (for other effects see Tables 4, 6, 7 and 8). Stock-specific effects are controlled for. t-

statistics and p-values are based on heteroskedasticity-robust standard errors following White (1980).

Coefficients and average effects have been multiplied by 104. The latter have been calculated by mul-

tiplying each coefficient by the average value of the respective independent variable. ***, ** and * denote

significance at the 1, 5 and 10% level respectively
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Despite its strong influence, liquidity cannot explain seasonal effects completely

in our setup, neither qualitatively nor quantitatively: Regarding qualitative

explanations, the positive effect on the first day of a quarter is remarkably robust

against inclusion of the interaction terms (see day ? 1 in Table 5) and shows an

economic effect of 44 bp (63 bp) without (with) interaction terms included.

Liquidity does not explain anything of this phenomenon, and order imbalance

accounts (only) for a small part. Hence, almost the entire effect remains unexplained

by our economic variables, and therefore still a ‘‘calendar anomaly’’. The same is

true for the second half of the month effects (negative returns from September to

November, see Table 8), which are reduced after including liquidity and order

imbalance variables, but most of the interacted coefficients remain insignificant.

Regarding quantitative explanations, consider the TOM effect in the interval

� 3� d� � 2: Table 4 shows that without liquidity or order imbalance as potential

drivers, the effect is positive for all days with an economic impact between 33 and

52 bp (see parameters M� 3;t and M� 2;t in column 2). The interaction terms with

liquidity pick up appr. half, which reduces the economic impact of the

corresponding dummies to between 18 and 35 bp (see column 3). For these days,

Table 6 Effects of liquidity and order imbalance on returns, part 3: turn of the year effect

Non-interacted avrg. TOY from Average effect for TOY (Yd;t) from Eq. (15) interacted

with

Eq. (14) (for

comparison)

Eq. (15) Bid-ask

spread

Amihud (2002)

ratio

Turnover Order

imbalance

d ¼ � 7 39*** 13 - 10 - 2 27 0

d ¼ � 6 - 39*** - 20 13 3 - 18 0

d ¼ � 5 42*** - 61* 50** 8 40** 0

d ¼ � 4 - 38*** 14 - 27** - 9 - 15 0

d ¼ � 3 47*** - 64** 21 10 96*** - 1

d ¼ � 2 111*** - 166** 79*** 24** 160*** 0

d ¼ � 1 - 13 - 40* 17 - 1 11 3***

d ¼ þ 1 73*** - 24 16 24*** 55** - 10***

d ¼ þ 2 - 66*** 37 27 14 - 1 - 1

d ¼ þ 3 - 56*** - 16 - 2 - 1 - 31* - 3**

d ¼ þ 4 50*** - 14 2 7 40* - 2**

d ¼ þ 5 - 41*** - 16 - 7 15** - 27 0

d ¼ þ 6 - 20* - 20 15 17** - 14 - 2

d ¼ þ 7 - 25** - 15 2 - 11** 0 0

Table shows average economic effects for the fixed-effects panel regressions from Eq. (14) (for

comparison purposes, see Table 3) and Eq. (15). Dependent variable: daily closing mid-quote return.

Independent variables shown in this table: dummy variables for days around year ends and their inter-

acted terms (for other effects see Tables 4, 5, 7 and 8). Stock-specific effects are controlled for. t-statistics

and p-values are based on heteroskedasticity-robust standard errors following White (1980). Coefficients

and average effects have been multiplied by 104. The latter have been calculated by multiplying each

coefficient by the average value of the respective independent variable. ***, ** and * denote significance

at the 1, 5 and 10% level respectively
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Table 7 Effects of liquidity and order imbalance on returns, part 4: Weekday effect

Non-interacted avrg. weekday

effect from

Average weekday effect (Ww;t) from Eq. (15) interacted

with

Eq. (14) (for

comparison)

Eq. (15) Bid-ask

spread

Amihud (2002)

ratio

Turnover Order

imbalance

Monday - 4** 0 0 3** - 5 0***

Tuesday - 6*** - 13*** 6** 1 4 0

Thursday 1 - 4 5** 2* 0 0*

Friday 6*** - 6 7*** 1 5 0***

Table shows average economic effects for the fixed-effects panel regressions from Eq. (14) (for

comparison purposes, see Table 3) and Eq. (15). Dependent variable: daily closing mid-quote return.

Independent variables shown in this table: dummy variables for weekdays and their interacted terms (for

other effects see Tables 4, 5, 6 and 8). Stock-specific effects are controlled for. t-statistics and p-values

are based on heteroskedasticity-robust standard errors following White (1980). Coefficients and average

effects have been multiplied by 104: The latter have been calculated by multiplying each coefficient by

the average value of the respective independent variable. ***, ** and * denote significance at the 1%, 5%

and 10% level respectively

Table 8 Effects of liquidity and order imbalance on returns, part 5: Month effect

Non-interacted avrg. month

effect from

Average month effect (Nn;t) from Eq. (15) interacted with

Eq. (14) (for

comparison)

Eq. (15) Bid-ask

spread

Amihud (2002)

ratio

Turnover Order

imbalance

January - 4 - 16* 0 4*** 11 0

February - 2 - 1 0 1 11 0***

March 10*** - 19** 9** 2 18** 0

April 22*** - 2 3 6*** 13* 1***

May - 3 - 7 - 4 2 7 0

June - 4 - 13 5 1 6 0*

July - 4 - 1 - 2 3* - 3 0

September - 11*** 7 - 7* - 2 - 5 0

October - 13*** - 9 0 3 - 1 1***

November - 9*** - 17** 5 0 5 0***

December 1 2 - 6 4*** 3 0**

Table shows average economic effects for the fixed-effects panel regressions from Eq. (14) (for

comparison purposes, see Table 3) and Eq. (15). Dependent variable: daily closing mid-quote return.

Independent variables shown in this table: dummy variables for months and their interacted terms (for

other effects see Tables 4, 5, 6 and 7). Stock-specific effects are controlled for. t-statistics and p-values

are based on heteroskedasticity-robust standard errors following White (1980). Coefficients and average

effects have been multiplied by 104. The latter have been calculated by multiplying each coefficient by

the average value of the respective independent variable. ***, ** and * denote significance at the 1%, 5%

and 10% level respectively
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roughly half of the total effect can be explained by liquidity, with the other half still

being absorbed by the calendar dummy.

Since explanatory and dependent variables are partly calculated from the

same basic variables, there could be endogeneity problems in the regression

results. For instance, bid-ask spreads and returns are both derived from bid and

ask prices. The error terms from Eq. (15) and the explanatory variables could be

related. To allow an assessment of the potential impact, Table 9 provides

correlations between the basic explanatory variables and the errors. Given that

all correlations are close to zero, we consider the risk of endogeneity problems

in our setting to be low.

5.3 Impact of US news announcements on return seasonality

Simple frequency calculations show that the US macroeconomic news announce-

ments that may be significant for the German market cluster on days 1, 3, and 5 after

a month end, when data on employment and ISM indices are due. This pattern holds

in the correlation between the news announcement dates and the seasonality dummy

variables: Table 10 shows that there are positive, double-digit correlations on days

1, 3, and 5 after a month end (see parameters Mþ1;t, Mþ3;t and Mþ5;t). Correlations

are also higher on days 1 and 3 after a quarter end (Qþ1;t and Qþ3;t) and on Fridays

(W5;t).

By contrast, while a number of seasonal effects in our analysis are piled up before

the month end, very few news announcements fall into that period. Hence, the

residuals from Eq. (16) still have pronounced seasonal effects after removing the

influence of US macroeconomic news announcement dates (see Table 11 compared

to Table 3): The TOM coefficient on day ? 1 turns insignificant after controlling for

news dates (see parameter Mþ1;t in column 2). The same is true for the turn of the

quarter effect on day - 1 (Q�1;t in column 4). Additionally, the TOM effects on

days - 2 and - 1 are somewhat weaker (M�2;t and M�1;t). However, other seasonal

effects are similar in size and significance both with and without US macroeco-

nomic news announcement dates. Thus, the explanatory power of macroeconomic

news announcements for return seasonality of single German stocks is confined to

only very few days.

Table 9 Correlation of explanatory variables and error terms (all values in percent)

Explanatory variable Correlation

Bid-ask spread 0.15

Amihud (2002) illiquidity 0.31

Turnover 1.10

Order imbalance 1.09

Correlation between error terms from Eq. (15) and variables
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6 Conclusions and directions for further research

This paper sheds light on the drivers behind seasonality in German stock returns.

Using a fixed-effects panel regression methodology, we analyzed liquidity and order

imbalance simultaneously as potential explanatory factors. We found that market

liquidity has the strongest influence on return patterns: Although we use daily data

(as opposed to intra-day data), we find that the variation in bid-ask spreads and the

Amihud (2002) ratio accounts for a sizeable proportion of return seasonality. Thus,

liquidity seems to be a major driver behind calendar effects at the level of individual

stocks. Future research should look more deeply into this relationship for intra-day

data as the link may be even more pronounced there. Market liquidity consider-

ations could also be the reason why the TOM effect recently has moved to earlier

days, a finding from the recent literature that was confirmed in this paper. By

contrast, a shift in return patterns cannot be explained by fixed-date macroeconomic

news, which cluster in the first third of a month. Accordingly, we do not find

evidence that US macroeconomic news announcements drive return patterns on a

broader scale.

Its relation to liquidity dynamics may also explain why order flow is considered a

seasonality driver. While most previous studies have focused on flow considerations

of select investor groups, this paper analyzes order flow imbalances in aggregate,

taking into account orders from all investors active in the market. This setup allows

to verify that the variation in order imbalance is indeed related to return patterns.

However, the impact of a change in order imbalance is small in economic terms.

Besides, this study documents that order flow imbalance is subject to recurring

Table 10 Correlation of news announcement dates with dummy variables

Correlation with Md;t Qd;t Yd;t Ww;t Nn;t

d ¼ �7 3.5 - 5.5 - 1.8 Monday - 6.9 January 0.6

d ¼ �6 - 4.6 - 5.7 - 2.5 Tuesday - 6.8 February - 2.5

d ¼ �5 - 10.3 - 5.8 - 2.4 Thursday - 6.8 March - 1.4

d ¼ �4 - 9.9 - 5.8 - 2.8 Friday 22.0 April 3.6

d ¼ �3 - 10.1 - 5.9 - 2.8 May - 6.1

d ¼ �2 - 10.0 - 5.3 - 1.5 June - 1.1

d ¼ �1 - 9.1 - 3.7 - 2.0 July 3.6

d ¼ þ1 36.4 22.1 - 1.0 September - 1.4

d ¼ þ2 1.7 2.6 8.3 October 2.8

d ¼ þ3 29.0 15.1 0.5 November 0.0

d ¼ þ4 4.8 6.8 1.7 December 3.0

d ¼ þ5 13.4 6.8 3.9

d ¼ þ6 - 7.8 - 3.4 - 1.7

d ¼ þ7 - 9.4 - 5.8 - 2.9

Correlation numbers in percent
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patterns. This suggests that the general imbalance-return links found by previous

studies may be partly related to calendar effects.

Limitations of our study could be seen in the news announcement variable

indicating the announcement dates of US (instead of German) data. Similar to the

approach in Nikkinen et al. (2007a), which we follow here, our study neglects news

outside the US and the news direction (positive vs. negative). Moreover, we do not

Table 11 Seasonality in returns after removing news effects

TOM effect (Md;t) TOQ effect (Qd;t) TOY effect (Yd;t)

Coeff. Av. effect Coeff. Av. effect Coeff. Av. effect

d ¼ �7 2 2 9 9 42*** 42

d ¼ �6 3 2 - 45*** - 44 - 39*** - 39

d ¼ �5 25*** 24 - 17** - 16 42*** 42

d ¼ �4 3 3 2 2 - 37*** - 37

d ¼ �3 53*** 51 - 54*** - 53 48*** 48

d ¼ �2 28*** 27 - 45*** - 44 112*** 112

d ¼ �1 27*** 25 - 1 - 1 - 12 - 12

d ¼ þ1 - 4 - 3 43*** 43 97*** 97

d ¼ þ2 35*** 33 14* 14 - 65*** - 65

d ¼ þ3 2 2 11 11 - 62*** - 62

d ¼ þ4 - 23*** - 22 - 31*** - 31 49*** 48

d ¼ þ5 - 22*** - 21 23*** 23 - 41*** - 41

d ¼ þ6 10*** 9 - 56*** - 55 - 20* - 20

d ¼ þ7 8** 7 31*** 31 - 25** - 25

Weekday effect (Ww;t) Month effect (Nn;t)

Monday - 5** - 4 January - 7* - 6

Tuesday - 7*** - 6 February - 1 - 1

Thursday 1 1 March 10*** 10

Friday 5*** 4 April 21*** 19

May - 3 - 3

June - 5* - 5

July - 7** - 6

September - 12*** - 11

October - 17*** - 16

November - 10*** - 9

December 0 0

TOM turn-of-the-month, TOQ turn-of-the-quarter, TOY turn-of-the-year effect, estimated using the fixed-

effects panel regression from Eq. (14). Dependent variable: residuals from Eq. (16). Independent vari-

ables: dummy variables for days around month ends, quarter ends, and year ends, and for weekdays and

months. Stock-specific effects are controlled. t-statistics and p-values are based on heteroskedasticity-

robust standard errors following White (1980). Coefficients and average effects have been multiplied by

104. The latter are calculated by multiplying the coefficient by the average value of the independent

variable. ***, ** and * denote significance at the 1, 5 and 10% level respectively
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apply instrumental variable estimation, which might be another limitation in case

there were endogeneity in the data set.

Our study focuses on the channels through which return patterns are affected, and

it reveals liquidity as the main channel. To better understand the mechanisms behind

this effect, future research should investigate the causes of fluctuations in liquidity.

Kamstra et al. (2017), e.g., argue that mood changes may influence risk aversion

during a year. While they suggest that mood changes influence stock return through

fund flows, we could imagine that behavioral patterns can also explain fluctuations

in liquidity. In addition, liquidity patterns around the month, quarter or year end

may be driven by regulatory considerations or behavioral drivers. It therefore seems

interesting to analyze whether there are common drivers affecting both return and

liquidity.
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