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Web services have become common, if not essential, in the areas of business-to-business integration, distributed
computing, and enterprise application integration. Yet the XML-based standards for web service descriptions encode
only a syntactic representation of the service input and output. The actual meaning of these terms, their formal def-
initions, and their relationships to other concepts are not represented. This poses challenges for leveraging web ser-
vices in the development of software capabilities. As the number of services grows and the specificity of users' needs
increases, the ability to find an appropriate service for a specific application is strained. In order to overcome this
challenge, semantic web services were proposed. For the discovery of web services, semantic web services use on-
tologies to find matches between user requirements and service capabilities. The computational reasoning afforded
by ontologies enables users to find categorizations that weren't explicitly defined. However, there are a number
of methodological variants on semantic web service discovery. Based on e-Science, an analog to e-Business, one
methodology advocates deep and detailed semantic description of a web service's inputs and outputs. Yet, this
methodology predates recent advances in semantic web and provenance research, and it is unclear the extent to
which it applies outside of e-Science. We explore this question through a within-subjects experiment and we extend
this methodology with current research in provenance, semantic web, and web service standards, developing and
empirically evaluating an integrated approach to web service description and discovery. Implications for more
advanced web service discovery algorithms and user interfaces are also presented.
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1. Introduction

Service oriented architecture (SOA) defines a set of principles and
methodologies for designing and developing software in the form of inter-
operable services. These services, referred to formally as web services, are
applications that can be used automatically by a computer on behalf of a
user. Frequently they are embedded within applications to enable rapid
and reliable system development. Web services are described using the
Web Service Description Language (WSDL) [1]. They are offered over
the Web as functional software building blocks accessible via standard In-
ternet protocols, independent of platforms and programming languages
[2]. Web services have become common, if not essential, in the areas of
business-to-business integration, distributed computing, and enterprise
application integration due to their interoperability and extensibility [3].
Web services can be used together in a loosely coupled fashion and new
services can be formed from the aggregation of existing services [2].

However, the XML-based standards for web service descriptions encode
only a syntactic representation of what is expected by, and returned from, a
service, i.e,, its inputs and outputs. The actual meaning of the terms used,
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their formal definitions, and their relationships to other concepts are not
represented. This poses several challenges for leveraging web services in
the development of software capabilities. In particular, as the number of ser-
vices grows and the specificity of users' needs increases, the ability to find an
appropriate service for a specific application is strained [4]. Hendler [4] pro-
posed using ontologies to provide a more powerful method for the discov-
ery of web services. This work provided the foundations of what is now
known as semantic web services. Semantic web services aim toward reduc-
ing the manual effort required for discovering and using web services [5].

One of the prime application areas for semantic web services is e-
Science. An analog to e-business, e-Science [6] began as the application
of computing to traditional science research. However, in recent years
computers have become vital to scientific research and e-Science has
transformed the way in which scientific research is performed [7].
Increasing data volumes within many scientific domains makes it no lon-
ger practical to copy data and perform local analysis. Instead, hypotheses
are tested through online tools that combine and mine pools of data [8].
Web services are enabling such efforts, termed “industrial scale science”
[7], by making data and algorithms programmatically accessible on the
Web. Service oriented architectures have become the common distribut-
ed technology in e-Science [7,9] and web services allow an increasing
volume of scientific analysis to take place on the web.
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The most prominent type of web service discovery is known as
interface matching [10]. It consists of services being discovered by
matching descriptions of input and output semantics of the web service
to the application requirements. However, e-Science requirements have
challenged this notion. Semantic web service discovery in e-Science re-
quires much more conceptual description than is present in a service's
interface [11]. Domain information including descriptions of tasks the
service will perform, additional information resources consulted in the
performance of those tasks, and software algorithms utilized are fre-
quently required for scientists to adequately match requirements to
web service [11]. The “black-box” interpretation of web services,
which is used in interface matching, assumes that each output depends
on all inputs provided, and fails to model the internal state and execu-
tion processes of the service. Such coarse-grained approximations are
rarely true and can be misleading in understanding and interpreting a
service's output, particularly in e-Science applications [12].

In reality, an output may depend only on a small subset of the input
and on the internal state of the web service and its processing algorithm.
For example, output from a service utilizing a learning algorithm depends
on both current and historical inputs and on the specific learning algo-
rithm itself [12]. In addition, documenting the assumptions or decisions
made during web service execution give a context in which the results
can be reused and enables proper crediting of the scientists involved
[13]. Describing a web service at a granularity that includes algorithms
and assumptions should ensure proper interpretation and validation of
the related scientific claims made. These notions led Wroe et al. [11] to
create semantic descriptions of web service processes and incorporate
them in the discovery process. While a seminal work in this area, the pro-
posed approach has several limitations on today's semantic web:

1. Itis based on technology that is no longer utilized in the semantic web.

2. Current research in provenance and provenance ontologies can be
leveraged to better model web service execution processes, and

3. it has never been evaluated for generality and impact on end-users.

Thus, it is unclear the extent to which this approach can be used out-
side of e-Science. Furthermore, it is not clear how end-users perceive
similarity when presented with the additional information provided
by this approach.

We address these limitations by providing an experiment to assess
the generality of web service discovery based on the semantics of web
service processes. Further, we provide an update to Wroe's methodolo-
gy [11] through the creation of a new ontology based in provenance re-
search and current semantic web standards. We show enhancements to
the methodology enabled by this ontology and describe how this ontol-
ogy can be linked to the emerging W3C web service discovery standard
Semantic Annotations for WSDL (SAWSDL) [14]. Finally, we present im-
plications for semantic web service discovery interfaces based on web
service processes.

The remainder of this paper is organized as follows. First, we present
a brief motivating example of two e-Science web services that appear
identical, but function quite differently and thus would be appropriate
for different applications. We then discuss related work on web service
discovery. Next, we introduce our notion of service provenance, the role
it can play in web service discovery, and our provenance-based web ser-
vices ontology. This is followed by a description of our empirical study
and experimental design. We then present an analysis of our results
and conclude with a discussion of our contributions and a presentation
of an agenda for future research.

2. Motivating example from e-Science

The Jena Geography Dataset! is a collection of 200 geographic ser-
vices that have been collected from around the web. These services

1 http://fusion.cs.uni-jena.de/professur/jgd.

focus primarily on geocoding — the process of finding geographic coor-
dinates from other geographic data, such as street addresses and zip
codes. Consider the two Jena services shown in Table 1. Both services
have input Location and output Distance. Within the Jena dataset from
which these services originated, there are 18 services that have input
Location and output Distance. These 18 services would all be considered
to be similar by current web service discovery techniques. Interface
matching techniques provide no means of distinguishing services by ex-
ecution details and the process of matching task to service is left to the
user. In this particular example, the results differ in precision, which
limits the applicability of each web service. Inadvertently choosing
a service that is not applicable can lead to incorrect conclusions and
erroneous decisions, which can have far reaching consequences [15].

3. Related work

The majority of semantic web service discovery algorithms operate
on the assumption that explicitly defined service semantics can be
exploited to match available services with user requests [16]. This
type of discovery is known as interface matching [10] and consists of
services being discovered by matching input and output semantics.
Interface matching techniques require users to specify desired web ser-
vice inputs and outputs using concepts from an ontology. SAWSDL [14],
the current state of the art technology for interface matching, provides a
means of encoding the linkage between ontology concepts and a
service's inputs and outputs.

Discovery algorithms then identify exact, more general (superclass
concept), and more specific (subclass concept) matches using the ontol-
ogy, user input, and SAWSDL annotations. This classification scheme
was developed by Zaremski and Wing [17] and is widely used in prac-
tice. However, interface matching has three main drawbacks [18]. First
is low recall due to the rigid hierarchy that is required. Matches are
missed due to discovery being limited to only exact, subclass, and super-
class relationships. Although additional matches could be determined
through relationships created by the ontology developers, the usage of
such relationships in discovery algorithms is just now beginning to be
studied. Second, depending on the context, more specific and more gen-
eral results may not be suitable replacements, leading to false positives.
Third, discovery is often a manual and iterative process in which a user
progressively narrows down the set of candidate services. Users need to
take into account the functions the service carry out and the resources it
uses to accomplish its goals [11]. There is often insufficient information
to make an informed decision leading to significant manual effort to
identify an appropriate web service.

So-called hybrid approaches have been devised to overcome some of
these limitations. These approaches combine interface matching with
information retrieval techniques. Research has shown that hybrid ap-
proaches outperform ontology-based approaches by increasing preci-
sion and recall during service discovery [19,20]. However, regardless
of whether it is hybrid or ontology-based, interface matching tech-
niques lack information describing how services operate.

These deficiencies led Martin-Recuerda and Robertson [21] to re-
quest finer-grained classifications of web services. Chen and Jiao [22]
met this challenge in a UK e-Science project [22] in which they devel-
oped a number of insights regarding service discovery. In particular,
they note the need for provenance in service discovery. Historically,
provenance referred to the history and lineage of an object. In this con-
text, provenance refers to the creation and specification of the web ser-
vice and includes such information as runtime environment, settings,
and algorithms used. Chen and Jiao [22] highlight the need to find ser-
vices with specific or equivalent algorithms for specific types of applica-
tions. Such information is not readily available in most web service
descriptions and thus is not included in many discovery applications.
They conclude that service discovery needs to include provenance infor-
mation at multiple levels of abstraction and over multiple facets. While
they offer a potential solution to this problem, their solution was
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Table 1

Example service pair from Jena Geography Dataset.
Service 1 Service 2
Inputs: Inputs:

« Location — longitude and latitude of a point on the surface of the Earth
 Location — longitude and latitude of a point on the surface of the Earth
Output:

« Distance — the distance in miles between the given locations

Service details:
Description: This services takes two locations on the Earth, given by longitude and
latitude, and computes the distance between those points
How: The Spherical Law of Cosines is an application from trigonometry for computing
distances on a sphere. The Spherical Law of Cosines equations are applied to the input
locations to compute a distance. This distance is then converted to miles and returned
to the user.
Algorithms/Methodologies used:

Spherical Law of Cosines

Assumptions/Limitations:

The error in the distance calculation increases the further apart the input locations. For
example, the distance between two locations in the same country is fairly accurate.
However, distance estimates across continents is less certain.

« Location — longitude and latitude of a point on the surface of the Earth
« Location — longitude and latitude of a point on the surface of the Earth
Output:

« Distance — the distance in miles between the given locations

Service details:

Description: This services takes two locations on the Earth, given by longitude and latitude,
and computes the distance between those points

How: This service uses the Haversine formula to compute the distance between the input
locations

Algorithms/Methodologies used:

 Haversine Equations
Assumptions/Limitations:
Mathematically, the Haversine formula is equivalent to the Spherical Law of Cosines.
However, computationally the Haversine formula is more precise. The Haversine formula
addresses computational limitations of working with angles. As a result, software
implementing the Haversine formula can more precisely compute distances than
software using the Spherical Law of Cosines

developed in the context of the UK Grid-enabled Optimisation and Design
Search in Engineering (GEODISE) project. The resulting ontology and
provenance elements are specific to that project.

More recently, Gunay and Yolum [10] have identified additional use
cases that require knowledge of service execution processes during dis-
covery. These authors have generalized the e-Science problem by
highlighting the need to know the order of operations carried out by
web services configured to address tasks within the travel services do-
main. They introduce a method of service discovery based on Linear
Temporal Logic (LTL). Using LTL, they model each execution step of a
service as a state transition. A discovery algorithm is then proposed
that discovers services via their allowable states.

Other researchers have echoed this emphasis on service processes.
For example, Klein and Bernstein [23] use a workflow language to
model web services and Wombacher et al. [24] use a finite state ma-
chine to model web service execution. While we agree with the over-
arching methodology of modeling web service processes, these recent
approaches tend toward non-traditional logics and away from semantic
web standards. Moreover, while these approaches model what happens
within a web service, they do not model why it happens or what the
potential implications might be. In this work, we provide additional
evidence in support of the need to include web service process descrip-
tions in web service discovery. We show the effects that such informa-
tion has on discovery and develop a new ontology to capture web
service processes. This new ontology is based on the Ontology Web Lan-
guage (OWL) [25], a fundamental part of the semantic web technology
family whose usage in many tools and environments is well-understood
[26]. Further, this new ontology extends the capabilities of previous
ontologies by including a justification component.

4. Service provenance ontology
4.1. Theoretical basis

The theoretical underpinning of the W7 model, and also our service
provenance ontology, is Bunge's ontological theory [27,28]. In the appli-
cation of that theory in the information systems domain [29,30] the data
stored in an information system is viewed as a state-history, that is, the
results of sequences of events that result in state changes. Provenance
can be defined by recording the effects of all events that happen to
data during its lifetime [31]. Yet, simply recording what events are not
sufficient to meaningfully represent the provenance of data [27,28,31,
32]. According to Bunge [27] causal relationships are also needed.

Extending this existing philosophical foundation [27,28,31,32] into the
area of web services leads us to recognize additional important concepts
for web service provenance.

4.2. Foundation of service provenance ontology

The W3C has recently released PROV-0, a standard ontology for
provenance capture [33]. PROV-O uses OWL to express a CoOmmon prov-
enance model. The ontology provides a set of classes, properties, and
restrictions to represent and interchange provenance information gen-
erated from different systems and under different contexts. However,
PROV-O is a high level ontology and needs to be specialized to create
new classes and properties to model provenance information in specific
applications and domains [33]. As a result, PROV-O can be used as the
basis for web service descriptions; but by itself PROV-O cannot capture
all of the required provenance information.

The W3C defines provenance? as

information about entities, activities, and people involved in producing
a piece of data or thing, which can be used to form assessments about its
quality, reliability or trustworthiness.

Building upon this definition and the work of Chen and Jiao [22], we
define service provenance as

information about a web service and its execution, which can be used to
form assessments about its quality, reliability or trustworthiness. This
includes applications invoked, methodologies used, actions and settings
invoked, and any assumptions and hypothesis involved.

We created a service provenance ontology®> by integrating two
existing projects in data provenance with additional concepts we iden-
tify as enhancing service discovery. Specifically, the W3C Provenance
Ontology (PROV-0) [33] is integrated with the W7 model [31]. This
combination is then augmented with our own concepts, described in
Section 4.3 below, to provide a unique encapsulation of a service's com-
ponents and their associated justification. We do not argue that this rep-
resents the “best” or the “true” point of view. Rather, it is a means for
service creators to supply supplemental information to justify the ratio-
nale of their service. In fact, a critical component of our implementation

2 http://www.w3.org/TR/prov-overview,.
3 http://purl.org/provenance/service-provenance.
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is the ability to discover a service's implementation details regardless of
their acceptance within a broader user community.
The service provenance ontology is thus defined as:

Service Provenance Ontology = W3C PROV-O + W7 Model
-+ additional concepts.

We define the service provenance of a given web service as an in-
stantiation of the service provenance ontology. That is, service prove-
nance is the set of related instances (the RDF/OWL graph) that
uniquely defines a web service. More specifically, service provenance
is the set of related instances that define the terms under which a web
service can be fully understood. This includes applications invoked,
methodologies used, actions invoked, settings invoked, and the assump-
tions and hypotheses involved.

4.3. Creation of the service provenance ontology

Historically, provenance research has focused on data provenance.
The creation, processing, and proper usage of data have been the focus
(e.g. [31,34,35]). In our ontology we take a new look at provenance.
We focus on the history and rationale behind a web service. In this re-
gard, we reuse many ideas from data provenance; however, we apply
them in a new way.

Our service provenance ontology is more than a merging of existing
provenance research. Service provenance requires two components — a
historical lineage (e.g. the steps that occurred) and the ability to describe
how the service operates (e.g., applications, methodologies, and settings).
We argue that neither PROV-0 nor the W7 model, nor any existing prov-
enance ontology, contains the necessary concepts to accomplish this. In-
dependently, PROV-O provides the historical lineage while W7 provides
some of the concepts needed to describe how a service operates. By com-
bining these two ontologies we have many of the capabilities required to
represent service provenance. However, additional concepts were created
to complete the service provenance ontology.

The service provenance of a web service provides justification for why
a service returns the results that it does. Justification then allows web ap-
plications to provide explanations [36] to users. These explanations can
lead users to judgments about reliability [36] and trust [37]. Moreover,
our work in this area allows justification to be taken one step further.
Current web justification systems focus primarily on the source and
quality of data [36,37]. Service provenance allows for the citation of appli-
cations, methodologies, and settings that operate on the data.

When creating ontology concepts we adopted the notion of Necessary
Feature [32]. A Necessary Feature is a component of a process that helps
to uniquely define what happened during that process and why. For
example, consider the following pseudo-code (taken from [32]):

MERGE_FUNCTION (a,b)
If (a.value = b.value) then merge (a,b)
END MERGE FUNCTION

For a user to understand why a and b where merged (or not merged)
it must be recorded that a merge function takes place with a and b being
merged if a.value is equivalent to b.value. Thus, the Necessary Features of
this simple service are:

1.) A merge function will be executed
2.) The inputs a and b will be merged if a.value is equivalent to b.value.

In reality there will always be some limit to the amount of prove-
nance that can be captured [32]. It is not practical or feasible to present
users with line-by-line code for a service's execution. Thus, we utilize
the Necessary Feature principle in the creation of our service provenance
ontology. We seek to develop an ontology that captures the minimum
amount of service execution details to uniquely describe what hap-
pened. Following Ram and Liu's notion [31] that complete provenance
extends beyond what and where, we enable the encoding of hypotheses,

limitations, and references as Necessary Features. Exposing provenance
at this level of abstraction has proven beneficial [32] despite the fact
that one can never provide complete provenance.

Our service provenance ontology can be used in two ways. First, we
can encode the algorithms used by a service, their limitations and as-
sumptions, their inputs and preconditions, as well as where the service
and processes will execute. Moreover, we do so as instances of a stan-
dardized provenance ontology, capturing the relationships between
types of algorithms and other service related information. This informa-
tion can then be exploited during service discovery.

PROV-0, and thus our ontology, also offers notions of time. A second
use of our service provenance ontology is to capture the exact execution
of a web service as it is executing. In doing so, we can capture the tem-
poral order of steps taken and the rationale for each step. We note that a
web service may have multiple execution paths that it could follow de-
pending on inputs supplied. During discovery, service provenance can
tell users what a service can do. During service execution, service prov-
enance can tell users what a service did do. There are many applications
for this type of real-time provenance capture [12,22,32].

4.4. Ontology components

4.4.1. PROV-0O

PROV-O uses OWL [25] to express a common provenance model. It is
an ontological representation of “a core data model for provenance for
building representations of the entities, people and processes involved in
producing a piece of data or thing in the world” [33]. This core data
model is an attempt by the W3C to create a standard domain-agnostic
provenance model with “well-defined extensibility points allowing further
domain-specific and application-specific extensions to be defined” [33].

As a result, PROV-O can be used as the basis for web service
descriptions; yet, by itself PROV-0 cannot capture all of the required ex-
ecution semantics. The descriptions below define key PROV-O concepts
and their proposed usage within our service provenance ontology (see
Fig. 1 for an illustration of the integration of PROV-O and W7 with our
extensions).
Agent “An agent is an entity that takes an action and bears some
form of responsibility for an activity taking place” [33]. We
define web services as agents and model their execution
steps as activities.
Software Agent a subclass of Agent and defined simply as “running soft-

ware” [33].

Plan “A plan is an entity that represents a set of actions or steps
intended by one or more agents to achieve some goals” [33].
Within service provenance, Plans are high-level descriptions of
the algorithms, settings, preconditions, hypothesis, and beliefs
of a web service. Plans indicate what could happen within a
web service and are used for discovery. Plans are a type of Entity.
“An entity is a thing one wants to provide provenance for. For
the purpose of this specification, things can be physical, digi-
tal, conceptual, or otherwise; things may be real or imagi-
nary” [33]. Since entities are what one provides provenance
for, and Plans are entities, the focus of our service provenance
ontology is on capturing the execution actions of a web ser-
vice and their associated rationale.
“A bundle is a named set of provenance descriptions, and is
itself an Entity” [33]. Within our specific use, a Bundle con-
tains a step-by-step description of how the service executes.
Bundles consist of instances of the PROV-0 Activity concept.
The difference between Plan and Bundle/Activity is that a
Plan describes what could happen while Activities describe
what did happen. A Plan is intended for the discovery phase
when a user would like to examine the capabilities of a web
service. In this manner, a Plan describes all the possible
algorithms that could be executed. However, a given service

Entity

Bundle
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Fig. 1. A graphical depiction of our service provenance ontology.

may choose a particular execution path based on how it is
called (e.g. if input1 > x choose path A else choose path B).
Thus, not all of the described algorithms will be executed
for each invocation of the service. The Activity concept allows
for the capturing of specific execution steps for each service in-
vocation. Bundle provides a container for this information and
relates the set of steps to the web service. Plans are useful for
the discovery phase and Bundle/Activity is useful for the exe-
cution phase and subsequent interpretation of the results.
“An activity is something that occurs over a period of time
and acts upon or with entities. This action can take multiple
forms: consuming, processing, transforming, modifying,
relocating, using, generating, or being associated with enti-
ties. Activities that operate on digital entities may for exam-
ple move, copy, or duplicate them” [33]. Within our service
provenance ontology an ‘Activity’ is used to capture the set
of processes that execute when a web service is called.

Activity

The notion of where an action happened has also been identified as a
vital element of provenance [38]. Ram and Liu [31] have extended this
notion to include both physical and transactional locations. A physical
location is a geographical location while a transactional location is a lo-
cation within a database or information system. We see these concepts
as vital in meeting the requests for additional insights into web service
execution details [12,22,32]. Thus, our service provenance ontology uti-
lizes the PROV-0 generic notion of Location described below along with
the Ram and Liu [31] extensions of Location as described below.

Location “A location can be an identifiable geographic place (ISO
19112), but it can also be a non-geographic place such as a di-
rectory, row, or column. As such, there are numerous ways in
which location can be expressed, such as by a coordinate, ad-
dress, landmark, and so forth” [33]. In our usage, Location can
be used to identify the geographical location of the service as
well as the non-geographical location (e.g. server name or da-
tabase name) of algorithms and utilities.

4.4.2. W7 model

Ram and Liu [31] proposed the W7 model as a means of dealing with
data provenance. The authors intended the model to capture all the in-
terrelated elements of data history — its creation, processing, modifica-
tion, and storage. W7 garners its name from the “What”, “When”,

“Why”, “Where”, “hoW”, “Who”, and “Which” elements that make up
the model components. These components have historically been
used to describe the lineage of data, but we have found that they
work equally well in describing the rationale for the way in which a
web service was implemented. To this end, we have utilized the W7
model as the basis of encoding service provenance rationale. The W7
components are used to encode what a service is doing and how it is
doing it. The W7 model components are used to extend PROV-0 and
uniquely define the methodology and rationale of the service. Their def-
initions are augmented as follows:

The W7 model defines the concept of Device, which describes appli-
cations and instruments. We have defined Application and Instrument as
subclasses of Device, which in turn is made a subclass of PROV-O Entity.
These classes have the following definitions:

Application A software tool or methodology used in data collection or
analysis
Instrument A physical piece of hardware used to collect or analyze data.

Ram and Liu [31] have noted that complete provenance extends be-
yond notions of what and where. In many domains, provenance includes
literature references, experimental procedures, and the sequence of
ideas leading to a procedure. We agree with this notion and believe that
the capturing of beliefs and settings is also vital to complete service prov-
enance. As a result, we have included the W7 notions of Precondition,
Input, Function, Setting, and Belief as part-of the description of a PROV-O
Plan. We have, however, renamed Belief to Explanation in an attempt to re-
move any association with fuzzy logic. Our intent is not to capture belief
statements that may vary from individual to individual, but rather to cap-
ture statements that can be universally evaluated true or false. This makes
Plan more specific to web services. The W7 concepts are defined as:

Precondition Conditions that must hold prior to enactment of an action
Input Data objects that are manipulated by an action

Function The ways in which a device can operate or be operated
Setting  The way in which a device can be configured

Explanation A reason, justification, or clarifying statement.

We have also added the specific W7 notions of location (Geographical,
Transactional, and Physical) as subclasses of PROV-O Location. Specifical-
ly, they are defined as:

Geographical Location A location specified by geographical boundaries
such as a State or country
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Physical Location A location specified by coordinates within a coordi-
nate system

Transactional Location A location within a database or server, often
specified by a URL

As aresult, we have repurposed the W7 model as a means of extend-
ing the W3C Provenance Ontology, which was designed as a high-level
data provenance ontology and does not include specifics needed to
describe web services.

4.4.3. Additional concepts

Integrating W7 model concepts with PROV-O enables a more spe-
cialized representation of web services; however, it does not address
all of the required specialization. To achieve this we have defined addi-
tional concepts and further extended PROV-O. In PROV-O, the Agent
class has subclass SoftwareAgent. We extended the SoftwareAgent class
to have subclass WebService creating a specialized Agent for our pur-
poses. This is analogous to the already existing Agent subclasses of
Person and Organization. This specialization provides provenance
aware applications the needed semantics to infer that a web service
was used.

Further, we have added three subclasses to Activity, which describe
specific web service activities.

WebServiceCall A call to execute a web service

WebServiceProcess An execution step within a web service

Workflow A scientific workflow that consists of the chaining of multi-
ple web services

We found that the W7 model lacked the notion of Output as a com-
pliment to Input and Precondition. We have added Output as part of a
Plan. Finally, we have extended the Explanation concept to include
Assumption, Limitation, and Hypothesis. This results from the notion
that the sequence of ideas leading to a procedure is important [31]
and provides further semantics for quantifying those ideas.

Assumption A belief lacking any evidence of support
Limitation A defect, failing, or condition that limits ability
Hypothesis A proposed explanation based on limited evidence

Finally, we have subclassed PROV-O Bundle with WebServiceBundle
to provide semantics for the specific bundles we are dealing with.

A graphical depiction of the integrated and extended web services
ontology is shown in Fig. 1. Within Fig. 1 gray rectangles depict the
W3C Provenance Ontology concepts that are the foundation of the on-
tology. White rectangles are concepts added from the W7 model or
from our ontology evaluation. The namespaces within each rectangle
designate the concept as from either PROV-O (prov-o:), W7 model
(w7:), or added by the authors (additional:).

5. Connection to existing standards

Semantic Annotations for Web Service Description Language
(SAWSDL) [14] is the W3C standard for web service annotations. It
allows the syntactic Web Service Description Language (WSDL) to be
annotated with references to semantic information. Within WSDL the
notion of Interface is defined as the set of operations a web service
carries out. We argue that it is most appropriate to link WSDL web ser-
vice descriptions to service provenance via SAWSDL at this Interface
level. We propose using SAWSDL to annotate WSDL documents at the
Interface level with references to the appropriate service provenance
document. As a result, a web service's description file (WSDL file)
will provide complete information for service discovery and usage.
We note that this approach is entirely W3C standards compliant.

Additionally, this approach extends initial research [11], which did not
link semantic service descriptions to web service standards.

We also advocate exposing service provenance as Linked Open Data
(LOD) [39] enabling both human and machine dereferencing of web
service execution details. LOD is a data publication methodology that
utilizes the semantic web to make data publicly accessible on the
Web. LOD allows data from multiple sources to be combined and que-
ried over by exposing RDF databases on the Internet. This allows service
execution details to be linked to domain specific semantic information
published by other parties — a linkage that has been shown to enable
the answering of more detailed provenance questions [40,41].

6. Evaluation
6.1. Quality of the service provenance ontology

The features of an ontology depend on the purpose for which it was
created. The major goals of ontology-dependent projects have included
natural language understanding, information retrieval, theoretical in-
vestigation, knowledge sharing and reuse, simulation, and modeling
[42]. As a result, several ontology creation methodologies have been
developed. These methodologies range from the purely philosophical
(e.g. [43]) to the extremely practical (e.g. [44,45]). In the latter ap-
proach, the ontology is designed around a use case and undergoes an
iterative design. The ontology and associated application are revised
based on user feedback and changing requirements.

It is this latter design science approach that we adopt [46]. The ser-
vice provenance ontology was iteratively created through interactions
with the Earth science community and evaluations of existing ontol-
ogies. Initially, we conducted a literature review to identify applicable
ontologies — finding the PROV-0 and W7 ontologies. The ontology
was subsequently refined through discussions with Earth science ex-
perts at various conferences and meetings. Specifically, we spent a
year as part of the Federation of Earth Science Information Partners
(ESIP). ESIP is an open community of Earth scientists, educators, and in-
formation technology practitioners. In addition to an online presence,
the group meets face-to-face twice a year with the goal of enhancing
Earth science research and outreach. The first author participated in
monthly teleconferences and presented the ontology for discussion at
ESIP meetings. During this time the ontology was evaluated for com-
pleteness, consistency, conciseness, and coverage, as suggested by
[47]. The final ontology resulted after several iterations with ESIP and
subsequent follow-up meetings with Earth scientists at NASA's Goddard
Space Flight Center. The ontology was designed as a general-purpose
service provenance ontology, despite being created within the Earth
science community.

We expect additional subclasses and instances of the service prove-
nance ontology to be necessary throughout the lifecycle of its usage.
There are several ways in which this can be accomplished and we high-
light one methodology here as an example. The On-To-Knowledge
methodology [44] is an application oriented ontology development
methodology. Within this methodology, a group of knowledge engi-
neers is responsible for monitoring environmental and application
changes that result in the need to update an ontology. Through a series
of evaluation-maintenance-refinement loops the ontology is continual-
ly and incrementally updated to meet new application requirements.
Similar approaches have been taken in previous research [11] with
success.

6.2. Utility of provenance based discovery

We conjecture that the use of the service provenance ontology will
have a positive effect on the discovery process. Specifically, when
users must choose among similar web services we hypothesize that
service provenance will lead to a measureable difference in three
areas: the assessment of Dissimilarity, Relative Advantage, and Decision
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Confidence. Assessment of dissimilarity enables users to more effective-
ly choose the most appropriate service. Further, we hypothesize that
service provenance will increase participants confidence with their
decisions.

We also hypothesize that participants will more effectively be able
to make their decisions in the presence of service provenance thus lead-
ing to an increase in “Relative Advantage.” Relative Advantage is defined
as “the degree to which an innovation is perceived as being better than
the idea it supersedes” [48, p.15]. Innovation theory suggests that Rela-
tive Advantage is related to innovation adoption and diffusion [49]. Our
third construct, Decision Confidence, is one's belief in the quality of their
decision [50]. Overconfidence can lead to low quality decisions as the
user may ignore other sources of information [51]. Under confidence
can result in users not taking action [52].

Specifically, we have the following three hypotheses:

H1. Service provenance will give subjects an increased accuracy in de-
tecting service dissimilarity as compared to interface matching.

H2. Service provenance will give subjects an increased Relative Advan-
tage in determining service dissimilarity as compared to interface
matching.

H3. Service provenance will give subjects an increased Decision Confi-
dence in determining service dissimilarity as compared to interface
matching.

Support for our three hypotheses would indicate the utility of ser-
vice provenance and quantify how it affects users' notion of similarity.
These results would then substantiate non-interface matching tech-
niques as well as impact design choices.

6.2.1. Experimental materials

We utilized web services from two different domains: the Jena Ge-
ography Dataset* and the Programmable Web.” The Jena dataset is a col-
lection of about 200 geography services that have been collected from
around the web. These services focus primarily on geocoding — the pro-
cess of finding geographic coordinates from other geographic data, such
as street addresses and zip codes. Programmable Web is an online portal
offering comprehensive access to services on the web. The web site of-
fers 6000° services as well as links to applications built by combining
existing services.

We initially identified six pairs of web service descriptions, three
from each dataset, as shown in Table 2. Our choices from Programmable
Web were of straightforward easy to understand web services. We felt
that this complimented the more mathematically oriented Jena ser-
vices. We believe that these services offer a sampling of multiple do-
mains and allow us to test the generality of our hypotheses.

Each pair of web services is highly similar in terms of service inputs
and outputs. Thus, each pair of services resembled what might be
returned to users from an interface matching algorithm. However, the
pairs differ in terms of operations and internal functionality. Using infor-
mation external to the web services (e.g. web pages and customer sup-
port contact information), we assembled and encoded the service
provenance of the 12 web services for this experiment. This external
information was used to create instances of our service provenance on-
tology, which were subsequently presented to participants in formatted
web-based tables.

These initial six pairs of web service descriptions were used in a pre-
liminary study to evaluate our hypotheses. Upon receiving positive re-
sults from our initial survey, we expanded the evaluation experiment
to further demonstrate the applicability of our proposed service prove-
nance ontology to real-world problems. The extended study includes

4 http://fusion.cs.uni-jena.de/professur/jgd.
5 http://www.programmableweb.com/.
6 Statistics as of May 2012.

ten pairs of web services — five from Programmable Web and five
from Jena.

6.2.2. Data collection

Fifty-two university students participated in the initial study with
six pairs of web services. The participants were primarily senior under-
graduates and graduate students. The majority of the students had some
familiarity with web services. Forty-nine subjects participated in the
larger follow-up study. Table 3 lists demographic data for each of the
studies.

6.2.3. Experiments

Both studies used a within-subjects design where each participant
was shown all pairs of web services with and without service prove-
nance (order randomized and services unnamed). In the latter scenario,
participants saw only the service inputs, outputs, and a brief description.
This scenario represents interface matching, the predominant method
of service discovery discussed above. As mentioned by Stollberg [53],
with this approach users are often left with the manual task of trying
to determine which service to use. Hence, in the service provenance
scenario we sought to measure participant's notions of similarity, their
confidence in differentiating services, and the advantage (if any) they
felt when additional provenance information was provided. In this sce-
nario, participants where again shown the same pairs of web services
(randomized). However, in this scenario the inputs, outputs, and de-
scription were accompanied by service provenance information. Partic-
ipants were again asked about Similarity, Decision Confidence, and
Relative Advantage. Again, all pairs of web services were randomized
for each participant and all questions were given on a 7-point Likert
scale. One question was given for dissimilarity and three questions
each for Decision Confidence and Relative Advantage. The seven ques-
tions asked for each pair of web services are listed in Appendix A.

An example service pair with service provenance was shown in
Table 1. Service pairs without service provenance did not include the
How, Algorithms/Methodologies, and Assumptions/Limitations sec-
tions. The two services in Table 1 are identical in terms of inputs and
outputs; yet, the precision of the results differs due to the difference in
computational algorithms. This could affect which service is most
appropriate for a particular task.

Cronbach's alpha [54] was used to measure the internal consistency
of the Decision Confidence and Relative Advantage questions, respec-
tively. We obtained Cronbach's alpha values of 0.93 for Decision Confi-
dence and 0.96 for Relative Advantage in the first study. Values of 0.90
and 0.94 were obtained for Decision Confidence and Relative Advantage,
respectively, in the follow up study. These values are in the “Excellent”
range of commonly accepted values [55]. Having found internal consis-
tency, Decision Confidence and Relative Advantage questions were each
combined into one respective construct as is common practice.

Table 2
Web services used in experiment.

PairID  Web service source Description

1 Jena Geography Compute distance between two locations using
different data sources

2 Jena Geography Compute distance between two locations using
different algorithms

3 Jena Geography Determine height above sea level for a location

4 Programmable Web Return song information for song title given

5 Programmable Web Currency exchange rate services

6 Programmable Web Return a word that rhymes with input word

7 Jena Geography Verify the accuracy of a street address for delivery
purposes

8 Jena Geography Returns the geographic location of an IP address

9 Programmable Web Return the definition of an input word

10 Programmable Web Given a musical performer returns all upcoming

events for that performer
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Table 3
Demographics of participants.
Initial Follow-up
study study
Gender Male 36 35
Female 16 14
Age 19-20 3 0
21-22 6 6
23-24 7 2
>24 36 41
Education College sophomore 2 0
College junior 3 0
College senior 15 11
Master student 22 28
Doctoral student 7 9
Post-school professional 3 1
Web service familiarity Little to no familiarity 7 2
(as determined by Likert Some familiarity 14 17
scale responses) Very familiar 31 30

There are considerable advantages to using non-parametric tests
with Likert scale data [56,57] despite many parametric tests being ro-
bust to violations of normality and homogeneity of variance. Following
this rationale, we analyzed our data using the non-parametric Mann-
Whitney significance tests [58] as well as the non-parametric Cliff
delta [59,60] determination of effect size.

Effect size can be understood as the magnitude of the impact that the
manipulation of the independent variable causes on the dependent var-
iable [61]. It is a quantification of the treatment importance [62]. The
non-parametric Cliff delta effect size ranges from — 1 to 1 and repre-
sents the degree of overlap between two sets of Likert scale responses.
In this study, Cliff delta is calculated relative to the group with service
provenance. Thus, a negative effect size indicates that when shown ser-
vice provenance there is a shift toward lower Likert scale values and less
Similarity, Decision Confidence, or Relative Advantage, respectively.

Mann-Whitney non-parametric tests were applied to our data to test
for statistical significance in Dissimilarity, Decision Confidence, and
Relative Advantage with and without service provenance. Table 4.a lists
the Mann-Whitney results of hypothesis testing. We also tested the ef-
fects of web service complexity on Dissimilarity, Decision Confidence,
and Relative Advantage. By complexity we mean the Jena services vs.
the Programmable Web services. We were looking for differences in re-
sponses for the “simple” Programmable Web services as compared to the
more complex mathematically oriented Jena services. Previous research
has clearly indicated the need to capture service execution details within
e-Science. However, nothing is known about the impacts of service prov-
enance when applied to more simplistic services such as currency con-
version. By examining the Programmable Web services separately we
can see if the effects of service provenance translate to more simplistic
services. These results can lead credence to the generality and scope of
our research. Table 4.b presents the results. We caution, however, that
complexity of web services is poorly understood and can be defined in
a number of ways [63]. We make a simple, and arbitrary, distinction for
complexity — mathematical e-Science services vs. common services
used by the general public. No other distinction is made to define or
discriminate on complexity.

Table 4.a
Results of Mann-Whitney test and effect size (with/without service provenance).

6.2.4. Power analysis

The power of a statistical test is the probability that the null hy-
pothesis will be rejected given that it is in fact false. Post hoc
power analysis [64] is useful after a study has been conducted and
computes power as a function of measured effect size and sample
size. In post hoc analysis the effect size and sample size are used to
assess whether enough participants were available to reliably accept
statistical significance. The output of post hoc power analysis is the
probability, given the measured effect size and number of participants,
that the null hypothesis was correctly rejected. Intuitively, large effects
can be seen with few participants while small effects require many
participants to ensure that the null hypothesis is correctly rejected.
Post hoc power analysis is a means of quantifying this intuitive
notion.

We utilized the G*Power 3 software [65] to conduct our post-hoc
power analysis. A generally accepted guideline for minimum power is
0.8 [64], meaning there is an 80% chance that the null hypothesis will
be rejected if it is indeed false. Thus, a 20% false positive rate for an ex-
periment is considered acceptable [64].

We found that we had reliable power to see medium and large ef-
fects. That is, we had enough participants in our study to reliably detect
Cliff delta effect sizes of 0.3 or greater. In other words, the parameters of
our study indicated that any statistically significant result with an effect
size of 0.3 or greater could be accepted. Statistically significant results
with an effect size below 0.3 should be rejected, as the false positive
rate of those results was too high. Our power analysis implies that we
did not have enough participants in our study to reliably detect small ef-
fects. However, we do not see this as a limitation. If the use of service
provenance only produced small effects on end users then its utility is
of little value. Thus, small effects are of little concern. Rather, we are in-
terested in measuring noticeable effects of service provenance, which
we see as corresponding to increased value, and our study has enough
participants to do so.

Our data and power analysis indicate that Hypothesis 1 was support-
ed. However, Hypotheses 2 and 3 were not supported. Additionally, we
did not see any significant difference between Programmable Web and
Jena services in terms of Dissimilarity, Decision Confidence, or Relative
Advantage.

7. Discussion

There is a measureable difference in dissimilarity assessment with
and without service provenance. Participant's views of dissimilarity
were shifted toward lower similarity values when exposed to service
provenance. We interpret this as service provenance enabling a better
assessment of web service functionality and a clearer determination
of dissimilarity. We had expected that service provenance would be
sufficient to completely discern differences; yet, we saw that some par-
ticipants still focused on the service interface. This interpretation is sup-
ported by participant comments acquired in our experimental data
collection survey. This qualitative data revealed that similarity assess-
ment became uncertain for some, as participants reported services
were similar in terms of interface, but different in terms of functionality.
When exposed to service provenance, some participants gave more
weight to the interface while others valued functionality higher in

Initial study (6 pairs of services)

Follow-up study (10 pairs of services)

Means (with, without)

Cliff delta effect size

Means (with, without) Cliff delta effect size

Dissimilarity 433,541" —0.386 medium 442,5.18" —0.3 medium
Decision Confidence 5.51,5.88 No effect 5.61,5.53 No effect
Relative Advantage 5.42,5.66 No effect 5.53,5.26 No effect

* Indicates statistical significance at 0.05 level.
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Table 4b
Results of Mann-Whitney test and effect size (Programmable Web vs. Jena).

Initial study (6 pairs of services)

Follow-up study (10 pairs of services)

Means (PW, Jena) Cliff delta effect size Means (PW, Jena) Cliff delta effect size
Dissimilarity 414, 4.59 No effect 5.61,5.53 No effect
Decision Confidence 5.51,5.51 No effect 5.53,5.53 No effect
Relative Advantage 543,543 No effect 437, 4.46 No effect

their similarity determinations. This may explain why Hypotheses 2 and
3 were not supported. We suspect that despite being able to clearly dis-
cern differences in services, the similar interface and varying functional-
ities led to no measureable difference in Decision Confidence and
Relative Advantage.

We found no significant difference between results from the Jena
and Programmable Web services. This is interesting given the simplicity
of the Programmable Web service pairs. Our results indicate that even
for simple tasks, such as currency conversion, the execution details of
the web service can lead to changes in how similarity is assessed —
and thus how a service is matched to a task. We find this a compelling
result, as service provenance seems to be applicable for the spectrum
of web services and not just mathematically oriented scientific web
services.

Another interesting result emerged from inspecting the responses to
pairs 2 and 5. Both of these service pairs are identical in terms of inter-
face. Yet, in the case of no service provenance, not all of the participants
rated the services as identical (Likert value 7). One participant
remarked that “functionally they could be dissimilar — there is insuffi-
cient information.” We believe these qualitative responses strengthen
our argument and further validate the utility of service provenance.
Similarly, when exposed to service provenance for pairs 2 and 5, the re-
sults were not all “no similarity” (Likert value 1). Participants saw im-
portance in the interface and some valued a similar interface as more
important than differing execution details.

8. Summary and conclusions

Utilizing a web service's provenance information has proven vital to
efficient web service discovery in e-Science [11]. Yet, little was known
about the generality of this methodology. It has been suggested [66]
that provenance will play a central role in emerging digital infrastruc-
tures and important steps have been taken to research its theoretical
and conceptual aspects. However, provenance remains incomplete, un-
reliable, and ill-defined [66]. Drawing upon Bunge's ontological theory
[27,28], we have developed a comprehensive service provenance ontol-
ogy by integrating PROV-0 [33] and W7 [31] with our own concepts
allowing for a unique encapsulation of a service's components and
their associated justifications. Such an ontology enables service creators
to supply all necessary provenance information of web services, thereby
improving web service discovery.

Recent advances in semantic web technologies have rendered
previous provenance-based discovery systems obsolete. Our proposed
approach utilizes state-of-the art techniques and brings provenance-
based discovery in-line with current standards in semantic provenance
and semantic web services. Moreover, in validating our approach we
have collected empirical data, which has been sorely lacking in prove-
nance research. We have set out to provide empirical evidence on
provenance to begin building a foundation for future research.

We have shown that web service provenance information can play a
role in service discovery outside of e-Science. However, our results indi-
cate that some users value interface similarities over provenance details
while others have the opposite response. This notion can lead to more
effective user interface design. Current service discovery applications
[e.g. 10,11,17] rank results based solely on interface or process seman-
tics. To the best of our knowledge, there exists no hybrid approach

based on user weighting of the interface and execution details. This
will be the subject of our future research.

Appendix A. Survey questions

Similarity (1 = Completely Dissimilar, 7 = Exactly the Same)
» How similar are the operations of these two web services?

Decision Confidence (1 = no confidence/not sure, 7 = completely
confident/certain)

» How much confidence do you have in your similarity decision?
» How sure are you that you chose the best similarity answer?
* Would you make the same similarity decision again?

Relative Advantage (1 = completely disagree, 7 = completely
agree)

 The provided information enables me to make my determination of
similarity/dissimilarity more quickly.

» The provided information makes it easier to make my determination
of similarity/dissimilarity.

* The provided information enhances my effectiveness in determining
similarity/dissimilarity.
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