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Abstract—Deploying applications to a centralized cloud for
service delivery is infeasible because of the excessive latency and
bandwidth limitation of the Internet, such as transporting all
loVs data to big data processing service in a centralized cloud.
Therefore, multi-clouds, especially multiple edge clouds is a
rising trend for cloud service provision. However, heterogeneity
of the cloud service, complex deployment requirements, and large
problem space of multi-clouds deployment make how to deploy
applications in the multi-clouds environment be a difficult and
error-prone decision-making process. Due to these difficulties,
current SLA-based solution lacks a unified model to represent
functional and non-functional requirements of users. In this
background, we propose a QoS-driven loVs application
optimizing deployment scheme in multimedia edge clouds
(QaMeC). Our scheme builds a unified QoS model to shield off
the inconsistency of QoS calculation. Moreover, we use NSGA-I11
algorithm as the solution to the multi-clouds application
deployment problem. The implementation and experiments show
that our QaMeC scheme can provide optimal and efficient
service deployment solutions for a variety of applications wi’' ™
different QoS requirements in CDN multimedia edge cloua.
environment.

Keywords—IoVs (Internet of Vehicles); loT(Internet of 7 ...~

Optimizing Deployment; Cloud Computing; Edge Compun..j"
Multi-clouds; QoS; CDN

l. INTRODUCTION

The new era of the Internet of Things i. Ariving ne
evolution of conventional Vehicle Ad-hoc Ne works tc the
Internet of Vehicles (loVs). With the rapic devropment of
computation and communication technolog ~s, 'V p omises
huge commercial interest and research val’ 2, thie ~hy racting
a large number of companies and res archers |1,. loVs is
expected to analyze and utilize thr va. ~us information,
especially multimedia inside and outside vehicles itself through
wireless communication techniqu .s. “urrently, deploying
applications to a centralized clc «d fc  service delivery is
infeasible because of the excessive stency and bandwidth
limitation of the Internet, espe’ .ally it is (ifficult to move all
loVs data to the centralized clov . for loVs application. A
promising approach to aa. - sing the challenges for
application deployment is “ dge . .d” that pushes various
computing and storage apabilit. s to multiple edge clouds.
The edge cloud refers to huilding pen cloud infrastructure in
the network edge close tu *e ~’.ents or data source side. It
offers network, cor puting and storage resources. It provides
intelligent edge ser ices to m <t the critical needs of the digital
industry, including loT .ata localized analysis, agile
connection, real-time .arfic, data optimization, nearest
calculation etc.

If customers use €. e ¢ ouds, they usually use distributed
multi-clouds architecture. ,."'lti-clouds has become a hot topic
in the past severe” years. In inost cases, multiple types and
brands of cloud ¢ :ploymer are not only reasonable but also
able to offer better “value tk .n single cloud deployment. In the
industry, more _...d mu,. companies are implementing multiple
cloud comp iting ... form development strategies to avoid
being limiteL *~ 4 sin¢ e supplier, to enhance available service
deliverabi.™v, to ~.d arbitrage or maintain specific control
over sensitive . “formation. In one scenario, a user may choose
Amaz~n Web se sices (AWS), simple storage service (S3) as
storene, 1. ~ksp ce OnMetal for cloud database, Google for
data s, *ems, and a private cloud based on OpenStack to
manane <. ‘tive data and applications. All these resources
w. "« together to establish one or more systems, allowing
compe. ‘es to meet specific needs.

.o cloud market is complicated due to complex
<~ Jloyment requirements, as well as a variety of resource
spe ~ifications. It is a tricky decision process and error-prone
.+ the users to choose the optimal deployment with their own
requirements, especially for multi-clouds deployment. There is
110 such a corresponding service mechanism in the cloud
service system which helps users to decide how to select the
fittest services for their own applications. It is hard for the
users to evaluate SLA, which is a collection of contents and
provisions. If there is a broker mechanism between users and
cloud service providers, it will solve the problem. The
mechanism can not only provide the most economical, suitable
cloud services for users but also reduce resource fragments of
cloud service providers, increasing resource utilization. This
can lead to reaching more SLAs. Meanwhile, the introduction
of such a mechanism further improves the service system,
increasing the level of cloud services. The main reason why the
broker mechanism doesn’t exist is that the current multi-clouds
systems lack a unified description of the QoS level - both
functional and non-functional requirements for the users.

Edge computing allows data computing, storage, and
service supply to be moved from central cloud to the local edge
devices such as smartphones, smart gateways or routers and
local PCs or micro-datacenter. Thus, edge computing supports
10T big data localized processing regarding high scalability,
low delay, location awareness, and allowing of using local
computing capabilities in real time. CDN (content delivery
network or content distribution network) is a typical
representative of edge computing, and CDN serves people
mainly through accelerating distribution of pictures, video, and
dynamic content to the edge end user. Now, with the



development of the Internet of things, a large number of things
are deployed on the more edge of the network, and their uplink
and downlink data need to be speeded up, such as sensors and
loVs. Akamai, the largest provider of CDN, has begun to
propose a CDN solution for 1oT. CDN’s network needs to sink
further to speed up the acceleration of 10T and loVs[34]. In this
paper, we present QaMeC: a QoS-driven loVs application
deployment scheme in multimedia edge clouds based on CDN.
The broker system, proposed in this paper, builds a unified
QoS model to shield off the inconsistency of QoS calculation
process. Since QoS specification contains various functional
and non-functional complex metrics, users have various
requirements. The broker system can integrate multiple cloud
providers’ solutions for users to make optimal decisions to
satisfy their requirements. Moreover, this can solve the
deployment problem greatly for non-expert users who are not
familiar with cloud computing.

Our main contributions in this paper are listed below:

e We propose a novel QoS-driven loVs application
service optimizing deployment scheme in CDN
multimedia edge clouds environment (QaMeC).

e The proposed service demand model and QoS model

can provide a complete description of user requirements.

It gives a quantitative description of the service request
and delivery. The QoS data is retrieved from the PoPs
log data of the real CDN operator network, which
ensures the objectivity for the users, overcoming the
drawbacks of the SLA-based solution.

e The designed NSGA-II algorithm is applied to search
for the best deployment plan for the users, to reduce t. .
vast problem space of the combinatorial optimizing
decision-making problem.

We organized the remainder of this paper is as follows.

In Section I, we introduce the background of our work anu
explain why our work is valuable. In Section II, we review the
related works. In Section IlI, we present QaMeC .chie. “re:
QoS-driven  loVs application deployment Scheme in
multimedia edge clouds environment. In Section IV, ‘e de’.gn
the QoS models to help users to deploy ser.ice in ni. dple
edge clouds environment. In section V, we d' iine * 1e pr~blems
and design the related algorithms. In section " /", we .valuate
our QaMeC application deployment sr.ileme o.. a a real
multiple edge clouds environment, inc'u.""g OpenStack and
CDN. Finally, in Section VII we cunclude i works and
discuss possible future work.

Il.  RELATE. Wrc 2K

The consumption of resourr :s and s. “ices from multiple
clouds or edge-clouds for re7,ons ke high availability, cost
reductions or special features .. 2 r atura” evolution from in-silo
clouds. Several middlewares are .. 2 y available for multiple
Clouds. However, due o the ~omplexity of the technical
solutions, their appro. ches are quite different and a
classification is needed to “iide t 2 potential users. The paper
[1] looks to the repor’s un muiuple cloud topics and proposes a
specific taxonomy. it identi, =s the ready-to-use software and
services and class: “es then according the taxonomy. The
famous network indu.. "~ «op conference Infocom2014 first
set up a Crose oo ' ‘Markshop, which gathered some of the

experts and scholars to discuss the rise of cross-cloud
technology, specifically pointed out some new challenges and
problems in this field. Dana Petcu I',] et al. summarizes the
present requirements and main tect “ical challenges of multi-
clouds architecture, and the curre it mu"-clouds architecture
development tools, such as JCle4. LibCloud, Delta -Cloud,
and the paper describes that the clou service quality guarantee
is currently the controversial ~nice 1n multi-clouds scenarios,
and suggests a model-driver meu. 1 as a feasible solution for
complicated tasks under the ~ulti-t.ouds architecture. Our
paper also proposes a  S-driv.n application optimizing
deployment scheme "1 m .. ~louds environments. Felix
Cuadrado et al. [4] i 'str e the major challenges of fully
implementing the multi-cic *s architecture application. Now
most cloud provic .rs offer helerogeneous API. A cross-cloud
infrastructure is ¢ :signed ¢ the federation of multiple cloud
datacenters, offere ' by pr entially multiple providers, with
homogeneous .’Is tor acquiring virtual resources on demand.
This model oene® > “pplication providers, which expect to
reduce cost « "~ avoid sendor lock-in. In [5], Wagle devised a
broker lay - to c¢>~".der both SLA commitment and service
delivery for cic 1 services recommendation. There is a survey
by B:~dar [6] vhich compares the existing brokers and
highlights e V .y features that must be available regarding
optimi.. > QoS and SLA. Our paper uses the Broker approach
to nrovida  ynified QoS representation to connect multiple
he.~rogeneous clouds. Hitoshi Yabusaki [7] points out
federa.. 1 various clouds enables to utilize datacenters in
v... 7= geographical regions regardless of their services. The
-ac yjonse time can be reduced by replicating the applications
a 1 related data at datacenters near the terminals by
~on.idering the factors of delay (e.g., data synchronization,
distribution of multi-tier applications, and influence of other
‘pplications). They design the mechanism of wide area
tentative scaling (WATS) to improve the response time in a
phased manner by repetitively replicate a part of the application
and related data at other datacenters and selecting a better
organization. Evaluation results showed that WATS
successfully decreased the response time in a phased manner.
Indeed, reducing the response time of multi-clouds applications
is a common concern for developers and users. In ACM
Computing Surveys (CSUR) 2014, Adel and Buyya published
papers [8] "Interconnected Cloud Computing Environments:
Challenges Taxonomy", made a comprehensive summary and
survey on the interconnected cloud technology. This survey
initially discusses all the relevant aspects motivating cloud
interoperability. Furthermore, it classifies possible cloud
interoperability scenarios and architectures. The spectrum of
challenges and obstacles that the inter-cloud realization is faced
with are covered, including resource supply provisioning,
mobile portability, SLA, security, monitoring, economy,
network, and autonomics. In our paper, we mainly focus on the
SLA issue between cloud providers and application service
providers. This paper [9] presents the MUSA deployer models,
which help developers to express their security requirements,
and a deployer tool that automatically provides cloud security
services to offer Security SLAs. Duplyakin et al. [10] present
an environment that is in charge of multi-clouds deployment
rebalancing by terminating instances, in lower-preferred clouds
and launching replacement instances in higher-preferred clouds



to satisfy user preferences. They consider three rebalancing
policies: 1) only idle excess instances are terminated, 2) excess
instances are terminated gracefully, and 3) worker instances are
aggressively terminated, even if they are running user jobs. To
verify the effectiveness of their rebalancing strategy, they
evaluate these policies in a master worker environment
deployed across multiple NSF FutureGrid clouds and test the
ability of the policies to rebalance multi-clouds deployments
appropriately, and analyze trade-offs. Castillo et al. [11] carries
out the integration of OpenStack-based platforms into larger,
heterogeneous multi-clouds infrastructures, taking the EU FP7
BonFIRE project as an integration use case. Ultimately, they
aim to contribute to the state of the art and provide guidelines
to integrators trying to federate Open Stack testbeds into more
complex architectures. Wu, Zhe et al.[12] try to recognize the
opportunity for aggressively minimizing user-perceived
latencies by deploying web services across multiple cloud
services. With the aid of measurements over 5 weeks from 265
PlanetLab sites to three popular cloud services, they
demonstrated that web services that span multiple cloud
services can reduce latencies by over 20% for users in up to
50% of prefixes. Furthermore, they showed that users in
several regions will experience high latencies even if web
services take advantage of multiple cloud services, and that
multi-clouds deployments will necessarily have to replicate
data to optimize user-perceived latencies. Our paper also
focuses on optimizing the selection of cloud providers to
reduce the latency for users to visit application in a multi-
clouds environment. Although service allocation based on SLA
has been well investigated in cloud computing so far, the new
upcoming issues regarding to utilize multiple clouds has led ~
new challenges. Therefore, the paper [13] deploys and manage.
distributed cloud applications through the combination of
TOSCA and CAMP. In [14], Alshammari et al. point . u.e
advantages of data recovery in cost and reliability in the mui.
clouds environment. Farokhi et al.[15] looks at the service
selection and allocation in a multi-clouds, as a deli- .1, ~odel
of multiple clouds, from the perspective of SaaS r.ovider. ‘he
designed framework assists SaaS providers to ..>1 suit Jle
multi-clouds infrastructure services which b st satis. = .neir
requirements while handling SLA issues. .hey present an
overview of the complete system and descrii.. o'/ the ervices
are selected and the corresponding SL/ s are .~or.tored to
detect the SLA violations. The orcher ~tion of application
components across heterogeneous .foua “roviders is a
complicated process. In [16], Jie Yanr ~t al. propuse a resource
allocation policy that maintains th  hig est level of security
using the genetic algorithm. The “=vbr'4 cloud(private cloud
plus public clouds) is a major forn: ~f multi-cloud. In the
paper[17], to cost-effectively v (thst~nd flash crowds with soft
guarantee, Niu Yipei. et al oror use ¢ solution that makes
intelligent and efficient decisior. *n s¢’.eduling requests in the
hybrid cloud and adjustins u.e capnac. y of the public cloud. In
the paper[18], Niu Yipe" et al. u.'ize the queueing theory to
evaluate the average res, anse tin 2 and explore the tradeoff
between performance ~nd v * ° . the hybrid cloud. By taking
advantage of Lyap' nov op’‘mization techniques, they design
an online decision algorithr for request distribution which
achieves the averag. respr .se time arbitrarily close to the
theoretically or**mim anu controls the outsourcing cost based

on a given budge. The simulation results demonstrate in a
hybrid cloud, their method can reduce cost of e-commerce
services as well as guarantee perforr ance when encountering
flash crowds. In [19], liu fangmi' * et al. propose a cost-
effective service for hybrid clouc appn. ~tions, which selects
the best public cloud for out-sor'*~ing and «dapts cloud price
changes dynamically, along ' ath Hrovisioning global load
balancing. The system us.® a two-tier load balancing
mechanism, provisioning virtual .. ~hine (VM) and cloud level
load balancing. Existing mu. “clouu solutions cannot well
address the performance *... ~, then etworking performance is
degraded by the slower clour ., ~ng haowen et al.[20] provide
affirmative answers th. ~gt the design and implementation of
UniDrive, a CCS ann tha. ~vnergizes multiple CCSs into a
multi-cloud with wetter ~vnc performance, reliability, and
security.

At the same time, *»~ _entralized cloud architecture needs
to be margin .ized -~ decentralized. Therefore, multiple edge
clouds archi. »cti” s ar. emerging. In Error! Reference source
not founr . the authr s presented Nebula: a distributed cloud
infrastructur. that uses voluntary edge resources for both
computing and \ ita storage. They described the lightweight
Nebula ~rchitec’ ure that enables distributed data-intensive
comp.*ing w..ough some optimizations, including location-
aware au.> and computation placement, replication, and
! ovary. 11 authors verified Nebula's performance on an
emu,. *od volunteer platform that spanned over 50 PlanetLab
nndes discributed across Europe and showed how MapReduce
car uc deployed and run on Nebula, as the standard data-
v ensive framework. They verified that Nebula MapReduce is
ro. 'st for a wide array of failures and substantially
v *performs other wide-area versions based on a BOINC-like
model.

Currently, the centralized cloud is facing increasing
difficulty to handle the 0T (including loVs) big data while
moving all 10T data to the cloud. Edge computing allows data
computing, storage, and service supply to be moved from
central cloud to the local edge devices such as smartphones,
smart gateways or routers and local PCs or micro-datacenter.
Thus, edge computing supports loT big data localized
processing regarding high scalability, low delay, location
awareness, and allowing of using local computing capabilities
in real time. Ola Salman et al. [22] proposed that the primary
objective of Mobile Edge Computing (MEC) solution was
export of central cloud capabilities to user's proximity for
decreasing latency, augmenting available bandwidth and
decreasing traffic load on the core network.

Weisong et al.[23] described that the success of 10T and
rich cloud services have helped to create the need for edge
computing, in which data processing occurs in part at the
network edge, rather than completely in the centralized cloud.
Edge computing could address concerns such as latency,
mobile devices' limited battery life, bandwidth costs, security,
and privacy. Stream Processing Frameworks (SPF, e.g.,
Apache Storm) often failed in addressing certain requirements
of loT systems. Apostolos et al.[24] described topology-aware
SPF extensions, which can eliminate latency requirement
violations and reduce cloud-to-edge bandwidth consumption to
1/3 comparing to Apache Storm.



Service deployment in multiple edge clouds must contain
service composition. Composite services typically involve the
assembly and invocation of many pre-existing services
possibly found in diverse enterprises to complete a multi-step
business interaction. Compared to single cloud service,
composite cloud service, which integrates multiple cloud
services, can offer more value. While researching composite
cloud service is in its early stage, there is related research in
Service Level Agreement (SLA) based web service selection in
cloud environment [5] [25] . These research propose many
methods of selecting the appropriate composition of services,
many of which use Al planning algorithm. However, these
existing methods only consider the functional requirement,
neglecting non-functional requirements. There are also some
preliminary results concerning QoS based service selection.
The paper [26] is the review of related research in selection
methods. In the paper [27], we propose a CDN multi-clouds
resource allocation scheme based on real CDN log data
analysis on Spark. We firstly design a QoS model and run
long-term deployment algorithm to deploy resources at the
minimum cost while keeping good QoS. Secondly, we make
predictions on requests and allocate resource by prediction
result in short term. Thirdly, we run the extended algorithm to
handle inaccurate prediction when the number of requests is
high and use pre-copying algorithm to decide which content to
deploy in the new VMs. From the evaluation result, long-term
deployment algorithm can reduce the cost with the same QoS,
compared with the actual situation and the prediction is
accurate in most time and the extension algorithm can make up
for the inaccuracy and responds timely. In paper [28], we
propose and evaluate 10TDeM, which is an extended loT b ~
data-oriented model for predicting MapReduce performance .
multiple edge clouds. 1o0TDeM can predict MapReduce jobs’
total execution time in a general implementation scenaric “viu.
varying reduce amounts and cluster scales in Hadoop z..
Through choosing more representative features to represent a
job, the 10TDeM model selects a cluster scale » « icial
parameter to further extend LWLR model. The experim. 1ts
show 10TDeM can effectively predict the total ex. “ition t' ne
of MapReduce applications with the average -clative . r of
less than 10% in Hadoop 2, rather than Hado p1. ! . paper[29],
chen min et al. propose an innovative »ar dignm called
Cognitive  Internet  of Vehicles (C.oV) '~ enhance
transportation safety and network securi - hy mininy effective
information from both physical and n¢ .work '~ta space. They
focus on crucial cognitive design issue~ from three perspectives,
namely, intra-vehicle network, i .cer-\ hicle network and
beyond-vehicle network. Simulat. *ns -.e then conducted to
prove the effect of CloV. In pap~r[3v;, ~hen min et al. propose
a new concept of computinc task caching and design the
optimal computing task car ting polic . Furthermore, joint
optimization of computation, ca. ing, xnd communication on
the edge cloud, dubbed Ef' ,c-CoCaC., is proposed based on an
alternating iterative algc ithm. Ir. naper[31], chen min et al.
design an innovative frar. awork o task offloading for mobile
edge computing in Softvare =~ ed Ultra-Dense Network. By
deploying controlle’ at mac 2 cell BS, the global information
about mobile devic s, base s itions, edge cloud and tasks can
be obtained, and thu. enabl’ ig the optimal task offloading of
mobile devices

1. QAMEC ARCHITECTURE

There are many kinds of software that supports application
and service automation deployme.c over multiple cloud
services. However, most of them ¢ . brovide a management
interface, without giving optimizir.y depic_™ent plans.

In smart city loVs applicati~~ vehicles connected in the
10T have many challenges in ¢ «ta c llection, transmission and
processing. Here, we propos. Oa’/1eC-the QoS-driven loVs
application deployment sc~eme .. multimedia edge clouds
environment to help users ~ake optimized deployment
decisions. In this papr., ve m«aly focus on the loVs
application deployed or CDP .. *ple multimedia edge clouds.
CDN is a typical eay. «',ud. A CDN is a geographically
distributed network nf nrox, ~ervers and their data centers. The
nodes of the CDI includ the upper layer backbone and the
lower layer edge 1 des. The 2dge nodes of CDN are called PoP
(point of presence,. There’Jre, the target scenario is that one
loVs service piovider will deploy their service on CDN
multiple PoF edgr -iou 1s.

Figurel u. _ribes ne total QaMeC architecture, including
three layei. "2 the | ..em.

The first lay * is the Client Layer. User interface makes it
conve, “~nt for tt 2 users to propose their service deployment
requiremer. ~ fo' nardware, software, QoS etc.

The ~cond layer is Broker layer. This layer has several
comranamt This part is the key to carry out multi-clouds loVs
ap,. ‘~ation deployment driven by QoS.

In u.> Broker layer, service demand model represents user’s
sei. ~ deployment requests. We map user’s service
‘e’ loyment requirement to two-dimensional vector matrix, one
Ve tor is the identified serial number of PoP, the other vector is
“ime T. Each element of the matrix represents the amount of
visiting a PoP point at a certain time T.

/// Client Layer
‘ User Management Interface

Service Demand Model Broker Layer

QoS Model Cost Model
Deployment Target Model

Optimization Decision-making Module

Service Supply Model
—
Cloud Service API

___Multiple Cloud Ser

e Providers Layer|
- < 7T

Y D e N

ANC PoP EdgeCloud W e PoP EdgeCloud A

- 2 ~_ S " ~

_/ (,ﬁ T

— S— T~ S — ~ e

@)Vs Data Transport 10T/loVs ﬁta T'ﬁm

Multiple Edge Clouds Redirector

T Wifi > < Zighee
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——— senso . I camera B _ statie

Figure 1. QoS-driven loVs Application deployment Architecture in multimedia
edge clouds environment

" NB-loT _ Edge Network

QoS Model is responsible for quantifying QoS, whose
evaluation data is from the monitors located in every PoP edge
cloud. Deployment target model defines specific service
configuration goals for users, such as the deployment target for



CPU-intensive services or I/O-intensive services. Cost model
will calculate users' consumption of multiple edge cloud
resources. Service supply model will provide the

comprehensive supply amounts of multiple edge cloud services.

Optimization decision-making module is the core module in
this layer. This module will choose the appropriate algorithms
to implement optimal service selection. In order to implement
QoS-driven application optimization deployment, we need to
take service supply model and cost model as the input of the
decision-making algorithm with the constraint of QoS model
and deployment target model.

The third layer is multiple cloud service provider layer. The
cloud service providers expose their cloud service API to the
broker. The broker will access to cloud service API to deploy
applications in multiple PoP edge cloud providers. Every PoP
edge cloud is the basic unit of CDN services. These PoPs can
serve the data transmission of 10T or loVs nodes, as shown in
Figuresl.

The flowchart of our QaMeC scheme is described in Fig. 2.
First, a user (such as an loVs application service provider) will
put forward their requirements based on their service attributes.
In addition, the user will put forward service quality (QoS)
level they care about mostly such as budgets, service
responsiveness, and service availability and so on.

Next, the system will model user’s request using service
demand model. Then, based on the specific QoS requirements
put forward by users, the system will call service demand
model and deployment target model, and then call QoS model
and Cost model to build the integrated model and provide the
input for the following optimizing deployment decisior.

making module.

QoS-Based Service Demand
Model

l

‘ Deployment Target Model
[

I

‘ ‘ QoS Model ‘ ‘ ‘ ‘ Cu Mod |

[ ] —
I arvice
Supply Model
Optimizing Deplo\ ment
Decision~ _ ‘
Me ale

-@p

Deploy “ervices on
Multiple } 'ge Clouds

End

\
—

Making Adjustments
on User Feedback
F

Figure Z The flowci rt of our QaMeC scheme
After the above rocedv 2s, the system will call its core
module, which is optin._...un decision-making module. In this
part, the syster. wi, — ~* find the candidate solutions based on

QoS model and cost model, referring to the deployment target
model and the service supply model. Then the decision-making
algorithm will find the optimal app’ cation deployment plan.
The plan will be shown to the user f* - further adjustment. After
confirmation, the applications wi be ~nloyed on multiple
edge clouds based on the decided ~'an.

IV. QOS-DRIVEN MUL" (MEL A EDGE CLOUDS IOVS
APPLICATION DEPLL  1ENT MODELS

The first step of multimeas.. ~dge clouds loVs application
deployment is to model r uu.’ resou es and QoS requirements.
The next step is to ¢ .tect .ic ~ost suitable cloud service,
minimizing deploymen. " service cost and maximizing QoS.
It’s a multi-objective ~ntimi. *ion problem. Therefore, we first
construct QoS met «cs moc |, deployment target model, service
demand model, st "vice sup: ly model, service capacity model,
unit service price n. del. € DN is our utilized multimedia edge
clouds for 1o® > communication. The CDN goal is to distribute
service spe tallv rentive to end-users to provide high
availability a... nigh performance. Therefore, the functional
requiremer..” of CZ.ys is to speed up a large portion of the
Internet conter.. distribution to the clients, including web
object. ‘text, g' iphics and scripts), downloadable objects
(me<'*a file. e~ ware, documents), applications (e-commerce,
portals; tve streaming media, on-demand streaming media,
e nnnis ' _twaorks. The following QoS metrics model are
rew.’~d with the non-functional requirements of CDN edge
clouds, .'ch as Throughput, Responsiveness. Since a service
prv . 7’s application will be located in a PoP or multiple PoPs.
" Table I, we summarize the following notations before
de igning the QoS model:

TABLEI. SUMMARY OF NOTATIONS
Notation Description
Q QoS vector
G Graph of service providers
\ Set of PoPs
E The llinks between PoPs
D Service Demand Model
d;(t) The traffic demands of PoP | at t
si,;(0) ~ fraction of service demands at PoP
i
supplied by PoP j at time t
¢ Service capacity vectors
G ¢; denotes the limit capacity of a
COStoverall PoP
The overall cost of a given
B deployment plan
Budget of the deployment
A. QoS Model



For every deployment plan, the system will maximize the
QoS of deployed service. The QoS performance is denoted as
Q = (Q1,Qz, ..., @), where Q,, can be any QoS metrics that
can characterize some aspects of the service’s QoS.

In economics, utility function can be used to represent
preference. It measures consumer satisfaction. In this paper, we
use utility function to measure user satisfaction towards cloud
services. We use exponential function to emulate user
preference towards a particular QoS standard. Every sub-goal
is represented by u;(Q;) . The function value is the
corresponding utility coefficient. g,(x) is the value of QoS

metrics model of corresponding service item. The utility
coefficient is between 0 and 1. When g, (x) implies satisfaction

u, =1. Wheng;(x) implies non-satisfaction , u, =0. Users

may have different psychological preference towards different
service objects. a,, is the psychological preference that is set by
the users. By linearly map the QoS vector to a utility, we can
model the satisfiability for the QoS.

U= 22:1 anui(Qi) (1)

At the same time, users should input their acceptable range
of each metric, which can be denoted by Q;.

B. Model of Deployment Target

We use a weighted directed graph G(V, E) to represents
the infrastructure we want to deploy on, where V is the set of
vertices denoting the PoPs. |[V] = k. E is the set of edges
denoting links between PoPs. The weight is a QoS vect -
between two PoPs. We define these concepts as following:

G ={V,E}
V={|0<i<k}
E= {0 <ij<k @)

For every (v, v,) € E, we assign a QoS vector that
characterize the service quality that the users of v, can exj. ‘ct
of the service that v, can get provide. The measu. ™ent is
done between every pair of PoPs, so G is a full' conne.
graph.

C. Model of Service Demand

When deploying an application, we “hould consider how
much amount the service is demanded
Consider a time period of T=4" 2,... n;. We denote
the traffic demands of PoP i at time . usit j the following set:
D={d;®)|0<i<. Yt :T} (3)

D. Model of Service Supply

When the users request se: . * e, th . demand will send to
the PoPs according to a se".._e plan. -or instance, 80% of the
service demand of the 1 sers of . hanghai will served by the
PoP located in Shanghai. The rest of the service demand will
be scheduled to other ~r=a ..~ *".ngsu. While a specific user’s
request can be sr iedule Yynamically based on real-time
infrastructure statu. there is a long-term plan how it can be
served in general.

Next, we define a three-dimensional variable named traffic
supply fraction as:

S={s;(),0<i,j <k VLET} (4)

Where s; ;(t) denotes the frac.don o, ~ervice demands at

PoP i supplied by PoP j at time = _~ch PoP can supply service
to itself.

From the definition of s, we c.. erive a constraint:
Y s ) =1 (5)
E. Model of Service C pacit

When deploying app..~ dons, we should consider the
maximum capacity “... a spec.ic PoP can provide. The
amount of resourc :s we ah. <ate for an application should not
exceed its maximu M capaci y.

We use a ~3pau.. .ector to represent the of service
capacity of ¢ :rvice ~_~viders as:

C - [C1'C2" o rck] (6)
in which ._denotre *.ie limit capacity of a given PoP. cis an
abstraction de.. "mined by the servers and network equipment
that tr.~ service p viders can provide.
Atany . e * e service deployed at a PoP cannot exceed its
maximu. ~ capacity:
Uk di(@®) s @) < ¢ (7)

F. Mc =l of Unit Service Price

"~n allocating the resource, we should consider unit
= vice price of a cloud provider that can have. The unit
se. ‘ice price comprised of leasing of cpu, memory and
. ~ndwidth. The cost model can vary depending on the
application type. There are many factors that will influence the
cost of a PoP in different places. We abstract these details by
assigning a unit service price U; to every PoP V;. We estimate
the cost of a service provided by a PoP by:
Cost; = Xi1six(t) di U;  (8)

From the definition above, we can calculate the overall
cost: COStoverull = Z?:l 2]1( Ci (9)
which should be controlled under budget B.

V. QAMEC PROBLEM FORMULATION AND ALGORITHM
DESIGN

Given the model defined in the previous section, we can
formulate our problem as a multi-objective optimization
problem. A multi-objective optimization problem can be
formalized as following:

Min(Max) f(x) = (f1(x), (), -, fi () T (10)
s.t x€ N

Qs the feasible solutions set that is nonempty, f(x) is a
vector-valued function, k is the number of objectives.

Our goal is to select and allocate resources on the set of
PoPs to optimize the QoS, which can be formulized as
following:

Max U

Min Cost



k
S.t si,k(t) =1
Coverau < B
Vi, t, k, dl(t) si,k(t) < Ck
Q; better than Q; (Q; represents the user specified
QoS)  (11)

Our optimization process is to find the best service supply
plan which is characterized by the service supply model of S.
The size of S is determined by the number of PoPs. The PoPs
number is over 300, so we have a large problem space, which
means that using exhaustive search to find the Pareto solution
isn’t practical. Here we use evolution algorithm to find the
approximate Pareto solution in a reasonable time. Evolution
algorithms can give near optimal solution in a reduced
processing time. The Evolutionary Algorithms (EA) are one of
the most known bio-inspired algorithms which can deal with
NP-hard problems. The EA are based on the natural evolution
theory. The main idea is that the adapted species apparition is
a consequence of two principal phenomena: (1) The natural
selection (the most adapted individuals will survive and
reproduce), (2) numerous variation can happen on the genetic
material of species [32].

The NSGA-II [33] is a Pareto based multi-objective EA.
This genetic algorithm is a fast elitist approach, without
parameters, which manipulates a population of solutions,
using an explicit mechanism to preserve diversity. At the
beginning, we generate N individuals by assigning the service
supply to the nearest PoPs, which forms the initial population
P,. We sort population according to Pareto dominance. In .
naive approach, in order to identify solutions of the firs.
nondominated front in a population of size N;. The non-
dominated individuals are assigned to the first front (F;, na
have a rank 1. Then, others fronts are assigned recursively
with ignoring individuals which have been =assigned
previously. By fast-Non-Dominated-Sorting (4 .goritt, > 1
[33]), the time complexity has reduced to O(MN

Along with convergence to the Pareto-optimal se.. 2 rJod
spread of solutions in the obtained set of soli .ions s required.
The basic idea of crowding distance assigr. “ent .s to .ddress
the drawback of assigning the parameters of si.. “in¢ function
manually. The crowding-distance com tation prucedure of
all solutions in a nondominated set | *, lisi. ' in Algorithm 2
[33].

We define an individual as a re .l ve Je that concatenated
together in the model of supply ° th7. represents a service
supply plan which is constraincd by » ~rmula (5) and (7). A
population is a set of indivir uals “hat represent a solution.
Every iteration of the algori ~m 7, cal' .d generation. At the
beginning. Individuals of the N ‘*er (on are called parents
and those of the (N+1) ™ generation are called children. The
mainloop of NSGA-II i< axplainec in Algorithm 3 [33].

foreach q € Q:
if p dominates g then
S, =5,U{q}
else:
n,<n,+1
if n, =0 than:

Prank =1
F,=F,u{p}
i=1
while F; # @:
Q<0

foreachp € F;:
foreachqes -
ngeng- 1
ifn, =0.%en
Drr n =1 =
C<0..}
i—i+1
F<0Q

QaMec-. aker
assign. nt

Algorithm 2. Crowding-distance-

i. e 1, candidate solutions

“(i]distance«< 0
F. v each objective m:
I = sort(l,m)
l[l]distance = I[l]distance = infinite
Fori=2to(1-1):
I[l]distance = I[l]distance + (I[l + 1] m— I[i - 1] :
m)/(fa™ — fm'™)

QaMec-invoked Algorithm 3. NSGA-11

QaMec-invoked Algoriti. » 1. f~ ,t-Non-Dominated-Sorting

Input: P, candidat : solutic. s
for eachp € P:

S, <0

n, <0

t<0
P < InitialPopulation
while t< MaxGen do
R, <P, UQ,
F « fast-Non-Dominated-Sorting(R,)
Creation of an empty population P, 4
i<0
while|P,. 1| + |F;| < Ndo
|Pepal < [Pl UF;
Crowding - Distance-Assignment(F ;)
I—i+1
end while
sort(F;)
Py« Pryq UF{1:N — |Py4]]
Q;+1 < Generate new population
with genetic operators from P, 4
t—t+1
end while




VI. QAMEC EXPERIMENTS AND ANALYSIS

In order to verify our proposed QaMeC: QoS-driven loVs
application optimizing deployment scheme in multimedia
CDN edge clouds, we implement the main architecture, model
and related algorithms, and carry out corresponding
verification experiments. Our experimental environment is
composed of two parts. One is a small scale OpenStack multi-
cloud environment built by our lab. One is a larger scale CDN
multi-cloud environment and data provided by the largest
CDN operator in China.

A. Multi-cloud deployment of Web Servers

To simulate the diversity of real cloud service market, we

build three sets of OpenStack edge cloud environment with
different service prices and configurations, according to the
current market situation, as Figure 6 shown. These three
OpenStack edge clouds are located three campuses of our
university, with 1Gbps connection. We captured the
monitoring data from OpenStack ceilometer. The Ceilometer
project is a data collection service that provides the ability to
normalize and transform data across all current OpenStack
core components with work underway to support future
OpenStack components.
Ceilometer is a component of the Telemetry project. Its data
can be used to provide customer billing, resource tracking, and
alarming capabilities across all OpenStack core components
[46].

For the three clouds’ web and application server, the
detailed measured QoS metrics are showed in Table 1.
Availability refers to the usable level of services. Http latency
refers to the response time of HTTP services. Througt ... i~
the downloading speed provided by the server. SLA is v °
service level agreement that users need the service provider to
guarantee. Latency refers to TCP response time ~.. > QoS
model can be obtained and constructed from thes . parame =rs
and the corresponding weighting calculation. In _~mparis sn,
the OpenStack Cloudl is more economical. the Op. € .ack
Cloud2 has better performance, and the Opr 1Star < Cloud3 is
more stable. The web and applicati..  serve node
configuration requirement of the experim nts is n.™ in Table
Il. In Table IlI, server layer means . “>rent servers need
different layers' server components coi.ibinatic.  For example,
web servers only need layerl-Ar ...~ server, application
server need layerl-Tomcat serv ¢ pl s layer2-JVM plus
layer3-SSH2 Framework, and aa.» se server only need
layerl-MySQL server.

OpenStack API

OpenStac
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Figure 3. Multip = Edge Ope Stack Clouds Experiment Topology
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TABLE Il. WIULTI-OPENSTACK-CLOUDS EXPERIMENT ENVIRONMENT
PARAMETER.
Name |*vail—ability Http Throughput | SLA | Latency
Latency
Oc ~Stack | 59500 | ooms | 6217mbis | 0.9 | 213ms
| Clouu
Opb. Stack | gg9500 | 5oms | 75.56mbis | 0.9 | 189ms
| Cloua .
wpPCHIOWHCK 0,
| “loud3 99.98% 70.33ms 67.34mbl/s 0.9 209ms
ABLE 1. WEB AND APPLICATION SERVER NODE CONFIGURATION
REQUIREMENTS
. |Server Server Server
‘ vCpu. |Memory |Disk Layer 1 Layer 2 Layer 3
500
Server0|2 4GB CB Apache
Serverl|2 4GB gog Apache
500 SSH2
Server2|4 8GB GB Tomcat JVM Framework
500 SSH2
Server3|4 8GB GB Tomcat JVM Framework
Server4 |4 8GB 500 Tomcat JVM SSH2
GB Framework
Server5 |4 8GB 1TB [MySql
Server6 |4 8GB 1TB |MySql

In this experiment, we focus on single-cloud deployment of
web servers through multi-cloud selection. Given the QoS
requirement, we can find that the user is more concerned about
the availability of the service. We input this data into the
Broker system, and the broker returned the optimal service
provider, which is OpenStack Cloud3. It gives the comparison
of system parameters and user requirement (Table IV) and the
comparison of three deployment plans (Fig. 4). The detailed
comparison and result is showed in TableV. Through a series
of experiment, we can verify that the Broker System is able to
provide an efficient solution which is more suitable for user’s
demand.

TABLEIV.  Q0S REQUIREMENT



QoS Parameter Acceptable Range Weight
Availability > 90% 0.6
Latency (Http) <100 01
(ms) '
SLA >0.7 0.1
Throughput
(MbJs) >40 0.1
Budget
© <200 0.1
m Utility
0.86
0.837370364
0.84 (i
0.82
0.80
0.78 i)
0.76
0.74
0.72 T T
OpenStackl  OpenStack2  OpenStack3

Figure 4. Comparison of Utility in Single-cloud Deployment Experiment

TABLEV. QoS Recommended result in Single-cloud
Deployment Experiment
Recommended
QoS Parameter User Requirement Service Provider:
OpenStack3
Availability > 90% 99.98%
Latency (Htt
y (Hitp) <100 90
(ms)
SLA >0.7 0.9
Throughput N
7 4
( Mbls) > 40 67 34
Budget <200 26 ‘

B. Multi-edge-cloud deployment of CDN

In a larger scale environment, the log d~ta . strie’ ed from
Wangsu-the largest CDN operator in € aina. We ..ave QoS
data collected from the monitors ¢ .plu,>1 in each PoP
nationwide. They send packets to each other .nd measures
QoS metrics which is throughpi . (u wnload speed) and
responsiveness. Q=(throughput, re nons’ seness).

Throughput is the download capau. *v of a cloud service
providing the contents to clien’ .:

— S ain

a= -
S ax T S

s denotes the curre it down.yad speed, S, and Spax

denote the minimum an. maximu n of download speed. The

closer @ isto 1, the hinher . ~ ~ _lability is.

Responsiveness s the abi. ty of a cloud service provider to
respond to the users request: in a given time:

=1-— fizl(ti)

0 <7 <1 denotes responsiver.zss. |; ‘enotes the interval
between the i ™ request and *.« ompletion time. n is the

number of requests in a giver time t__ is the max response

time that is acceptable(f; <., ). + ~an be mean function or

median function. The ...ser = o 1, the higher the

responsiveness is.
1) CDN Full network 1. hitoring data

When we cor pue QoS wnodel, we need get the related
QoS data. First C S data 1. the download speed data. Within
each hour, we cho. <e two ‘0P servers in each area, one as a
monitor serve _ends a ATTP request to another destination
server from he s~ e 'SP, to download a 2MB data package,
and then we __c the Jownload speed. There are about 400
nodes in e.~h rou. . of detecting, with the request was sent
once an hour b."wveen every two points, the size of daily log
data is . “out 404 /1B.

2

g

Ay gede nload st 3(KB/s)
8

Figure 5. Temparal change of average download speed of Shanghai.

Second QoS data is the response time data. Like the
HTTP request above, one monitor server sends a Ping request
to another destination server and record the totally response
time between the monitor server and the destination server.
The detection frequency is 10 minutes 1 times, the detection
packet size is 8Bytes, and the amount of log data of one day is
10 million 330 thousand lines, the total amount is 2.1GB.

Since we have more than 400 server nodes among a full
network probe, the result is a 400*400 matrix, which is too big
for our calculation. So we focus on the data which two server
nodes are adjacent or very closely, and leave out the remote
areas which network status usually worse.

We can see the temporal change of data from Nov. 11 to
Nov. 13 in Fig 5. The top line represents the monitors in the
same region and the bottom represents the monitors from
nationwide. The download speed has a drop from 19:00 to
22:00 in the evening about 3 hours. The figure shows the
periodic variation of download speed.

2 ) CDN Multiple Edge Clouds Cross Region Distribution

In Wangsu CDN, The whole of China is divided into
eight regions according to geographical location, each region
contains some provinces. Table VI shows the division.

TABLE VI. China region division
REGION PROVINCE
HUADONG Shandong, Jiangsu, Anhui, Zhejiang, Fujian, Shanghai



HUANAN Guangdong, Guangxi, Hainan
HUAZHONG Hubei, Hunan, Henan, Jiangxi
HUABEI Beijing, Tianjin, Heibei, Shanxi, Neimenggu
XIBEI Ningxia, Xinjiang, Qinghai, Shaanxi, Gansu
XINAN Sichuan, Yunnan, Guizhou, Xizang, Chongging
DONGBEI Liaoning, Jilin, Heilongjiang
GANGAOTAI Hong Kong, Macau, Taiwan

Generally, the scheduling policy is that one client usually
visits one CDN PoP node in the same region, because the
same region always has better network connection. Just like
Shanghai Jiangsu and Zhejiang are parts of “Huadong region”,
Whi%homeans they belong to Eastern China.

o
o

OUTSIDE REGION AMOUNT
SHANGHAI 54 74
SHANDONG 4 54
SHANXI 6 17
YUNNAN 22 36
XINJIANG ! 15
CHONGQING 15 27
LIAONING b 19
HENAN 7 32
NINGXIA < 15
HUBEI 17 45
GUIZHOU 14 34
ZHEJIANG 59 84
JIANGSU 40 84
SICHUAN 29 38

Fraction of Speed

10000 20000 30000 40000 50000 80000

Average download speed(KB/s)
Figure 6. CDF of download speed when both monitor and host are inside of
Huadong region

From Fig.6, we can observe that the monitors to the host
within the same region have higher download speed up to
60000KB/s, which is much higher than those monitors to the
host outside of the region, only about 8000KB/s, shown ™
Fig.7. Normally, the distance between a monitor and a hos.
closer, the network status like download speed and response

For example, ~ TAB! £ VII, we choose Shanghai as the
monitor node e reyiun of Shanghai has 74 nodes totally,
and the outs Je hr 1. des’ best rank is 54, which means there
are some n. '.: ouf ide the region have better network
connection “han 27 uf the nodes inside the region. From this
observation, un.>r some conditions, one server can serve the
clients €other le ge regions.

C2Nis o ~~".ve application deployment scene supported by
multiple . ne clouds. The goal of CDN servers is to provide
F* ... wunawllity and high performance by placing cache
serv. ™ near end users in edge network. So it’s important to
denloy naultiple cloud services in the PoPs of CDN and
me . the performance of CDN services to ensure the QoS
1 .eived by the end user.

"ABLEVIIL. QoS requirement in multi-clouds small-
u.ect CDN experiment

time better. We can see that the sPeed of Figure 6 is 7 . ies QoS Parameter Acceptable Range Weight
higher than that of Figure 7. That’s the reason why the CDi.
edge cloud providers usually deploy and schedule their service Throughput > 100KB 02
accqrding to the near service rule. Responsiveness <50ms 08
Budget < 200000RMB -
0.8 Al TABLE IX. QoS requirement in multi-clouds Larger-
g ) [ object CDN experiment
Q
ﬂ 0.6 —— N QoS Parameter Acceptable Range Weight
g Throughput >15MB 0.8
o 0.
'8 .4 Responsiveness <100 ms 0.2
E n.2 Budget < 200000RMB -
\ In general, there are two types of PoP caches. The first kind
0.0 of caches stores small objects such as web pages, pictures

2000 3000 4000 iOFJ 6(‘r30 7000 8000

Average dow:. ~ar speed(KB/s)
Figure 7. CDF of download spr .u when moniwr and host in different region

But there are some ¢ ‘ception: . situations, due to network
incident, the node c'*<ide ~~ nonitor’s region may have
better network statt , than sc me nodes inside.

TABLEVII. T e bestra k of nodes outside the monitor’s
region

LOCATION .. "NK OF NODE TOTAL

which are hundreds of KBs, and another kind of cache stores
larger objects like videos which can be several hundred MBs.
These two types of CDN cache server has very different QoS
requirements. The users of the first kind of CDN server are
more concerned about latency, while the users of the second
one are more concerned about throughput, as shown in Table
VIII and Table IX respectively. We design the small-object-
oriented Web application multi-PoP deployment experiment
and larger-object-oriented streaming application multi-PoP
deployment experiment to verify our scheme. To emulate a real
demand distribution, we assume the service demand of the first



application is from Shanghai and the service demand of second
application is nationwide. The results are shown in Figure 8,
Figure 9. Each point in the graph represents a deployment plan.
From both the graphs we can observe that the higher the cost of
the plan, the higher utility is for the users. The curves we plot
with the points can be seen as the approximate Pareto-optimal
fronts outputs by the NSGA-II. In Figure 8, we can observe
the trade-off between utility and QoS in multi-cloud small-
object CDN experiment in Shanghai region. As cost increases,
utility continues to rise. When cost reaches 1.2*10°, utility is
close to 1. The points shown in Figure 8 are the recommended
utility points, and users can select the similar utility points by
approaching them based on their cost budget.

jio 105 trade-off between Utility and Cost (Shanghai)
25 T T T T T

Decision space

Pareto-optimal fronts

Figure 8. The trade-off between Utility and QoS in Multi-
cloud small-object CDN experiment

Similar with Figure8, Figure 9 illustrates the trade-ofi
between utility and QoS in multi-cloud larger-object ©.DN
experiment in the national region. When cost rec “es
1.0355*10°, utility is close to 0.83, a near-maximum value.
Similarly, users can choose the recommended annotation
utility points according to their own cost budget.

1,035 218° trade-off between Unility and Cosl{nationw’ =
b T T T T 1

1.0385
1.035F ’
1.0845 Decision space I ! o
103 F
&1 p3ssf | .
gres Pareto-optimal f ..
10331 {

1.0325 T T 1 ) n|

0 0.83

Figure 9. The trade-off bet een Jtilit and QoS in Multi-
cloud larger-object CDN expern.. 1t

When a service provide need to make an efficient trade-off
between utility and QoS in multi- :loud deployment, QaMeC
utilize a NSGA-II searchi. > 2!~ Jrithm to reduce the search
space of tradeoff dr .ision t0 a large extent. Now the service
provider can lever: je the Q. MeC trade-off model to quickly
choose a multi-clou ! deploy nent plan based on cost budget
and expected utility tra _«f curve. Every point in the curve
represents a ¢ e, °°t plan, so the service provider can

efficiently choose a suitable deployment plan by specifying a
point. We can see the figure 8 and 9 can fully finish the
purpose of our model.

VII. CONCLUSION AND " U1« °F WORK

Internet of Vehicles (IOV) as ~n integrai part of the smart
city is a distributed and inte jrater network system, which
connects different people ith" 1 automotives, different
automotives in cities. The ~roduc. * big data in automotives,
especially multimedia data .. ~d rapid transmission and
processing. Deploying Ir vs  policauons to a centralized cloud
for service delivery is “ifeas vle, _Jch as transporting all loVs
data to a centralized clu. * .or big data analysis processing, is
infeasible because I the .. ~essive latency and bandwidth
limitation of the | iternet. . - this paper, we design, implement
and evaluate Qa 'eC: a 'ew loVs application optimizing
deployment so!tion ..~~~ . .on QoS model in CDN multimedia
edge clouds :nvire~ ~ent. We proposed a unified QoS model
to eliminate “he .mbic Jity. Then, with the data from the real
CDN log 'ata, we c2’culate the QoS model so as to give users
a clearer eva.. ~tion of cloud service, hence improve user’s
confic~nce and | yalty. We also propose a service selection
optimizau ~ alr rithms in multiple edge clouds environment
to imp.~ve e efficiency and accuracy of multi-clouds
shlartinn A “sion.

. < a next step work, the QoS model can be improved to be
more «.-urate by introducing more metrics and more data
suu . - Before service selection, several methods can be

r Jlied to reduce the problem space of application deployment
m.hods. Furthermore, we also plan to improve the
“fectiveness of multi-cloud deployment optimization
algorithm.

With the expansion of loVs application service scale, such
as many vehicle with sensors distributing in a lot of city
locations, multiple edge clouds are at a same horizontal level,
and some edge clouds with one centralized cloud forms an
overly fat two-level flat structure. As a future work, we plan to
design a scalable multi-tier edge clouds architecture to address
the possible performance bottlenecks caused by this kind of
two-level flat structure. The idea stems from CDN edge clouds,
which itself supports multilevel cache node structures.
However, the node configuration of CDN edge cloud is static,
while multiple edge clouds node configurations are dynamic.
According to the service size of different service providers, we
need to build a hierarchical multiple edge cloud structure to
meet their different requirements.

ACKNOWLEDGMENT

The work of this paper is supported by National Natural
Science Foundation of China under Grant No. 61728202-
Research on Internet of Things Big Data Transmission and
Processing  Architecture based on Cloud-Fog Hybrid
Computing Model, and Grant No. 61572137-Multiple Clouds
based CDN as a Service Key Technology Research, Shanghai
2018 Innovation Action Plan- Hong Kong, Macao and Taiwan
Science and technology cooperation project under Grant No.



18510760200- Research on smart city big data processing
technology based on cloud-fog mixed mode.

[1]
[2]
[31
[41
[5]

[6]

[71

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

REFERENCES

Yang F, Wang S, Li J, et al., An overview of Internet of Vehicles, China
Communications, 2014, 11(10):1-15.

Petcu, Dana, Consuming Resources and Services from Multiple Clouds,
Journal of Grid Computing 12.2(2014):321-345./

Petcu, D, et al., Towards Multi-Clouds engineering. Computer
Communications Workshops IEEE, 2014:1-6.

Cuadrado, F, et al. Research challenges for cross-cloud applications.
Computer Communications Workshops IEEE, 2014:19-24.

Wagle, Shyam S. Cloud Service Optimization Method for Multi-cloud
Brokering. IEEE International Conference on Cloud Computing in
Emerging Markets IEEE Computer Society, 2015:132-139.

Aldawsari, Bandar, T. Baker, and D. England. Towards a Holistic Multi-
cloud Brokerage System: Taxonomy, Survey, and Future Directions.
IEEE International Conference on Computer and Information
Technology; Ubiquitous Computing and Communications; Dependable,
Autonomic and Secure Computing; Pervasive Intelligence and
Computing IEEE, 2015:1467-1472.

Yabusaki, Hitoshi, et al. Wide area tentative scaling (WATS) for quick
response in distributed cloud computing. Computer Communications
Workshops IEEE, 2014:31-36.

Toosi, Adel Nadjaran, R. N. Calheiros, and R. Buyya. Interconnected
Cloud Computing Environments:Challenges, Taxonomy, and Survey.
Acm Computing Surveys 47.1(2014):1-47.

Casola, Valentina, et al. MUSA Deployer: Deployment of Multi-cloud
Applications.  IEEE, International ~Conference on  Enabling
Technologies: Infrastructure for Collaborative Enterprises IEEE,
2017:107-112.

Duplyakin, Dmitry, et al. Rebalancing in a multi-cloud environment.
ACM Workshop on Scientific Cloud Computing ACM, 2013:21-28.

Del Castillo, J. A. L, K. Mallichan, and Y. Al-Hazmi. OpenSte.
Federation in  Experimentation Multi-cloud  Testbeds. IEEE,
International Conference on Cloud Computing Technology and Science
IEEE, 2013:51-56.

Wu, Zhe, and Harsha V. Madhyastha. Understanding the later. -
benefits of multi-clouds web service deployments. ACM SIGCOMM
Computer Communication Review 43.2 (2013): 13-20.

Alexander K, Lee C, Kim E, et al. Enabling End-to-End € .chestra.. 1 of
Multi-Cloud Applications[J]. IEEE Access, 2017, PP(9¢ 1-1.

Alshammari, Mohammad M, et al. Disaster Recovery in < ~ale-C oud
and Multi-Cloud Environments: Issues and Che .enges. The, (EEE
International Conference on Engineering Techr slogie and Applied
Sciences IEEE, 2017.

Farokhi, Soodeh. Towards an SLA-Based Se’ ice Anc ~tic ¢ in Multi-
cloud Environments. IEEE/ACM Internatior | Symposiun, on Cluster,
Cloud and Grid Computing IEEE, 2014:59" 5Y-.

Yang, Jie, et al. Resource allocation policy based on . st in the multi-
cloud environment. IEEE Internationa’” <. ference on Systems, Man
and Cybernetics IEEE, 2017:3207-327 ..

Niu Y, Liu F, Fei X, et al. Handling . ~b eals with soft guarantee in
hybrid cloud[C]// INFOCOM 20" 7 - IEc. “onference on Computer
Communications, IEEE. IEEE, 2" +7:1-

Niu Y, Luo B, Liu F, et al. Vhen ybrid cloud meets flash crowd:
Towards  cost-effective  serv. pr visioning[C]//  Computer
Communications. IEEE, 20"~ " 344-1u.°

Liu F, Luo B, Niu Y. C st-Effecti » Service Provisioning for Hybrid
Cloud Applications[M]. ¢ ‘ringer-Ver g New York, Inc. 2017.

Tang H, Liu F, Shen G, et ' UniT™ wve: Synergize Multiple Consumer
Cloud Storage Ser .c.(J]. Miuuleware '15 Proceedings of the 16th
Annual Middlewar Conferer, ~:137-148.

A. Jonathan, M. R den, K. O' , A. Chandra and J. Weissman, Nebula:
Distributed Edge < ~td f . Data Intensive Computing, in|EEE
Transactions ~~ Parallel & Distributed Systems, vol. 28, no. 11, pp.
3229-3242, 2. 7.

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[52,

33

=

Ola S, Imad E, Ayman K, Ali C. Edge computing enabling the Internet
of Things[C]. 2015 IEEE 2nd World Forum on Internet of Things (WF-
10T), 2015: 603 — 609.

Shi W, Schahram D. The promise of er' ye computing[J]. IEEE Journals
& Magazines of Computer, 2016, 49(~ . -81.

Papageorgiou, Apostolos, E. Poormuhammau,, and B. Cheng. Edge-
Computing-Aware Deployment of _ ~am Processing Tasks Based on
Topology-External Information: * 1odel Algorithms, and a Storm-Based
Prototype. IEEE International C ngres’ on Big Data IEEE, 2016.

Sivasubramanian, S. Prasath "QoS . ~ad web service selection. Ubicc
Org (2010):190-199.

Dastjerdi, Amir, and R. P _ -a. A 1« ~nomy of QoS Management and
Service Selection M nodo >~ias for Cloud Computing. Cloud
Computing. 2011.

Wang, Congjie, Zhihui "~ 1 et al. Optimizing Multi-Cloud CDN
Deployment and S~ iuling . ~tegies Using Big Data Analysis. IEEE
International Cor erence or Services Computing IEEE, 2017:273-280.
ZhiHui Lv, Nin Wang, Jie Nu, Meikang Qiu:loTDeM: An loT Big
Data-oriented Ma, 2educe erformance prediction extended model in
multiple ed~ _"ouds. v. . wallel Distrib. Comput.(JPDC) 118(Part): 316-
327 (2018 .

Chen M, 7iar ¢, Fo' ino G, et al. Cognitive Internet of Vehicles[J].
Compr ter Communi~ .tions, 2018:Volume 120, Pages 58-70.

Chen M, r.. " Y, Hu L, et al. Edge-CoCaCo: Toward Joint Optimization
of Computatior  Caching, and Communication on Edge Cloud[J]. IEEE
W.. ‘ass Comrr inications, 2018, 25(3):21-27.

“en M, ' J Y. Task Offloading for Mobile Edge Computing in
Sotu. ve Defined Ultra-dense Network[J]. IEEE Journal on Selected
Areac in - mmunications, 2018, 36(3):587-597.

Renatia, Mohamed Amin, et al. Multi-Objective WSN Deployment
L. " Genetic Algorithms Under Cost, Coverage, and Connectivity
Constiaints." Wireless Personal Communications (2017):1-30.

Deb K, Pratap A, Agarwal S, et al. A fast and elitist multiobjective
genetic algorithm: NSGA-II[J]. IEEE Transactions on Evolutionary
Computation, 2002, 6(2):182-197.

Wei Zhang, Zhihui Lu, Ziyan Wu, Jie Wu, Huanying Zou, Shalin
Huang:Toy-1oT-Oriented data-driven CDN performance evaluation
model with deep learning. Journal of Systems Architecture - Embedded
Systems Design 88: 13-22 (2018).



First Author Ziyan Wu is a master student at School of
Computer Science, Fudan University. His research interests are
cloud computing, multi-cloud deployment, and big data process

architecture.

Corresponding Author ZhiHui Lu is an Associate Professor in
School of Computer Science, Fudan University. He received a
Ph.D computer science degree from Fudan University in 2004,
and he is a member of the IEEE and China computer federation's
service computing specialized committee. His research interests
are cloud computing and service computing technology, big data

architecture, edge computing, and software defined network.

Third Author Patrick C.K. Hung is a Professor at the Faculty of
Business and Information Technology in University of Ontario
Institute of Technology. Patrick has been working with Boeing
Research and Technology in Seattle, Washington on aviation
services-related research projects. He owns a U.S. patent on
Mobile Network Dynamic Workflow Exception Handling
System with Boeing. His research interests include services
computing,cloud computing, big data, business process and

security.

Forth Author Shih-Chia Huang is a Full Professor with t
Department of Electronic Engineering at National Taipei
University of Technology, Taiwan, and an International A *tuie.
Professor with the Faculty of Business and Information
Technology at the University of Ontario Institute of ™ _" ~nlogy,
Canada. He has been named a senior member of .ie Institut. of
Electrical and Electronic Engineers (IEEE). H~ is cu, ™tl the
Chair of the IEEE Taipei Section Bre Jcast Technology
Society, and was a Review Panel Member of u.. smal’ 3usiness
Innovation Research (SBIR) program -r the Department of
Economic Development of Taipei City and . ~w Taipei City,
respectively. Professor Huang h' s puolished more than 80
journal and conference papers an.. ~alc’, more than 60 patents in
the United States, Europe, Tai van, and ©. Ma.

Fifth Author Yu Tong a . ~ster stude’ . at School of Computer
Science, Fudan Univers™* -~ His - .earch interests are cloud
computing, multi-clo d deploy 1ent, and big data process

architecture.

Sixth Author Z' enfang \ ‘ang is a master student at School of
Computer Scienc  Fudan ‘Jniversity. His research interests are

cloud computing, multi-cloud deployment. He has already
graduated.



First Author Ziyan Wu
g_ | «:.

Corresponding Author ZhiHui Lu

Third Author Patrick C.K. Hung

Forth Author Shih-Chi= Huang

Fifth Author Yu "~ng

v ‘ Si; Y Author Zhenfang Wang




Highlight

In this paper, we propose QaMeC: a novel QoS-driven loVs application se. sice
optimizing deployment scheme in CDN multimedia edge clouds envirc ime 1t.

The proposed service demand model and QoS model can provi.> a complete
description of user requirements. It gives a quantitative descriptioi. ~f the service
request and delivery. The QoS data is retrieved from the PoPs 0g data of the real
CDN operator network, which ensures the objectivity for the . ~er, overcoming the
drawbacks of the SLA-based solution.

The designed NSGA-II algorithm is applied to search for the best deployment
plan for the users, to reduce the vast problem space of the . ~mbi-.atorial optimizing
decision-making problem.

The implementation and experiments show that ou, “aMe . scheme can provide
optimal and efficient service deployment solutions fo, ~ vaiiety of applications with
different QoS requirements in CDN multimedia ecd~e cloud: environment.




