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Abstract

With the rapid development of the Internet of Things (IoT), Big Data technolo-

gies have emerged as a critical data analytics tool to bring the knowledge within

IoT infrastructures to better meet the purpose of the IoT systems and support

critical decision making. Although the topic of Big Data analytics itself is ex-

tensively researched, the disparity between IoT domains (such as healthcare,

energy, transportation and others) has isolated the evolution of Big Data ap-

proaches in each domain. Thus, the mutual understanding across IoT domains

can possibly advance the evolution of Big Data research in IoT.

In this work, we therefore conduct a survey on Big Data technologies in

different IoT domains to facilitate and stimulate knowledge sharing across the

IoT domains. Based on our review, this paper discusses the similarities and

differences among Big Data technologies used in different IoT domains, suggests

how certain Big Data technology used in one IoT domain can be re-used in

another IoT domain, and develops a conceptual framework to outline the critical

Big Data technologies across all the reviewed IoT domains.

Keywords: Big Data, data analytics, Internet of Things, healthcare, energy,

transportation, building automation, Smart Cities.
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1. Introduction

Internet of Things (IoT) is one of the most promising technologies in the

current epoch. This research paradigm is characterized by using smart and

self-configuring objects that can interact with each other via global network

infrastructure. Therefore, these seamless interactions between large amounts

of heterogeneous objects represent IoT as a disruptive technology that enables

ubiquitous and pervasive computing applications [1]. Accordingly, a wide range

of industrial IoT applications [2, 3, 4] have been developed and deployed in dif-

ferent domains such as transportation, agriculture, energy, healthcare, food pro-

cessing industry, military, environmental monitoring, or security surveillance.

Since IoT connects the sensors and other devices to the Internet, it plays an

important role to support the development of smart services. In other words, the

dynamic things collect different kinds of data from the real-world environment.

Afterwards, the extraction of relevant information from IoT data can be used

to improve and enrich our daily life with context-aware applications, which

can for example display contents related to the current situation of the user.

Further, context can be defined as the information that is used to characterize

the situation of entities (i.e. whether a person, place or object) and the situation

is considered to be relevant to the real-time interaction between a user and an

application, including the user and the application themselves [5]. AS context is

typically featured by location, time, state of people, and environmental settings,

IoT becomes an important source of contextual data with an enormous volume,

variety and velocity, which makes it an interesting and challenging domain for

Big Data research.

Big Data has been classified according to five fundamental elements, which

are volume (size of data), variety (different types of data from several sources),

velocity (data collected in real time), veracity (uncertainty of data) and value

(benefits to various industrial and academic fields). Moreover, other research

work like [6] introduces additional characteristics beyond the 5Vs model such as:

validity (correct processing of the data), variability (context of data), viscosity
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(latency data transmission between the source and destination), virality (speed

of the data sent and received from various sources) and visualization (interpre-

tation of data and identification of the most relevant information for the users).

Despite the existence of additional characteristics of Big Data, the 5V model

lays the foundational description of the Big Data concept [7, 8]. Recently, Big

Data research has been undergoing substantial transformation from its research

harvest towards its high impact and applications in different areas.

The fusion of Big Data and IoT technologies has created opportunities for

the development of services for many complex systems like Smart Cities. Several

Big Data technologies have emerged to support the processing of large volumes

of IoT data [104], which are collected from different sources in the smart environ-

ment. However, the advancement of IoT and its applications in many different

domains are causing a significant increase of vast amount and different types of

data [10]. At the same time, Big Data and its technologies have opened new

application opportunities for industries and academia to develop new IoT solu-

tions. Therefore, the fusion of Big Data and IoT, as well as the highly dynamic

evolution of the two domains, create new research challenges, which however

have so far not been recognized and addressed by the research community.

Many existing works recognize the research trends in Big Data and IoT

respectively, for example, many surveys have been conducted recently on Big

Data technologies [69, 62, 74, 9, 63], as well as on IoT technologies [66, 67,

68]. However, there is a lack of studies that would interlink the two research

communities. This stems naturally from the diversity of different IoT domains,

which implies that the research in each domain (whether healthcare, agriculture,

smart city, military, energy, or other) is identifying the best fitting Big Data

technologies in isolation from the state of the research in others [146, 75, 64, 105].

Thus it narrows the space for knowledge sharing among these domains whose

data still share many unrecognized characteristics, such as being often the time

series of small homogeneous sensor readings with questionable data quality or

high dynamism of data-generating devices.

The aim of this paper is to create a platform for mutual understanding
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of similarities and differences in Big Data research in different IoT domains.

To achieve this objective, we have performed a survey of 117 papers applying

Big Data techniques in eight IoT domains (healthcare, energy, transportation,

building automation, smart cities, agriculture, industry and military) and used

the results of this survey to identify the similarities, differences and opportunities

that can be drawn from deep understanding of the big picture. In order to

facilitate the paper analysis, we have firstly derived four widely accepted stages

in Big Data process. Then the Big Data approaches used in the IoT domains

are structured along with the Big Data stages. As far as we know, this is the

first work that addresses the Big Data research and technologies in different IoT

domains.

The main contribution of this paper is fourfold: (1) analysis of the state-of-

the-art Big Data research in IoT, (2) comparison of the Big Data technologies

across IoT domains, suggesting which Big Data technologies can possibly be

used in other IoT domains, (3) analysis and interpretation of Big Data research

by each IoT domain such as the pros and cons of Big Data technologies and

applications in certain IoT domain, and (4) a conceptual framework to guide

researchers and practitioners to select the Big Data technologies that are preva-

lently used in certain IoT domain.

The remainder of the paper is organized as follows. Section 2 describes the

IoT domains that have been used to classify the relevant Big Data approaches.

Similarly, Section 3 focuses on Big Data processes and its life cycle to derive the

categories that can serve the purpose of classifying Big Data technologies ac-

cording to their scope and purpose. The key results of the paper can be found

in Section 4 and Section 5, which carry out a literature review on Big Data

works applied to different IoT contexts and a comparison of IoT Domains from

the Big Data perspective. Together with the discussions of major findings, re-

search challenges and opportunities are derived within the two sections. Finally,

Section 6 concludes the work and outlines the future research.
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2. IoT Domains

IoT technologies have been incorporated into various important domains in

our life. Over the past years, many traditional domains such as manufacture

industry, healthcare or energy have become IoT-based and gained the capability

of communicating among machines and human, as well as production of enriched

data. As a result, these smart things/objects facilitate the creation of a modern,

smart and autonomous domain around the IoT concept, which is a prerequisite

to successful IoT adoption.

IoT can be considered as a federation of application contexts such as health-

care or transportation that require the adjustment of techniques to make them

better fit the needs of that very context. Therefore, IoT domains refer to the

IoT techniques that are applied in certain context such as healthcare IoT or

transportation IoT. Futhermore, different IoT domains share a set of common

features. For example, most of the IoT domains emphasize the data collec-

tion, monitoring, sharing, automation, control and collaboration. Also, their

datasets usually consist of relatively homogeneous data records e.g. from sen-

sors and other IoT devices, which are often in a time series. Further, most

domains need to be robust against unreliable or unavailable IoT objects and

security threats implied by the extent of the networks (such as injected data or

stolen data) [65, 66, 67, 68].

In the following, we describe the IoT domains where Big Data approaches

are applied. In order to structure the IoT domains, we adopt the classification

scheme by Bahga and Madisetti [65] and adapt it slightly by placing less em-

phasis on environment and retail because of their strong intersection with other

domains, but adding military, which is emerging as a new and promising IoT

domain. Not considering environment and retail as stand-alone domains is in

line with other IoT surveys [68, 66, 67] and is motivated by the fact that exist-

ing works on environment often fall either within energy, agriculture or smart

cities domain, and existing works on retail are typically classified as part of the

industry domain.
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Healthcare. The main purpose of applying IoT in healthcare is to gather and

analyze real-time medical information in order to minimize the limitations of tra-

ditional medical treatment (i.e. medical errors) [11, 12]. Moreover, cloud plat-

forms are used to store and analyze the collected medical data stream [13, 14].

Consequently, the gathered information about the patient’s health status allows

the healthcare organizations to develop ubiquitous healthcare applications and

optimize the existing services and solutions, i.e. applications for remote moni-

toring, nutrition, medicinal products, medical devices, medical facility, or health

insurance. Hence, the application of IoT in healthcare domain aids to find the

best health condition and healing plan for patients [6].

Energy. Nowadays, energy is mostly featured by smart grid IoT, which is an

emerging intelligent electricity distribution system that aims at integration of

renewable resources in power systems, greater control of the grid for its opera-

tors and consumer engagement in optimal power consumption [16, 17]. Besides,

smart grid offers many valuable services [18] such as distribution and consump-

tion management, transmission, advanced metering infrastructure, renewable

energy integration, self-healing systems and energy storage. For these reasons,

the smart grid has been considered as one of the smart technologies that will

contribute in the development of Smart Cities by guaranteeing the efficiency,

reliability, sustainability and safety of the electric grid [19, 20, 21]. To achieve

these goals, smart grid cooperates with IoT technologies to create various intel-

ligent services [22], and it uses Big Data technologies to achieve the insightful

intelligence and efficient power management quality [23].

Transportation. Due to IoT technologies, the intelligent transportation systems

have become more ubiquitous [24, 25]. Since transportation is one of the key ac-

tivities for each citizen, the IoT sensors produce each day a significant amount of

data [26] that can be used to guide route planning and develop the applications

for surveillance, emergency management, traffic control, anomaly detection, sit-

uation recognition and traffic prediction. In addition, the shared transportation

data can minimize the risk of pollution and traffic accidents that might damage
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the health of citizens. Therefore, the information sharing through IoT devices

also contributes to a sustainable smart environment [27].

Building automation. The integration of a large number of heterogeneous IoT

devices installed in smart buildings, i.e. homes, faculties and offices, is enabling

monitoring of everyday activities of the citizens as well as predicting their fu-

ture actions [30, 31]. As a result, IoT devices in smart buildings gather sensitive

information that is timely and describes very detailed interactions between hu-

mans and machines [32, 33, 34]. Hence, understanding how general and personal

information can advance the smart building research and is critical to optimize

the smart services offered in smart buildings, such as security, access control,

digital video, intrusion detection, fire detection and alarm, indoor air quality

services or lighting control.

Smart Cities. The vision of Smart Cities is to improve the lifestyle of citizens

by providing smart applications in various fields. To achieve this goal, the city

employs IoT technologies to optimize different public systems and services, such

as car parking, city cleaning, waste management, street lightning and emergency

control [35, 36, 37]. The big picture for Smart Cities can be illustrated with

existing projects, such as SmartSantander [38], which is being considered as a

practical system for a large-scale Smart City test bed. To keep up with the

growth of SmartSantander, City Data and Analytics Platform (CiDAP) [39]

has been created to process both historical and real-time data produced in this

smart environment. These two and other similar projects demonstrate that the

collection of data is a key initiative to get experience and knowledge necessary

to support the rapid development of the Smart City [40, 41].

Agriculture. Agriculture is a vital domain of our society that also takes advan-

tage of the benefits from IoT technologies to assure the quality of the products

and the satisfaction of end-customers [42]. For example, monitoring from IoT

devices plays an important role to protect the agricultural products from attacks

by rodents or insects [43, 44]. To effectively manage all the agricultural activi-
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ties and find the optimal environmental conditions, cloud platforms are used to

store and analyze the sensed information and in turn improve the agricultural

productivity as well as save energy [45, 46].

Industry. The development of IoT applications for future industrial automation

is a highly promising topic in the industry and manufacture domain. In fact,

modern industrial companies adopt the IoT research to boost the growth of

the global economy and to keep competitive advantages [47, 48]. There are

many IoT applications in industry such as the development of industrial IoT

competences by integrating IoT technology and its usage for the training in

digital learning factories [49], product supply chain management [50], Machine-

to-Machine (M2M) communications [51] or energy saving [52, 53]. It is often

focused on the deployment and exploitation of company’s own or shared data

to provide suitable goods that the customer favors as well as the improvement

of the functionality of the industrial IoT systems, i.e. performance evaluation,

intelligent M2M communications, simulation, modeling and industrial wireless

networks [54, 55].

Military. The application of IoT is also extended to the military domain [56]

and brings a significant and valuable source of information that could improve

the intelligence of various military applications [57, 58, 59] such as military lo-

gistics, surveillance and military robots. Furthermore, the integration of IoT in

military domain is expected to save lives of citizens by detecting harmful chem-

icals or biological weapons. For these reasons, the management and analysis

of the shared information is necessary to make the right protective decisions,

provide guidelines to perform the tasks as well as understand, in real time, the

implications of these decisions. For example, the Internet of Battle Things [60]

is one of the IoT applications that introduces future smart battlefields. In this

smart environment, the intelligent things are communicating, acting, and col-

laborating with one another without neither the presence nor the coordination

of human war-fighters [61].
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3. Big Data Processes and Life Cycle

Big Data technologies include numerous activities, methods and techniques,

each employed for slightly different purpose. To understand these techniques

in the Big Data processing lifecycle, this section reviews existing works on the

Big Data processes and distillates the employed activities that are later used to

classify Big Data approaches applied in IoT.

The Big Data papers used for this purpose were selected by searching aca-

demic databases and well-known publishers such as Sciencedirect, Google Scholar,

ACM Digital Library, IEEE Xplore Digital Library, Springer as well as general

Google search with keywords like Big Data Process and Big Data Lifecycle. We

limited the search to the up-to-date papers over the last 5 years, which is from

2013 to 2017. The search resulted in papers that contain a classification of a

step-by-step Big Data process or Big Data lifecycle. Detailed descriptions for

the whole process or lifecycle should exist in the papers. We paid special atten-

tion to the survey papers on Big Data research. We thus selected six papers,

which are Gandomi and Haider 2015 [70], Paakkonen and Pakkala 2015 [72],

Khan et al. 2014 [71], Tsai et al. 2015 [74], Chen et al. 2014 [69] and Siddiqa

et al. 2016 [73].

Gandomi and Haider 2015 [70] have divided the Big Data process into two

main stages: data management and data analytics. Data management is to

collect and store the data as well as clean and retrieve the data for the analysis

preparation. The other process is data analytics, which deals with extract-

ing insights from the data. It involves modelling, analysis and interpretation.

Paakkonen and Pakkala 2015 [72] developed a Big Data reference architecture

that considers data source and data storage as the input and infrastructure for

Big Data process. The Big Data process consists of five main phases, which are

data extraction, data loading and pre-processing, data processing, data analysis,

data loading and transformation, and data visualization. Khan et al. 2014 [71]

proposed a lifecycle of Big Data. This proposed lifecycle covers raw data collec-

tion, data classification, data analysis, and data retrieval for decision making.
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In the lifecycle, data storing, sharing and security are also discussed. Tsai et al.

2015 [74] considered the Big Data process from an input and output perspective.

The input phase is more like the data management proposed by Gandomi and

Haider 2015 [70], which includes the data preparation operations such as data

gathering, selection and transformation for data analytics. Then data analytics

is the connection between data input and output. The activities in data ana-

lytics are for example data mining and pattern learning. In the output stage,

the data evaluation and interpretation are applied to present the data analysis

results. Chen et al. 2014 [69] summarized the Big Data activities into three as-

pects: data generation and acquisition, data storage and Big data applications.

In each aspect, the related concepts are discussed, for example, data generation

and acquisition are detailed to data generation, collection, transportation and

pre-processing. It is also similar to the input stage in Tsai et al. 2015 [74]

and data management stage in Gandomi and Haider 2015 [70]. Siddiqa et al.

2016 [73] proposed a Big Data management flow, which begins from Big Data

sources to final decision making. There are five main steps in this flow: network

management, storage management, pre-processing, processing and prediction.

Security is across all the steps through the management flow.

Considering the six papers, we found that there is no unified taxonomy

agreed for Big Data process and lifecycle. A variety of taxonomies for Big Data

Process and Lifecycle have been proposed, where different taxonomies contain

different classification granularity. However, there are some similarities between

the taxonomies and terminologies used for Big Data process and lifecycle. For

example, usually a set of first-order Big Data processes is proposed, under each

process there are several sub-processes. For example, Siddiqa et al. 2016 pro-

posed three steps for the Big Data processing, which are data storage, pre-

processing and processing. Under pre-processing, there are two sub-processes:

transmission and cleansing. Furthermore, we found that in different taxonomies

the terms are mixing. For example, one term may be not existing in the other

taxonomy or one taxonomy uses one term as a first-order process, whereas the

other taxonomy uses it as a sub-process. For example, Siddiqa et al. 2016 uses
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data pre-processing as a first-order process, while Chen et al. 2014 considers it

as a sub-process of data generation and acquisition.

In order to derive a set of commonly agreed and critical terms for our survey

in IoT, we selected the terms that appear the most across all Big Data processes

and lifecycle taxonomies from the six literature, indicating the most overlapping

alignment among the taxonomies. We select the important aspects that appear

at least in half of the reviewed literature. In Table 1, it can be seen that four

important aspects from Big Data processes and lifecycle are considered to be

important across the selected literature: (1) Storage, (2) Cleaning/Cleansing,

(3) Analysis/Analytics, and (4) Visualization. Furthermore, the four selected

aspects are closely related to the characteristics of Big Data. Since Big Data

can be fast-moving in large volume, data storage is thus dealing with data

velocity and volume. Data cleaning covers the data variety and veracity, as data

is usually generated from different sources with different quality levels. Data

analytics and visualization consider the Big Data from the value-driven view

and tend to offer insightful and valuable interpretations from the Big Data.

Therefore, the four selected aspects can be considered as the representative

stages for processing Big Data. When we apply the aspects to analyze the Big

Data in IoT domains, it can be interesting to see which IoT domain focuses on

which aspect to what extent. It also can indicate the challenging area of the

Big Data research in the IoT domain. For example, Big Data visualization is

not yet well developed in certain IoT domain.

Table 1: Important Big Data terms from the selected literature

Gandomi

and

Haider

2015 [70]

Paakkonen

and

Pakkala

2015 [72]

Khan

et al.

2014 [71]

Tsai et al.

2015 [74]

Chen

et al.

2014 [69]

Siddiqa

et al.

2016 [73]

Appearance

Fre-

quency

Acquisition X X 2

Aggregation X 1

Annotation X 1

Analytics X X X X X 5

Classification X 1
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Cleaning or

Cleansing

X X X X 4

Compression X 1

Clustering X X 2

Collection X 1

Combining X 1

Extraction X X 2

Evaluation X 1

Filtering X 1

Gathering X 1

Generation X 1

Indexing X X 2

Integration X X 2

Load X 1

Modeling X 1

Mining X X 2

Recording X 1

Prediction X 1

Representation X X 2

Replication X X 2

Retrieval X 1

Stream pro-

cessing

X 1

Searching X 1

Selection X 1

Storage X X X 3

Transformation X X 2

Transportation X X 2

Visualization X X X 3

In order to specify the selected Big Data aspects, we define the scope of the

four selected aspects from Big Data processes and lifecycle as follows. Storage is

dealing with how we store the data, for example, after collecting the sensor data

from IoT devices, where and how the data are stored. Cleaning/Cleansing can

be understood as a pre-processing phase before Big Data analytics, mainly used

to integrate, check and improve the quality of the Big Data. Then the Analytics

phase includes all the methods and models for data analysis and processing such

as data clustering algorithms and MapReduce processing. Finally, Visualization

is concerned with presentation and interpretation of data analytics results, which
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includes all the techniques related to data visualization. The scope of the four

selected aspects is used to classify the keywords of the Big Data research in IoT

literature in the next section.

4. Big Data approaches in different IoT domains

In this section, we focus on the analysis and classification of Big Data ap-

proaches applied in different IoT domains. The papers for this study were se-

lected by searching academic databases listed in Section 3, with keywords char-

acterizing the examined IoT domains, including their synonyms and variations

(e.g. for transportation, the search included keywords like mobility, traffic man-

agement, logistics, route planning), used in combination with keywords charac-

terizing the Big Data process activities, whether general (e.g. big data, data an-

alytics) or specific (e.g. anomaly detection, data exploration, data observation,

data summarization, data processing, data mining, machine learning, dataset,

database, regression, aggregation/disaggregation, data visualization, data col-

lection, data selection, data extraction, data integration, NoSQL search). We

limited the search to the up-to-date papers over the last 5 years, which is from

2013 to 2017.

While the paper search is not limited to specific outlets, such as certain

journals or conference proceedings, the academic disciplines of collected papers

are scoped to computer science, information systems, computer networks and

communications. In order to conduct an intercoder reliability check, each author

has followed the search protocol and selected the papers independently. We have

then synchronized the paper selection by the commonly agreed papers, which

resulted in 139 papers in total. After collecting the search results, each paper

underwent relevance check by all the authors, during which its relevance to both

IoT and Big Data was verified.

The results are then summarized in a table form, as presented in the ap-

pendix. In Table 2, we show an excerpt from this table for the healthcare

domain to demonstrate the strategy used to summarize the Big Data technolo-
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gies used in this domain. Detailed discussion of the findings from all these tables

follows in Section 5.

Table 2: Classification of Big Data approaches applied in Healthcare IoT

Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

H
e
a
lt

h
c
a
re

(3
5

p
a
p

e
rs

) Raspberry

Pi [11],

Cloud [13, 14,

15, 154, 153],

HBase[6, 161],

Spark SQL[6],

Hive [6], Cloud-

era Impala [6],

Apache Par-

quest [6],

Python-

based [157],

Mysql [158],

MongoDB

Databases [158],

NoSQL[159,

161], Cen-

tralized

Database [165]

Integrity [15, 154], Infor-

mation Exploration [161],

Anomaly Detec-

tion [157, 158, 162, 164],

Data Integra-

tion [159, 161], Rea-

soning [159], Co-

reference [159], Res-

olution [159], En-

tity Linking [159],

Information Extrac-

tion [159, 165, 161],

Consolidation [159],

Paraphrase [159], Res-

olution [159], Ontology

Alignment [159], Infor-

mation Fusion [159, 161],

Logical Inference [161],

Data Transforma-

tion [161], Aggrega-

tion [161, 159, 163, 160]

Semantic Analysis [11],

Clustering [161, 157,

159, 158, 162, 6, 164,

165, 163, 160, 13], AHP

Method [162], Classifi-

cation [161, 157, 159,

162, 160, 13, 14] Fea-

ture Extraction [154,

14, 155, 156], MapRe-

duce [161, 6], Strom [6],

Hadoop [161, 6], Apache

Mahout [6], Spark [6],

Association rule [158],

Patterns [161, 158],

Fuzzy [159], Regres-

sion [162], Descriptive

Statistics [162], Deep

Learning [161], De-

cision Trees [161] ,

Bayesian Fusion [161],

Neural Network [161],

Apache Pig [6], Apache

Flume [6], Apache

Hadoop Yarn [6], Se-

mantic Mining [159],

Knowledge Discov-

ery [165]

Data Visualiza-

tion [161, 157,

159, 6][162, 164,

165, 13] Inter-

pretation [161,

157, 159] Data

Lineage [15]

[154] Visual Ex-

ploration [157],

Visual Analyt-

ics [165]

As there might be no clear boundary between the IoT domains, especially

for the Smart City, the concept can be enlarged to “Smart Everything”. Thus,

if some papers span two or more domains, we assign the papers based on the

paper’s main research focus. For papers related to Smart City, we differentiate

the general Smart City paper and the narrower focus of an application context,

for example, Smart transportation paper will be assigned to the transportation

domain. The selected papers are firstly classified based on the IoT domains and
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Big Data aspects, and then the papers are further summarized by the keywords,

indicating which elements from Big Data are used in this IoT domain.

5. Comparison of IoT Domains from Big Data Perspective

This section summarizes the findings related to Big Data across IoT domains,

as well as the findings related to IoT domains for Big Data technologies. Tables

with all results supporting the discussed findings can be found in Appendix.

5.1. Findings related to Big Data across IoT domains

Storage. In all IoT domains, cloud storage has been the most widely accepted

platform to store the Big IoT data. This is however not specific for the IoT data.

It has been found that cloud storage is more suitable to store and scale the Big

Data across different domains [194]. Upon the cloud storage, both NoSQL and

Relational Database are used to store IoT data. For example, in the Smart

Cities domain, IoT data is stored in NoSQL databases such as CouchDB [177]

and MongoDB [177]. This can be because Smart City is a new IoT domain, thus

it may have accepted more up-to-date storage technologies such as NoSQL for

Big Data. On the other hand, some IoT domains like healthcare and agriculture

are still using relational databases as storage. One possible reason can be that

the IoT domains such as healthcare and agriculture are traditional domains.

Although the applications in those traditional domains are dealing with huge

amount of data, there might be legacy systems that are deployed in the relational

databases. Also, we can observe that some IoT domain such as industry are

using both NoSQL and relational databases. The industry IoT domain may be

experiencing a transition period in the data storage, for example from Relational

Database to NoSQL database, which can be more proper to scale the Big Data.

We further found that across all IoT domains, NoSQL database is more

used than relational database in IoT applications. We consider that NoSQL

database on the cloud platform is the favored solution for storing Big IoT Data.

Therefore, for certain domains such as healthcare and agriculture, we suggest
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to move the storage of Big IoT Data to the NoSQL database. This may raise

an issue of how to deal with the legacy storage. Thus some data conversion has

been considered as one of the research topics. For example, with DB2RDF [132],

the relational data can be transferred into the semantic triple store.

Cleaning/Cleansing. Among the IoT domains, we found that Big Data clean-

ing/cleansing includes two main sets of keywords, one set is regarding the data

integration that intends to aggregate the IoT data from different sources. Since

the IoT data can usually be located in different sites, most IoT domains have

considered data integration as an important data preparation phase. In the

data management research, data integration is usually used interchangeably

with ETL (Extract, Transform, Load), which also can be observed in the Smart

City domain. For example, while some papers [40] use ETL as the process of

data integration, other papers such as [168] directly use the term of data in-

tegration. Furthermore, we have observed that in some of the reviewed IoT

domains such as transportation, industry and agriculture, the concept of data

integration is also termed as data fusion or data aggregation. Since many IoT

data analytics or master data management initiatives are based on regular data

integration, data integration has been considered as a prerequisite for further

data analytics.

The other set of keywords is about the data quality management, which

is used to deal with low-quality data such as corrupted data detection in the

energy IoT, data redundancy reduction in building automation IoT and data

integrity check in the healthcare IoT. Data quality research can be traced back

to 80s [195]. With the advent of Big Data era, Big Data Quality has been

emerging as a new research area [196]. In the IoT domains, the IoT data is

featured by the Big Data 3Vs. For example, the sensor data from IoT is in

large volume, generated from various sites and with high-speed updates such as

streaming data. However, little research has been done towards the Big Data

quality management in IoT domains. Notably, since the quality of the IoT

data analytics is directly related to the quality of Big IoT Data, which is often
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poor due to cheap (and rather redundant) IoT devices, we suggest that the

data analytics in IoT should be based on high-quality data. Big Data quality

management is critical for the IoT applications, especially for the data analytics

in IoT.

Analysis/Analytics. From our reviews, we found that there has been a variety

of Big Data technologies that are used for data analytics in IoT domains. For

example, some typical technologies such as Hadoop and Spark have been used

in the healthcare and transportation domains. Thus in order to process the Big

Data, MapReduce is a well accepted method in the IoT to perform parallel com-

puting and distributed storage. As far as we found, there is no specific Big Data

technologies designed for certain IoT domain. However, different algorithms are

used to conduct data analytics in different IoT domains. For example, while

feature extraction and decision trees are popular in the healthcare IoT, neural

network and association rule mining are used in the energy IoT. Although the

IoT domains are different, there is certain similarity at the level of IoT data

types, such as all are coming from sensors. We therefore infer that some data

analytics methods used in one domain can also be re-used in the other do-

main. As we have identified (see Appendix), the key methods for Big IoT data

analytics are semantic analysis, analytic hierarchy process, clustering, feature

extraction, association rule mining, pattern recognition, decision Tree, neural

network, Bayesian network, frequent pattern mining, deep Learning, regression,

fuzzy logic, rule extraction, genetic algorithm, multiple linear regression, Naive

Bayes, K-nearest neighbor algorithm, contextual filtering, sequence analysis,

and data envelopment analysis. From those candidate methods, certain IoT

domain may choose or try to use some data analytics methods that are not yet

applied in this domain.

Viewing the IoT data analytics methods, one of the most important and

popular algorithms for data analytics across all IoT domains is clustering. The

data from IoT devices are possibly generated from different data sources such

as sensors and mobile devices. These Big IoT Data is in large volume, fast-
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moving and usually unstructured, in form of e.g. image data or stream data.

The Big Data analytics mainly aims at firstly classifying the data, then mining

the patterns and finally producing predictions. For example, in the transporta-

tion or Smart City IoT, there can be real-time traffic image data from various

IoT devices such as road surveillance, satellite photos and traffic sensors. In

order to analyze the real-time density of the cars, the traffic image data from

different sources needs to be firstly clustered and then processed for further

analysis. However, for data clustering, the road surveillance images data and

stream traffic sensor data are considered as one IoT data input but with differ-

ent data structures. From our review, we found that the creation of strategy

for clustering the IoT data from different sources brings significant challenges

in the IoT research.

Visualization. Regarding the data visualization in IoT domains, we found that

there is a limited number of papers addressing the visualization of Big IoT Data.

Among those papers we surveyed, some papers such as [15, 82, 121, 165] have

mentioned visualization for Big IoT Data but visualization is not the main re-

search focus in these papers. Across these IoT domains, the visualization of

Big IoT Data is sometimes named as data interpretation or data presentation.

There is a lack of specific Big Data visualization method for IoT that describes

how to deal with pre-processing, processing and post-processing of visual data

in real time. Moreover, the selected work that employed visual analysis algo-

rithms usually neglect the utilization of machine learning or data mining to

enhance the performance of visual analysis in terms of functionality, reliabil-

ity, and scalability. Also, the integration of visual models with structured and

semi-structured models is not well addressed in the IoT domains. Thus, from

our review, we found that Big Data visualization methods are expected to be a

promising challenge for future Big Data research in IoT.

Among the data visualization methods, visual analytics is the most used

method for Big IoT Data visualization. It uses analytical reasoning from IoT

data by interactive visual interfaces. For the IoT domains such as Smart Cities,
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industry and military, we found that visual analytics is not yet widely used.

We suggest that it can be valuable to consider visual analytics as one of the

visualization methods for the Big IoT Data.

5.2. Findings related to IoT domains for Big Data technologies

The Big Data research paradigm has affected all the IoT domains to ensure

the sustainable development of the services provided to the end users. Since

those domains used similar Big Data technologies to optimize their services, it

is possible to coordinate the services between IoT domains, such as sharing the

same deployment of Big Data applications for all the IoT domains. However,

the exploitation of those technologies in IoT domains depends on the technical

advancement of the IoT areas. From our review, we found that healthcare in-

cludes 25% of the selected papers. Energy papers have 17%, smart cities 13%,

agriculture 9%, transportation 8%, industry 7%, military 6% and building au-

tomation 5%. Thus, the healthcare domain is a relatively mature domain that

attracts many researchers. Also, due to the characteristics of each IoT domain,

Big Data technologies have been used to ensure safety, reliability and efficiency

of the IoT services. For instance, in the military domain, we found that little

research contains Spark compared to the healthcare domain, which integrates

different popular Big Data technologies. On the other hand, the requirements

of IoT domains on Big Data tools are usually similar. For example, the impor-

tance of visualization technologies in Smart City papers is the same as in smart

building papers. Moreover, some IoT domains adopt specific Big Data technolo-

gies with different popularity. For example, the exploitation of NoSQL in the

selected papers is as follows: Healthcare 24%, energy 22%, transportation 9%,

agriculture 7%, building automation 7%, industry 4% and military 7%, indicat-

ing that, the IoT domains have higher or lower percentage of the deployment of

Big Data technologies. Different goals and challenges from each domain define

the critical exploitation and selection of Big Data technologies.

Among the selected IoT domains, we found that Big Data research, especially

Big Data analytics, is very popular in the healthcare IoT. One of reasons can
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be that the prediction from data analytics in healthcare is critical to support

medical decisions. For example, Manogaran et al. in 2017 [6] proposed a Big

Data based knowledge management system that is used to support the clinical

decisions. Zhong et al. in 2017 [161] proposed a Big data architecture for

enhancing the accuracy of healthcare predictions, in which revised fusion node

and deep learning algorithms are described in detail. It can be observed that the

healthcare domain provides more mature studies in Big Data notably for data

analytics because the precision of healthcare predications can directly influence

disease diagnosis or even people lives.

Another emerging IoT domain is the military IoT. Although this is not one

of the most cited domains, we found that Big Data based IoT technologies has

revolutionized the military sector [60]. The military IoT applications maintain

and combine three strong interactions: machine to machine, machine to human

(e.g. war-fighters) and human to human. Further, the contextual information

is gathered not just from static sources like the traditional IoT-big Data treat-

ments, but from dynamic and ubiquitous devices. We consider that complicated

interactions and dynamic data sources will bring the next complex level for Big

Data research. Although due to confidential reasons the selected papers in this

domain provided limited detailed descriptions on how to use Big Data analytics

tools to perform certain specific military tasks, the implications from the mili-

tary IoT applications are expected to increase radically the development of Big

Data in the other IoT domains.

Recently, the Smart City is emerging as a popular research topic. There

has been a rapid increase in literature and projects about Big Data and IoT in

Smart Cities. From the selected papers, Smart City IoT contains the highest

number of papers on Big Data topic, indicating that there is a strong relation

between Big Data research and Smart City IoT. Big Data and IoT are not only

considered as two typical features in the Smart City. The interaction between

the two elements such as analytics on the Big IoT Data in Smart Cities has

also attracted significant research attention. We therefore suggest that other

domains such as industry IoT, where there are not yet many research works on
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Big Data, may refer to the Big Data approaches and models in the Smart City

IoT, as Smart City IoT may have a higher level of maturity on the Big Data

research.

By observing the Big Data technologies across different IoT domains, we

have developed a conceptual framework that illustrates the current dominant

Big Data technology in this domain and the widely used technology across

different IoT domains for certain stage in the Big Data process. The result is

thus presented in the form of two keywords “dominant Big Data technology in

this domain / widely used technology across different IoT domains”. If the two

keywords are identical, it means that the dominant Big Data technology in this

IoT domain is also the widely used technology across all other IoT domains,

we only present this keyword once to represent the two cases. If there is no

dominant technology in the Big Data processing stage for certain IoT domain,

we use “-” to illustrate this result. This conceptual framework is described in

Table 3.

Table 3: Conceptual framework of Big Data approaches applied in IoT

Big Data

Storage Cleaning, Cleansing Analysis, Analyt-

ics

Visualization

Healthcare Cloud Anomaly Detec-

tion/Data Integra-

tion

Clustering Data Visualiza-

tion

Energy Cloud Outlier Detec-

tion/Data Integra-

tion

Clustering Data Visualiza-

tion

Transportation Cloud Data collec-

tion/Data Inte-

gration

Clustering Data Visualiza-

tion

Building

automation

Cloud Data aggrega-

tion/Data Integra-

tion

Clustering Data Visualiza-

tion

Smart Cities Cloud Anomaly Detection

/ Data Integration

Clustering Data Visualiza-

tion

Agriculture Cloud Data Integration Classification /

Clustering

Data Visualiza-

tion
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Big Data

Storage Cleaning, Cleansing Analysis, Analyt-

ics

Visualization

Industry -/Cloud Data Integration -/Clustering Data Presenta-

tion/Data Visu-

alization

Military Cloud Data Quality/Data

Integration

Data filter-

ing/Clustering

-/Data Visual-

ization

Using this conceptual Framework, we can identify which Big Data technol-

ogy is widely used in which IoT domain and the overview of widespread Big

Data technology from all the domains. For example, in the data cleaning and

cleansing stage, it can been seen that outliers detection is the dominant keyword,

and from the observations in other IoT domains, data integration can also be

important in the energy IoT domain. Thus this framework offers the similarity

and differences among the Big Data technologies in different IoT domains. We

further found that some keywords may share an overlap in the meaning. For ex-

ample, in the data cleaning and cleansing stage, building automation considers

data aggregation as the most popular Big Data technology, while data integra-

tion is the a widely used term across all the IoT domains. Data aggregation and

data integration may intend to solve the same issue but solutions may differ.

Therefore, even if the keywords are similar, it can be valuable to investigate

how the technologies are related in practice.

6. Conclusion

In this paper, we have conducted an extensive survey on the papers bridging

the IoT and Big Data communities. Based on the review of IoT papers, we

have selected a set of typical IoT domains and described the features in each

domain. By reviewing the Big Data papers, we have derived four important

aspects from the Big Data process analysis. After specifying the IoT domains

and important Big Data aspects, we have focused on the literature review across

the IoT and Big Data research. The related papers have been classified based

on the IoT domain that the paper belongs to, which Big Data techniques are
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used in this IoT domain and how Big Data techniques are applied in certain

IoT domain. Furthermore, we have extracted, summarized and organized the

keywords from reviewed papers to indicate which Big Data elements are used

in each IoT domain.

As such, we are able to conclude mutual understandings and interpretations

across IoT domains in terms of Big Data, whereby suggest which state-of-the-

art Big Data technologies can be possibly used for which IoT domain, as well

as outline the Big Data research opportunities in different IoT domains. We

have further analyzed the Big Data research across IoT domains, for example,

the pros and cons of Big Data technologies and their applications in certain IoT

domain. Based on these results, we have proposed a conceptual framework to

guide researchers and practitioners to select the Big Data technologies that are

prevalently used in certain IoT domain. This also provides practical implications

on how we can possibly improve or complement certain IoT domain by using

the widely accepted Big Data technologies from other domains.

As future work, we plan to further investigate each of the IoT domains and

understand the distinct features and functions in each domain, and how Big

Data technologies are applied together with the domain features and functions.

This can provide more detailed insights on why certain Big Data technologies

are used in one IoT domain but not in another. Furthermore, we would like to

build deeper understanding of IoT data sets that are characteristic in different

IoT domains to further facilitate knowledge transfer among the domains.

One of the limitations of this work is that the selection of the keywords is

manually summarized from our understanding and expertise. We have narrowed

this limitation by scrutinizing the related papers, conducting the synchroniza-

tion among the author’s selections and classifications. Furthermore, the validity

of our proposed table is also reviewed and confirmed by different Big Data ex-

perts.
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Table .4: Analysis and classification of Big Data approaches applied in Healthcare,

Energy, Transportation, Building automation, Smart Cities, Agriculture, Industry

and Military IoT

Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

H
e
a
lt

h
c
a
re

(3
5

p
a
p

e
rs

) Raspberry

Pi [11],

Cloud [13, 14,

15, 154, 153],

HBase[6, 161],

Spark SQL[6],

Hive [6], Cloud-

era Impala [6],

Apache Par-

quest [6],

Python-

based [157],

Mysql [158],

MongoDB

Databases [158],

NoSQL[159,

161], Cen-

tralized

Database [165]

Integrity [15, 154], Infor-

mation Exploration [161],

Anomaly Detec-

tion [157, 158, 162, 164],

Data Integra-

tion [159, 161], Rea-

soning [159], Co-

reference [159], Res-

olution [159], En-

tity Linking [159],

Information Extrac-

tion [159, 165, 161],

Consolidation [159],

Paraphrase [159], Res-

olution [159], Ontology

Alignment [159], Infor-

mation Fusion [159, 161],

Logical Inference [161],

Data Transforma-

tion [161], Aggrega-

tion [161, 159, 163, 160]

Semantic Analysis [11],

Clustering [161, 157,

159, 158, 162, 6, 164,

165, 163, 160, 13], AHP

Method [162], Classifi-

cation [161, 157, 159,

162, 160, 13, 14] Fea-

ture Extraction [154,

14, 155, 156], MapRe-

duce [161, 6], Strom [6],

Hadoop [161, 6], Apache

Mahout [6], Spark [6],

Association rule [158],

Patterns [161, 158],

Fuzzy [159], Regres-

sion [162], Descriptive

Statistics [162], Deep

Learning [161], De-

cision Trees [161] ,

Bayesian Fusion [161],

Neural Network [161],

Apache Pig [6], Apache

Flume [6], Apache

Hadoop Yarn [6], Se-

mantic Mining [159],

Knowledge Discov-

ery [165]

Data Visualiza-

tion [161, 157,

159, 6][162, 164,

165, 13] Inter-

pretation [161,

157, 159] Data

Lineage [15]

[154] Visual Ex-

ploration [157],

Visual Analyt-

ics [165]
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Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

E
n
e
rg

y

(2
4

p
a
p

e
rs

) Cloud [81, 82,

83, 85, 89, 78,

79, 88, 75, 23],

Relational

Databases [82,

86], NoSQL [81,

85, 86, 90],

PostgreSQL[94],

Microsoft

SQLserver[81],

XML

Databases [81],

Distributed File

System [85]

Data Integration

[81, 76, 85], Data Selec-

tion [84, 76, 77], Data

Conversion [76], Outlier

Detection [81, 82, 76, 77],

Data Transforma-

tion [81, 77], Data

Reduction [84, 87, 81],

Data Discretization[81],

Bad Data Detec-

tion [82, 86, 91],

Separation [82], Mo-

tif Detection [101], Data

Ingest Pipeline [88], Data

validation and calibra-

tion [82], Outlier Data

Identification [76][77],

Disaggregation [101],

MapReduce [82, 75, 23],

Hadoop [84, 85],

Spark [84, 85, 86, 90],

Storm [85],

Flink [85], Classifica-

tion [81, 84, 90, 75],

Clustering [81, 82, 84,

85, 86, 87, 88, 90, 91, 92,

93, 95, 96, 97, 98, 102,

103, 76, 77, 80] Motif

Mining [101], Dimen-

sionality Reduction [75],

Neural Network [82, 76],

Fuzzy [82, 76], Gap

Statistic Algorithm [76],

Frequent Pattern Min-

ing [81], Association Rule

Mining [81, 90], Pre-

clustering [84], Analytic

Hierarchy Process [85],

Regression[81, 90],

Forecasting[81, 82, 88]

Data Visual-

ization [82,

84, 85, 86, 88]

Visual Analyt-

ics [94, 99]

T
ra

n
sp

o
rt

a
ti

o
n

(1
1

p
a
p

e
rs

) Cloud [107,

110, 25],

NoSQL [104],

Hbase [107,

104],

Data Collec-

tion [105, 107, 108,

109, 110, 111, 113, 114],

Bad Data detection [105,

107, 108, 109, 111, 112],

Data Ingestion [106],

Data Integration [107],

Data Preparation [113],

Data Observation [113],

Data Fusion [105], data

Aggregation [109, 112,

113, 114, 26]

Neural Net-

work [109, 26, 115], Deep

Learning [107, 26, 115],

Clustering [105, 106, 107,

109, 113, 25], Fuzzy [106],

Genetic Algorithm [28],

Streaming Analysis [29],

Hadoop [104, 107, 114],

Spark [104, 107], classi-

fication [105, 106, 107],

MapReduce [107, 108],

Regression [105, 106,

109, 110, 111, 112, 113]

Data Visualiza-

tion [105, 106,

107, 111, 112,

113, 114, 26],

Visual analyt-

ics [105]
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Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

B
u
il

d
in

g
a
u
to

m
a
ti

o
n

(2
0

p
a
p

e
rs

) Cloud [100,

135, 136],

NoSQL [135],

Excel [130],

Model Database

DB2RDF [132],

Hampel Filter [117],

Data Exploration [116],

Novelty Detec-

tion [100, 122, 132], Data

Identification and Gath-

ering [130], Tagging and

Filtering [129], Discord

Detection [100], Bad

Data Detection [121],

Data observation [120],

Data Quality Screen-

ing [127], Sensitiv-

ity Screening [127],

Breakout Detection

Screening [127], Data

Preparation [126], Data

Collection [121, 100],

Redundancy [121],

Sampling [121], Data

Modeling [132], Aggrega-

tion [116, 117, 121, 123,

125, 126, 127, 128, 129],

Disaggrega-

tion [100, 122, 133]

Neural Network [137],

Clustering [116, 117,

119, 120, 121, 100,

122, 123, 124, 125, 126,

127, 129, 131, 134],

Segmentation [121],

Fuzzy [125], Classifica-

tion [120, 121, 100, 131],

Decision Tree [119, 120],

Multiple Linear Re-

gression [120], Post-

mining [116, 117],

Association Rule Min-

ing [117, 119, 121],

Knowledge Discov-

ery [116, 117, 119], Rule

Extraction [100], Re-

gression [121, 100, 133],

Pattern Mining [132]

Social Media Analyt-

ics [118]

Data Visual-

ization [116,

121, 100, 123,

126, 127, 128,

129, 130, 131,

132, 133, 134],

Interpreta-

tion [129, 132],

Visual Analyt-

ics [100, 128,

130, 133]
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Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

S
m

a
rt

C
it

ie
s

(1
8

p
a
p

e
rs

) Cloud [172,

176, 177, 178,

180, 181],

NoSQL [168,

177, 40],

Apache Cassan-

dra [168, 177],

Hbase [173,

177],

CouchDB [177],

MongoDB [177],

Big Table [177],

ETL [40], ontol-

ogy [168, 41], Data De-

tection [166, 177], Data

Transformation [167],

Data Parser [167], Data

Integration [168], Data

Extraction [168, 177],

Anomaly Detec-

tion [170, 171, 173, 174,

175, 179, 180, 181],

Data Observa-

tion [172, 177, 179, 184],

Data Fusion [173, 179]

Summarization [184]

Aggregation [166, 177,

178, 179, 180] Contextual

Aggregation [172]

ThingSpeak [178],

Spark [178], Neural

Network [173, 179,

41, 177], Classifica-

tion [166, 168, 169, 171,

173, 174, 175, 178, 179],

Ranking [166], Regres-

sion [166, 169, 173, 177],

Clustering [166, 167,

168, 170, 41, 171, 173,

174, 175, 176, 177,

178, 180, 181, 179],

Kernel Methods [170],

Data Inference [177],

Support Vector Ma-

chines [173, 179], Pat-

terns [166, 173, 179]

RapidMiner [168],

Hadoop [168, 173, 177],

Spark [177], MapRe-

duce [173, 177], Naive

Bayes [173, 179, 181],

Decision Tree [173], K-

nearest Neighbor [173],

Fuzzy [174, 179, 181],

Deep Learning [175, 179],

Conditional Ran-

dom [177], Maximiza-

tion [177], Contextual

Filter [172], Knowledge

Discovery [173], Semantic

Networks [184]

Data Visualiza-

tion [166, 167,

168, 169, 171,

173, 174, 175,

179, 180, 181,

184, 40]
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Big Data

Storage Cleaning/Cleansing Analysis/Analytics Visualization

A
g
ri

c
u
lt

u
re

(1
3

p
a
p

e
rs

) Cloud [141,

138, 139], Post-

greSQL [149]

Data Fusion [147, 140],

Data Explo-

ration [142, 149],

Semantic Ontolo-

gies [142], Bad Data

Detection [143], Data In-

tegration [146, 152, 142],

Anomaly Detection [148],

Data Observation [149],

Data Reduction and Re-

jection [149], Data Selec-

tion [149], Completeness

Checking [142], Seman-

tic Alignment [142],

Aggregation[142, 144],

Verification [138]

Classification [147,

148, 150, 151, 140],

Filtering [138], Regres-

sion [143, 144, 147,

148, 149, 150, 151],

Hadoop [145], Bayesian

Network[147, 151],

Association Rule Min-

ing [148, 149, 151],

Sequence [148], Cluster-

ing [148, 149, 150, 151],

Fuzzy [148], Neural

Network [151]

Data Visualiza-

tion [141, 142,

143, 149, 151,

152] Interpreta-

tion [142, 145,

146, 147, 148,

151], Visual An-

alytics [142]

In
d
u
st

ry

(1
0

p
a
p

e
rs

) Data Ac-

cess [14],

Cloud [14],

NoSQL [187],

Relational

Database [187]

Data Transmission [51,

185, 186], Data Integra-

tion [51, 61, 186, 187],

Data Confidentiality [61],

Data Aggregation [188],

Data Integrity [14], Data

Fusion [186], Data Con-

version [186]

Data Inference [61],

knowledge Base [188],

Bayesian Belief Net-

work [188], seman-

tic Data Model [14],

Hadoop [187]

Data Presenta-

tion [51, 61], In-

terpretation [61]

M
il

it
a
ry

(8
p
a
p

e
rs

) Cloud [189, 190,

191],

Data Integra-

tion [57, 58], Data

Fusion [189, 192, 57],

Data Valida-

tion [57], Data Qual-

ity [189, 192, 193, 57],

Data Exchange [59, 57]

Data Filtering [57, 58],

Clustering [57], Prioriti-

zation [58], Data Envel-

opment [189]

Data Visualiza-

tion [190], Inter-

pretation [190]
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