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Abstract 

Hesitant fuzzy linguistic term set (HFLTS) is a useful tool for describing people’s subjective cognitions 

in the process of decision making. Multiple criteria decision making (MCDM) involves two important steps:

(1) determining the criteria weights; (2) obtaining a suitable ranking of alternatives. In this paper, we 

propose some hesitant fuzzy linguistic entropy and cross-entropy measures, and then establish a model for 

determining the criteria weights, which considers both the individual effect of each hesitant fuzzy linguistic

element (HFLE) and the interactive effect between any two HFLEs with respect to each criterion. 

Additionally, we give a hesitant fuzzy linguistic alternative queuing method (HFL-AQM) to deal with the 

MCDM problems. The directed graph and the precedence relationship matrix make the calculation processes 

and the final results much more intuitive. Finally, a case study concerning the tertiary hospital management 

is made to verify the weight-determining method and the HFL-AQM. 

Keywords: Multiple criteria decision making, Hesitant fuzzy linguistic term set, Entropy measures,

Cross-entropy measures, Weight-determining method, Alternative queuing method 

_______________________________________________________________________________________ 

*Corresponding author. E-mail addresses: gouxunjie@qq.com (X.J. Gou); xuzeshui@263.net (Z.S. Xu); liaohuchang@163.com (H.C. Liao) 



ACCEPTED MANUSCRIPT

2 

1. Introduction

Hesitant fuzzy linguistic term set (HFLTS) [32] is a more reasonable information expression form to

describe people’s subjective cognitions than fuzzy set (FS) [49], intuitionistic fuzzy set (IFS) [3], 

intuitionistic multiplicative set (IMS) [40], hesitant fuzzy set (HFS) [41], Pythagorean fuzzy set (PFS) [47], 

etc. Based on the continuous linguistic term set (virtual linguistic term set) [42,45], Liao et al. [19]

established the mapping between virtual linguistic terms and their corresponding semantics as shown in Fig. 

1. Then, for the purpose of facilitating the calculation process and application, Liao et al. [20] gave the

mathematical representation of the HFLTS whose components are the hesitant fuzzy linguistic elements 

(HFLEs). Up to now, a lot of research work has been done on HFLTSs, such as the hesitant fuzzy linguistic

information aggregation operators [12,17,51], the hesitant fuzzy linguistic measures [11,15,19,21], the

hesitant fuzzy linguistic preference relations [24,52,53], and the hesitant fuzzy linguistic decision making

methods [4,5,9,16,17,18,22,37,38].

0 1
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1.6s 1.3s

Fig. 1. Two examples of the semantics of virtual linguistic terms. 

Multiple criteria decision making (MCDM) is an effective framework, which has been used to evaluate 
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a finite number of decision alternatives having multiple criteria [6]. Lots of methods have been developed to 

solve the MCDM problems, such as the TOPSIS method [4], the VIKOR method [22], the TODIM method 

[38], etc. Furthermore, the Granular Computing techniques [1,2,7,8,17,25-27,29,31,33,34,39,43,44,48] can 

also be used to solve the MCDM problems effectively. In general, MCDM involves two important steps: (1) 

determining the criteria weights; (2) obtaining a suitable ranking of alternatives. For the first step, when 

dealing with hesitant fuzzy linguistic MCDM problems, these are few weight-determining methods in the 

existing literature [11,30]. Farhadinia [11] defined some entropy measures for HFLTSs, which can be used to 

deal with the MCDM problems, where the information about criteria weights is incomplete. Peng et al. [30] 

defined the concept of combination weight, and used it to solve the hesitant fuzzy linguistic MCDM 

problems and overcome the uncertainty caused by subjective weights. For the second step, many 

aggregation operators and decision making methods have been proposed to deal with the MCDM problems 

under hesitant fuzzy linguistic information environment, including the hesitant fuzzy linguistic Bonferroni 

mean (HFLBM) operator and the weighted hesitant fuzzy linguistic Bonferroni mean (WHFLBM) operator 

[12], the hesitant fuzzy linguistic TOPSIS methods [4,10], the hesitant fuzzy linguistic VIKOR method [22], 

the hesitant fuzzy linguistic TODIM methods [37,38], the hierarchical hesitant fuzzy linguistic MCDM 

method [16], and the likelihood-based methods for hesitant fuzzy linguistic MCDM [17,18]. 

In the existing weight-determining methods and hesitant fuzzy linguistic MCDM methods, there are the 

following shortcomings: 

(1) Lots of information will be lost when we only utilize the entropy measure to determine the weights 

of criteria because we may neglect the interactive effect of the decision information.  

(2) The above aggregation operators and decision making methods are extremely complex or not 

intuitive. 

In order to overcome the above issues, in this paper, we first develop some new hesitant fuzzy linguistic 
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entropy measures and cross-entropy measures. Then, we establish a novel weight-determining model, which 

considers not only the individual effect of each HFLE, but also the interactive effect between any two 

HFLEs with respect to each criterion. Furthermore, a hesitant fuzzy linguistic alternative queuing method 

(HFL-AQM) is proposed to deal with the MCDM problems. This method uses both the graph theory and the 

precedence relationship matrix skillfully. Especially, the directed graph makes the final ranking results of all 

alternatives more intuitively to be distinguished. 

The rest of the paper is organized as follows: In Section 2, we review some concepts related to HFLTSs. 

The expectation value and the variance of HFLE are given and a comparison method of HFLEs is 

established. In Section 3 and Section 4, some hesitant fuzzy linguistic entropy measures and cross-entropy 

measures are proposed, respectively. In Section 5, we establish a weight-determining model based on the 

hesitant fuzzy linguistic entropy measures and cross-entropy measures, and then propose the HFL-AQM. In 

Section 6, a case study concerning the tertiary hospital management is made to verify the 

weight-determining method and the HFL-AQM. Additionally, a comparison analysis is made to show the 

advantages of the proposed weight- determining method and the HFL-AQM. Finally, we end the paper with 

some conclusions in Section 7. 

2. Hesitant fuzzy linguistic term set 

By combining the hesitant fuzzy set (HFS) [41] with the fuzzy linguistic approach [50], Rodríguez et al. 

[32] defined the concept of HFLTS as follows: 

 

Definition 2.1 [32]. Let  0, ,S s s  be a linguistic term set. A hesitant fuzzy linguistic term set 

(HFLTS), 
SH , is an ordered finite subset of the consecutive linguistic terms of S . 

 

Obviously, this definition has some shortcomings [20]: (1) the linguistic term set  0, ,S s s  is 
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unreasonable when we use it to do some operations; (2) There is no any mathematical form for the HFLTS. 

For the first shortcoming, Xu [42] developed a subscript-symmetric additive linguistic term set such as 

 , , 1,0,1, ,tS s t      , where the mid-linguistic label 
0s  represents an assessment of“indifference,” 

and the rest of them are placed symmetrically around it. s 
 and s  are the lower and upper bounds of 

linguistic labels, where   is a positive integer. To understand the HFLTS more clearly, based on the 

subscript-symmetric additive linguistic term set, Liao et al. [20] redefined the HFLTS with a mathematical 

form: 

 

Definition 2.2 [20]. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and , 1,2, ,ix X i N  . 

Then   ,S i S i iH x h x x X     is a HFLTS, where  S ih x  is a set of some values in the linguistic 

term set S  and can be expressed as  S ih x      , 1, ,
l li is x s x S l L     with L  being the number 

of linguistic terms in  S ih x .  S ih x  denotes the possible degree of the linguistic variable ix  to the 

linguistic term set S . For convenience,  S ih x  is called the hesitant fuzzy linguistic element (HFLE), and 

SH  is the set of all HFLEs. 

In addition, Definition 2.2 gives the mathematical form of the extended HFLTS [35]. Wang and Xu [36] 

also presented the concept of HFLE. As we know, the basic components of a HFS are the hesitant fuzzy 

elements (HFEs) [41], and there exist some relationships between HFLEs and HFEs. Recently, Gou et al. 

[12] defined two equivalent transformation functions of HFLEs and HFEs to make the operations among 

HFLEs much easier. 

 

Definition 2.3 [12]. Let  , , 1,0,1, ,tS s t       be a finite and totally ordered discrete linguistic 

term set,   ,S th s t      be a HFLE, and   0,1h     be a HFE. Then the linguistic variable ts  

that expresses the equivalent information to the membership degree   is obtained by the following 

function: 
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     
1

: , 0,1 ,
2 2

t

t
g g s  


                              (1) 

Besides, we can get this function as: 

         
1

: , 0,1 , ,
2 2

S t

t
g g h g s t h   



 
        

 
                 (2) 

Additionally, the membership degree   that expresses the equivalent information to the linguistic 

variable ts  is obtained by the following function: 

 

        
1 1

2 1
: 0,1 , , tg g s s

 
   


      (3) 

 

Similar to the analyses above, we get 

 

             1 1 1

2 1
: 0,1 , , 0,1 Sg g h g s h  

     


        (4) 

 

Motivated by the equivalent transformation function g , a method based on the expectation values and 

the variances can be developed to compare any two HFLEs: 

 

Definition 2.4. Let  , , 1,0,1, ,tS s t       be a finite and totally ordered discrete linguistic term set, 

 , 1,2, ,#
l lS Sh s s S l h     be a HFLE with # Sh  being the number of linguistic terms in Sh . Then the 

expectation value of Sh  can be defined as    
#

1

1

#

S

l

h

S

lS

e h g s
h




  . Additionally, the variance of Sh  can be 

defined as       
#

2

1

1

#

S

l

h

S S

lS

h g s e h
h




  .                              

 

Based on the expectation values and the variances of HFLEs, a method to compare any two HFLEs can 

be given as follows: 

Let  
1 1

1 1 , 1,2, ,#
l lS Sh s s S l h     and  

2 2

2 2 , 1,2, ,#
l lS Sh s s S l h     be two HFLEs, then 

(1) If    
1 2S Se h e h , then 

1Sh  is bigger than 
2Sh , denoted by 

1 2S Sh h ; 

(2) If    
1 2S Se h e h , then  
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    (a) If    
1 2S Sh h  , then 

1Sh  is smaller than 
2Sh , denoted by 

1 2S Sh h ; 

    (b) If    
1 2S Sh h  , then 

1Sh  is equal to 
2Sh , denoted by 

1 2S Sh h . 

The following example is given to show how this comparison method works: 

 

Example 2.1. Let  3,2, 1,0,1,2,3tS s t     be a linguistic term set,  
1 0Sh s  and  

2 1 0 1, ,Sh s s s  

be two HFLEs, then we can calculate the expectation value of them:    
1 2

1

2
S Se h e h  . Thus, it is 

necessary to calculate the variances and    
1 1

1
0

54
S Sh h    . So 

1 2S Sh h . 

The complementary set of the HFLE was defined by Gou and Xu [14]: 

 

Definition 2.5 [14]. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 

 , 1,2, ,#
l lS Sh s s S l h     be a HFLE, then we call Sh  the complementary set of Sh  and 

  
#

1

1

1
S

l

h

S s

l

h g g s






 
  

 
. 

3. Hesitant fuzzy linguistic entropy and similarity measures 

3.1. Hesitant Fuzzy Linguistic Entropy Measures  

Considering that the entropy and cross-entropy measures for HFLTSs have not been studied, in this 

section, we mainly define some entropy and cross-entropy measures for HFLTSs based on the equivalent 

transformation function g . 

 

Definition 3.1. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 
  1, ,#S Sl

h s l h


  , 

  
1 1

1 1, ,#S Sl
h s l h


   and 

  
2 2

2 1, ,#S Sl
h s l h


   be three HFLEs ( # Sh , 

1
# Sh  and 

2
# Sh  are the 

numbers of linguistic terms of these three HFLEs, respectively, and 
1 2

# # #S S Sh h h L   ). Let Sh  be the 

complementary set of Sh . We call E  an entropy measure for the HFLE Sh  if it satisfies: 

(1)  0 1SE h  ; 
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(2)   0SE h   if and only if   0Sg h   or   1Sg h  ; 

(3)   1SE h   if and only if 
     1

1
l L l

g s g s
   

  , for 1,2, ,l L ; 

(4)    
1 2S SE h E h  if 

     1 2

l l
g s g s

 
  for 

     2 2

1
1

l L l
g s g s

   
  , or if 

     1 2

l l
g s g s

 
  for 

     2 2

1
1

l L l
g s g s

   
  , 1,2, ,l L ; 

(5)    S SE h E h . 

 

Remark 1. As descripted in Definition 3.1, we let 
1 2

# # #S S Sh h h L   , which means that these three 

HFLEs have the same number of linguistic elements. However, if they have different numbers of linguistic 

elements, then we need to make the numbers of all HFLEs be equal by adding the smallest element to each 

HFLE. For example, for two HFLEs  
1 1 0 1, ,Sh s s s  and  

2 1 2,Sh s s , we need to extend  1 2,s s  to 

 1 1 2, ,s s s  by adding the smallest element 1s . In the following section, we also use this method to calculate 

the cross-entropy between two HFLEs. 

Based on the entropy measures for FSs [10,28] and HFSs [46], we define some hesitant fuzzy linguistic 

entropy measures as: 

  

  
 

             1 1

1

1

21
sin sin 1

4 42 1

L
l L l l L l

S

l

g s g s g s g s
E h

L

   
 

   



   
   
   
 

   (5) 

 
 

             1 1

2

1

21
cos cos 1

4 42 1

L
l L l l L l

S

l

g s g s g s g s
E h

L

   
 

   



   
   
   
 

     (6) 

 
           1 1

3

1

1
ln

ln 2 2 2

L
l L l l L l

S

l

g s g s g s g s
E h

L

      



  
  



  

    
           1 1

2 2
ln

2 2

l L l l L l
g s g s g s g s

      
   




   (7) 
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 
  

           1 1

4 1
1

1
1 1

2 22 1

b
a a

L
l L l l L l

S a b
l

g s g s g s g s
E h

L

      




                            

  

 0, 1, 0b a a     (8) 

 

Additionally, we can change the values of the parameters a  and b  in  4 SE h : 

(1) If 1b  , then  

 
  

           1 1

4 1
1

1
1 1

2 22 1

a a

L
l L l l L l

S a
l

g s g s g s g s
E h

L

      




                      

       (9) 

  (2) If 1b a , then   

 
  

           
1

1 1

4 1
1

1
1 1

2 22 1

a
a a

L
l L l l L l

S a a
l

g s g s g s g s
E h

L

      




                            

    (10) 

 

Let  3, 2, 1,0,1,2,3tS s t      be a linguistic term set, and  1 2 3, ,Sh s s s  be a HFLE. Then we 

can calculate the hesitant fuzzy linguistic entropy of Sh  based on  4 SE h  by changing the values of the 

parameters a  and b . We take the values of a  from 1.01 to 2 with the step 0.01, and take the values of b  

from 0.01 to 1 with the step 0.01. Furthermore, four kinds of situations can be obtained considering the 

situations that a  and b  are increasing or decreasing, respectively (see Fig. 2 to Fig. 5).  

 

 

Fig. 2. The change trend of  4 SE h  when both a  and b  are increasing. 
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Fig. 3. The change trend of  
24 SE h  when a  is increasing and b  is decreasing. 

 

 

Fig. 4. The change trend of  
24 SE h  when a  is decreasing and b  is increasing. 

 

 

Fig. 5. The change trend of  
24 SE h  when both a  and b  are decreasing. 

Remark 2. From Fig. 2 to Fig. 5, we can see that the hesitant fuzzy linguistic entropy  4 SE h  is a 

decreasing function when both a  and b  are increasing or a  is increasing and b  is decreasing. On the 

contrary, the hesitant fuzzy linguistic entropy  4 SE h  is an increasing function when both a  and b  are 

decreasing or a  is decreasing and b  is increasing. 
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In order to understand the hesitant fuzzy linguistic entropy measures more clearly, we give the 

following example: 
 

Example 3.1. Let  3, 2, 1,0,1,2,3tS s t      be a linguistic term set, and  1 0 1, ,Sh s s s  be a HFLE. 

Then the hesitant fuzzy linguistic entropy of Sh  can be obtained as: 

(1)  
 

1

1
sin sin sin sin sin sin 3 1

4 4 4 4 4 43 2 1
SE h

      
        

 
; 

(2)  
 

2

1
cos cos cos cos cos cos 3 1

4 4 4 4 4 43 2 1
SE h

      
        

 
; 

(3)  3

1 1 1 1 1 1 1 1 1 1 1 1 1
ln ln ln ln ln ln 1

3ln 2 2 2 2 2 2 2 2 2 2 2 2 2
SE h

 
        

 
; 

(4)  
 

2
1 1

2 2

4 1

1 1 1
3 3 1

2 23 2 1
SE h

  
                     

, if 
1

2,
2

b a  . 

3.2. The Relationships between Hesitant Fuzzy Linguistic Entropy Measures and Similarity Measures 

As we know, there exist some relationships between the entropy measures and the similarity measures 

[11,46]. Liao et al. [19] proposed some hesitant fuzzy linguistic similarity measures. However, on the basis 

of the equivalent transformation function g , in the following, we put forward some new hesitant fuzzy 

linguistic similarity measures, and then discuss the relationships between them and the hesitant fuzzy 

linguistic entropy measures: 

 

Definition 3.2. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 
  1, ,

i

i

S l
h s l L


 

 1,2,3i   be three HFLEs. We call   the similarity measure between two HFLTSs if it satisfies: 

(1)  
1 2
, 0S Sh h   if and only if  

1
0Sg h  ,  

2
1Sg h   or  

1
1Sg h  ,  

2
0Sg h  ; 

(2)  
1 2
, 1S Sh h   if and only if 

     1 2

l l
g s g s

 
 , 1,2, ,l L ; 

(3)    
1 3 1 2
, ,S S S Sh h h h  ,    

1 3 2 3
, ,S S S Sh h h h  , if and only if 

        1 2 3

l l l
g s g s g s

  
   or 
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        1 2 3

l l l
g s g s g s

  
  , 1,2, ,l L ; 

(4)    
1 2 2 1
, ,S S S Sh h h h  . 

 

Based on Definition 3.2, some hesitant fuzzy linguistic similarity measures between 
1Sh  and 

2Sh  can 

be defined as follows: 

(1) The Hamming similarity measure: 

       
1 2

1 2

1

1

1
, 1

L

S S l l
l

h h g s g s
L

 




                           (11) 

(2) The Euclidean similarity measure: 

        1 2

1 2
2

1 2

2

1

1
, 1

L

S S l l
l

h h g s g s
L

 




 
   

 
                     (12) 

 (3) The generalized similarity measure: 

        1 2

1

1 2

3

1

1
, 1

L

S S l l
l

h h g s g s
L




 




 
   

 
                     (13) 

   (4) The generalized Hausdorff similarity measure: 

        1 2

1

1 2

4
1, ,

, 1 maxS S l l
l L

h h g s g s



 




 
   

 
                     (14) 

 

In particular, if 1  , then the generalized Hausdorff similarity measure reduces to the 

Hamming-Hausdorff similarity measure:  

       
1 2

1 2

5
1, ,

, 1 maxS S l l
l L

h h g s g s
 




                             (15) 

 

If 2  , then the generalized Hausdorff similarity measure reduces to the Euclidean-Hausdorff 

similarity measure: 

        1 2

1 2
2

1 2

6
1, ,

, 1 maxS S l l
l L

h h g s g s
 




 
   

 
                       (16) 

 

Additionally, we can give some hybrid similarity measures between 
1Sh  and 

2Sh  by combining the 
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above similarity measures: 

(5) The hybrid Hamming similarity measure: 

             
1 2

1 2 1 2

7
1, ,

1

1 1
, 1 max

2

L

S S l l l l
l L

l

h h g s g s g s g s
L

   





 
     

 
             (17) 

  (6) The hybrid Euclidean similarity measure: 

               1 2

1 2
2 2

1 2 1 2

8
1, ,

1

1 1
, 1 max

2

L

S S l l l l
l L

l

h h g s g s g s g s
L

   





  
      

  
         (18) 

  (7) The generalized hybrid similarity measure: 

               1 2

1

1 2 1 2

9
1, ,

1

1 1
, 1 max

2

L

S S l l l l
l L

l

h h g s g s g s g s
L


 

   





  
      

  
          (19) 

 

In what follows, we study the relationships between the proposed entropy measures and similarity 

measures: 

 

Theorem 3.1. Let  , , 1,0,1, ,tS s t       be a linguistic term set, 
  1, ,S l

h s l L


  , 

    1, , 1,2,3
i

i

S l
h s l L i


    be four HFLEs, and Sh  be the complementary set of Sh . Then 

 ,S Sh h  is an entropy of Sh .  

 

Proof. (1)  , 0S Sh h     0Sg h  ,   1Sg h   or   1Sg h  ,   0Sg h  . 

(2)  , 1S Sh h   S Sh h 
     1

1
l L l

g s g s
   

  , for all 1,2, ,l L . 

(3) For two HFLEs 
1Sh  and 

2Sh , suppose that 
     1 2

l l
g s g s

 
 , for      2 2

1
1

l L l
g s g s

   
  , then 

           1 2 2 1

1 1
1 1

l l L l L l
g s g s g s g s

      
     . Based on the similarity measure of HFLTSs, we can 

obtain      
1 1 2 1 2 2
, , ,S S S S S Sh h h h h h    . Similarly, we can also prove the case where 

     1 2

l l
g s g s

 
 , 

for 
     2 2

1
1

l L l
g s g s

   
  . 

(4)    , ,S S S Sh h h h  .  

 

Example 3.2. Motivated by Theorem 3.1 and based on the nine similarity measures m  ( 1,2, ,9m  ), we 
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can get some special hesitant fuzzy linguistic entropy measures: 

       1 1
1

1
, 1 1

L

S S l L l
l

h h g s g s
L

 


 


      

        
1 2

2

2 1
1

1
, 1 1

L

S S l L l
l

h h g s g s
L

 


 


 
     

 
  

        
1

3 1
1

1
, 1 1

L

S S l L l
l

h h g s g s
L




 


 


 
     

 
  

        
1

4 1
1, ,

, 1 max 1S S l L l
l L

h h g s g s



 


 


 
     

 
 

      5 1
1, ,

, 1 max 1
lS S L l

l L
h h g s g s 


 


      

        
1 2

2

6 1
1, ,

, 1 max 1S S l L l
l L

h h g s g s
 


 



 
     

 
 

             7 1 1
1, ,

1

1 1
, 1 1 max 1

2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L

   


   




 
        

 
  

               
1 2

2 2

8 1 1
1, ,

1

1 1
, 1 1 max 1

2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L

   


   




  
         

  
  

               
1

9 1 1
1, ,

1

1 1
, 1 1 max 1

2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L


 

   


   




  
         

  
  

 

Theorem 3.2. Let  , , 1,0,1, ,tS s t       be a linguistic term set, 
  1,2, ,S l

h s l L


   be a 

HFLE, and let 
   1 1 2 2

, , ,S L
h s s s  

  and 
   2 1 2

1 ,1 , ,1
L LS L

h s s s  
    . Then  

1 2
,S Sh h  is an 

entropy of Sh , where  2L  denotes the largest integer no bigger than 1 2 , and  2L  denotes the 

smallest integer no smaller than 1 2 . 

Proof. (1)  
1 2
, 0S Sh h    

1
0Sg h  ,  

2
1Sg h   or  

1
1Sg h  ,  

2
0Sg h  . 

(2)  
1 2
, 1S Sh h  

1 2S Sh h 
     1

1
l L l

g s g s
   

  , for all 1,2, ,l L . 

(3) For two HFLEs 
  1,2, ,S l

h s l L


   and 
  1,2, ,S l

h s l L


   . Suppose that 
   l l

s s
 

 , 

for 
   1

1, 1,2, ,
l L l

s s l L
   
    , then 

       1 1
1 1

l l L l L l
s s s s
      

      . Therefore, based on the 
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similarity measure of HFLTSs, we can obtain      
1 2 1 2 2 2
, , ,S S S S S Sh h h h h h      . Similarly, we can prove 

the case where 
   l l

s s
 

 , for 
   1

1, 1,2, ,
l L l

s s l L
   
    . 

(4)    
1 2 2 1
, ,S S S Sh h h h  .  

 

Example 3.3. Motivated by Theorem 3.2 and based on the nine similarity measures m  ( 1,2, ,9m  ), 

some hesitant fuzzy linguistic entropy measures can also be obtained as follows: 

 
 

     
 

1 2

2

1 1
1

1
, 1 1

2

L

S S l L l
l

h h g s g s
L

 


 


      

 
 

      
 

1 2

1 2
2 2

2 1
1

1
, 1 1

2

L

S S l L l
l

h h g s g s
L

 


 


 
     

 
 

  

 
 

      
 

1 2

1
2

3 1
1

1
, 1 1

2

L

S S l L l
l

h h g s g s
L




 


 


 
     

 
 

  

        1 2

1

4 1
1, ,

, 1 max 1S S l L l
l L

h h g s g s



 


 


 
     

 
 

       
1 25 1

1, ,
, 1 max 1S S l L l

l L
h h g s g s

 


 


      

        1 2

1 2
2

6 1
1, ,

, 1 max 1S S l L l
l L

h h g s g s
 


 



 
     

 
 

 
 

     
 

     
1 2

2

7 1 1
1, ,

1

1 1
, 1 1 max 1

2 2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L

   


   




 
        

 
 

  

 
 

      
 

      1 2

1 2
2 2 2

8 1 1
1, ,

1

1 1
, 1 1 max 1

2 2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L

   


   




  
         

  
  

  

 
 

      
 

      1 2

1
2

9 1 1
1, ,

1

1 1
, 1 1 max 1

2 2

L

S S l L l l L l
l L

l

h h g s g s g s g s
L



 

   


   




  
         

  
  

  

 

Theorem 3.3. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 

    1,2, , 1,2
i

i

S l
h s l L i


    be two HFLEs. Assume that 

           1 2 1 2

1 1l l l l
g s g s g s g s

    
    

1,2, ,l L , and  
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 
                 

1 2

1 2 1 2 1 2

1 1 2 2
1 1 1

, , , ,
2 2 2

L L

S S

g s g s g s g s g s g s
F h h

     
      
 
 
 
 

      (20) 

then   
1 2
,S SE F h h  is a similarity measure between 

1Sh  and 
2Sh . 

 

Proof. (1)   
1 2
, 0S SE F h h    

1 2
, 1S SF h h   or  

1 2
, 0S SF h h    

1
0Sg h  ,  

2
1Sg h   or 

 
1

1Sg h  ,  
2

0Sg h  . 

(2)   
           

     
1 2

1 2 1 2

1 1
1 2

1 1
, 1 1

2 2

l l L l L l

S S l l

g s g s g s g s
E F h h g s g s

   

 

   
   

       

     1 2

1 1
0

L l L l
g s g s

    
   

1 2S Sh h . 

(3) Suppose that there are three HFLEs 
    1,2, , 1,2,3

i

i

S l
h s l L i


    and 

     1 2

l l
g s g s

 


    3 1,2, ,
l

g s l L


  . Then 
           1 3 1 21 1

2 2

l l l l
g s g s g s g s

   
   

 , 1,2, ,l L , and 

   
1 3 1 2
, ,S S S SF h h F h h . From the definition of  

1 2
,S SF h h , we have  

 1 2
,S S

l
F h h


  

 1 2 1
, 1S S

L l
F h h

  
  

 1,2, ,l L . Based on the hesitant fuzzy linguistic entropy measure, we get 

     
1 3 1 2
, ,S S S SE F h h E F h h . Similarly, we can prove the case where 

        1 2 3

l l l
g s g s g s

  
   

 1,2, ,l L . 

(4)      
1 2 2 1
, ,S S S SE F h h E F h h .  

 

Example 3.4. For two HFLEs 
    1,2, , 1,2

i

i

S l
h s l L i


   , we have  

  
 

            
1 2

1 2 1 2

1 1

1

1

2
1

, sin
82 1

L l l L l L l

S S

l

g s g s g s g s
E F h h

L

   


   



    


  
 



  

                
            1 2 1 2

1 1
2

sin 1
8

l l L l L l
g s g s g s g s

   


   

   


 


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  
 

            
1 2

1 2 1 2

1 1

2

1

2
1

, cos
82 1

L l l L l L l

S S

l

g s g s g s g s
E F h h

L

   


   



    


  
 



  

                
            1 2 1 2

1 1
2

cos 1
8

l l L l L l
g s g s g s g s

   


   

   


 



  

  
           

1 2

1 2 1 2

1 1

3

1

21
,

ln 2 4

L
l l L l L l

S S

l

g s g s g s g s
E F h h

L

      



    
  




  

                       1 2 1 2 1 2 1 2

1 1 1 1
2 2

ln
4 4

l l L l L l l l L l L l
g s g s g s g s g s g s g s g s

              
       
 




 

           1 2 1 2

1 1

1

21

ln 2 4

L
l l L l L l

l

g s g s g s g s

L

      



    
  




  

           1 2 1 2

1 1
2

ln
4

l l L l L l
g s g s g s g s

      
   





  

     
           

1 2

1 2 1 2

1 1

4 1
1

21
,

42 1

a

L
l l L l L l

S S a b
l

g s g s g s g s
E F h h

L

      




          
 

  

           1 2 1 2

1 1
2

1
4

b
a

l l L l L l
g s g s g s g s

      

                

  

 

Theorem 3.4. Let  , , 1,0,1, ,tS s t       be a linguistic term set, 
    1,2, , 1,2

i

i

S l
h s l L i


    

be two HFLEs, and  
1 2
,S SF h h  be the complementary set of  

1 2
,S SF h h . Then we call   1 2

,S SE F h h  

the similarity measure between 
1Sh  and 

2Sh . 

 

Theorem 3.5. Let 
  

1

1 1,2, ,S l
h s l L


   and 

  
2

2 1,2, ,S l
h s l L


   be two HFLEs, and 

           1 2 1 2

1 1
, 1,2, ,

l l l l
g s g s g s g s l L

    
    . We call   

1 2
,S SE G h h  a similarity measure 
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between 
1Sh  and 

2Sh , where 

 

 
                 

1 2

1 2 1 2 1 2

1 1 2 2
1 1 1

, , , , , 0
2 2 2

P P P

L L

S S

g s g s g s g s g s g s
G h h P

     

 
      

  
 
 

 (21) 

 

Based on the proposed entropy measures and similarity measures, Theorem 3.4 and Theorem 3.5 are 

obvious, and we omit the proofs of them here. 

 

Theorem 3.6. Let  , , 1,0,1, ,tS s t       be a linguistic term set, 
  1,2, ,S l

h s l L


   be a 

HFLE, and suppose that      1
1

l L l
g s g s

   
          1

1 , 1,2, , 2
l L l

g s g s l L
  

   . Then we 

call     ,S Sm h n h  the entropy of Sh , where 

 
                 2 2 11 2 1

1 11 1 1 1
, , ,

2 2 2

L L LL L

S

g s g sg s g s g s g s
m h

      

    
           

    
 
 
 

(22) 

  
                 2 2 11 2 1

1 11 1 1 1
, , ,

2 2 2

L L LL L

S

g s g sg s g s g s g s
n h

      

    
           

    
 
 
 

(23) 

Proof. (1)     , 0S Sm h n h     1Sm h  ,   0Sn h   or   0Sm h  ,   1Sn h     1Sg h  , 

  0Sg h  . 

(2)     , 1S Sm h n h      S Sm h n h       1
1

l L l
g s g s

   
  , for all  1,2, , 2l L   

     1
1

l L l
g s g s

   
  , for all 1,2, ,l L . 

(3) For two HFLEs 
  1,2, ,S l

h s l L


   and 
  1,2, ,S l

h s l L


   . Suppose that 
   l l

s s
 

 , 

for 
   1

1, 1,2, ,
l L l

s s l L
   
    , then 

       1 1
1 1

l l L l L l
s s s s
      

      . Thus, 

     1
1

l L l
g s g s

   
   

     1
1 , 1,2, ,

l L l
g s g s l L

   
     . Based on the similarity measure of 

HFLTSs, we obtain               , , ,S S S S S Sm h n h m h n h m h n h      . Similarly, if    l l
s s
 

 , 
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for 
   1

1,
l L l

s s
   
    1,2, ,l L , then we can also get          , ,S S S Sm h n h m h n h    . 

(4)          , ,S S S Sm h n h m h n h  .  

4. Hesitant fuzzy linguistic cross-entropy measures 

In this section, we mainly discuss two hesitant fuzzy linguistic cross-entropy measures. The definition 

of hesitant fuzzy linguistic cross-entropy measure can be given as follows: 

 

Definition 4.1. Let  , , 1,0,1, ,tS s t       be a linguistic term set, 
  

1

1 1,2, ,S l
h s l L


   and 

  
2

2 1,2, ,S l
h s l L


   be two HFLEs. Then we call  

1 2
,S SCE h h  the hesitant fuzzy linguistic 

cross-entropy measure between 
1Sh  and 

2Sh  if it satisfies: 

(1)  
1 2
, 0S SCE h h  ; 

(2)  
1 2
, 0S SCE h h   if and only if      1 2 , 1,2, ,

l l
g s g s l L

 
  . 

 

Here we give a hesitant fuzzy linguistic cross-entropy measure formula between two HFLEs 
1Sh  and 

2Sh : 

 
               

1 2

1 1 2 2

1

1 ln 1 1 ln 11
,

2

L
l l l l

Q S S

l

qg s qg s qg s qg s
CE h h

L

   



     

 


   

           1 2 1 22 2
ln

2 2

l l l l
qg s qg s qg s qg s

   
   

  

                   1 1 2 2

1 1 1 1
1 1 ln 1 1 1 1 ln 1 1

2

L l L l L l L l
q g s q g s q g s q g s

          
        

    

 
             1 2 1 2

1 1 1 1
2 1 1 2 1 1

ln , 0
2 2

L l L l L l L l
q g s g s q g s g s

q
          

       
 




  (24) 

where         1 ln 1 2 ln 2 ln2 , 0q q q q q        . 
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Remark 3. For  
1 2
,Q S SCE h h , since     

2 2
1 ln 1 1 ln 2 ln 2 ln

2

d q
q q

dq q

 
       


ln1 0  , then  q  

is an increasing function. Also since the minimal value of  q  is 0  when 0q  , then   0q  . For 

the function      1 ln 1 , 0 1f x qx qx x     , we can get  f x   ln 1 0q qx q    and 

 
 

2

0
1

q
f x

qx
  


. Then,  f x  is a concave-up function of x , and thus,  

1 2
, 0Q S SCE h h   and 

 
1 2
, 0Q S SCE h h   if and only if      1 2 , 1,2, ,

l l
g s g s l L

 
  . Based on Definition 4.1,  

21 ,
QS SCE h h  is 

a hesitant fuzzy linguistic cross-entropy measure between 
1Sh  and 

2Sh . 

     

The other hesitant fuzzy linguistic cross-entropy measure formula can be shown as follows: 

 
 

               
1 2

1 2 1 2

1 1

1
1

1 11
,

2 21 2

p p p p

L
l l L l L l

P S S p
l

g s g s g s g s
CE h h

L

      





   

 
 



  

                 
           1 2 1 2

1 1
1 1

, 1
2 2

p p

l l L l L l
g s g s g s g s

p
      

               
    

  (25) 

Remark 4. Considering the function   pf x x , 0 1x   and 1p  , we get   1 0pf x px     and 

    21 0pf x p p x     . Therefore,  f x  is a concave-up function of x , and then  
1 2
, 0P S SCE h h   

and  
1 2
, 0P S SCE h h   if and only if      1 2 , 1,2, ,

l l
g s g s l L

 
  . According to Definition 4.1, 

 
1 2
,P S SCE h h  is a hesitant fuzzy linguistic cross-entropy measure between 

1Sh  and 
2Sh . 

 

Theorem 4.1. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 
  1,2, ,S l

h s l L


   be 

a HFLE. Then both    1 ,Q S Q S SE h CE h h   and    1 ,P S P S SE h CE h h   are the hesitant fuzzy 

linguistic entropy measures.  

Proof. (1) It follows from Eq. (24) that 

 

   1 ,Q S Q S SE h CE h h   
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                 1 1

1

1 ln 1 1 1 ln 1 1
2

1
2

L l l L l L l

l

qg s qg s q g s q g s

L

      



       


   


  

 
             1 1

2 1 2 1
ln , 0

2 2

l L l l L l
qg s q g s qg s q g s

q
      

     
    (26) 

 

where         1 ln 1 2 ln 2 ln2 , 0q q q q q        . 

For two HFLEs 
  1,2, ,S l

h s l L


   and 
  1,2, ,S l

h s l L


   , if 
   l l

s s
 

 , for 
   1

1
l L l

s s
   
   , 

1,2, ,l L , then we have 
       1 1

1 1
l l L l L l

s s s s
      

      . Thus,        1 1
1 1

l L l l L l
s s s s
      

      . Let 

0 , 1x y   and x y   , then  

  

 
       1 ln 1 1 ln 1 1 1 1 1

, ln , 0
2 2 2

qx qx qy qy qx qy qx qy
f x y q

          
         (27) 

Assume that x y , then x t y  . Thus, Eq. (27) becomes 

 ,f y
             1 ln 1 1 ln 1 1 1 1 1

ln , 0
2 2 2

q y q y qy qy q y qy q y qy
q

                 
    

(28) 

and then 

        ln 1 ln 1, 1 1
ln 0, 0

2 2 2 2

q q q y q q qydf y q y qyq q
q

d

 



         
       (29) 

Therefore, we can get that the function  ,f x y  is a non-decreasing function of x y   , for x y . 

Similarly, we can prove the other case where x y . Therefore, we have    Q S Q SE h E h , and get the 

maximal value 1  of  Q SE h  when S Sh h , as well as get the minimal value 0  of  Q SE h  when 

  0Sg h   or   1Sg h  . 

(2) It follows from Eq. (25) that 

   1 ,P S P S SE h CE h h    
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 

             1 1

1
1

1 12
1 , 1

2 21 2

p p p

L
l L l l L l

p
i

g s g s g s g s
p

L

      




                

   (30) 

Similarly, if x y   , then 

 , , 0 , 1, 1
2 2

pp px y x y
x y x y p

  
     

 
                      (31) 

and if x y , then x y  . In this case, Eq. (31) becomes  

 
  2

, , 1
2 2

p ppy y y
y p

 
 

   
   

 
                       (32) 

and  

 
 

1
1, 2

0, 1
2 2

p
pd y p y

y p
d

  





  

         

                   (33) 

Based on Eq. (33), the function  ,x y  is a non-decreasing function. In a similar way, we can prove 

the other case where x y . Thus, we have    Q S Q SE h E h , and obtain the maximal value 1  of  Q SE h  

when S Sh h , as well as get the minimal value 0  of  Q SE h  when   0Sg h   or   1Sg h  . 

 

Theorem 4.2. Let  , , 1,0,1, ,tS s t       be a linguistic term set, and 

    1,2, , 1,2
i

i

S l
h s l L i


     be two HFLEs. Suppose that there is only one element in 

1Sh  and 

 
1 0Sh s . Then  

1 2
,Q S SCE h h    

1 2
,Q S SCE h h  and    

1 2 1 2
, ,P S S P S SCE h h CE h h . 

 

Proof. By extending 
1Sh , we have 

     
1 1 1

01 2 L
s s s s
  

     and 
       1 1

01
l l

g s g s g s
 

  

 1,2, ,l L . Suppose that   
2

2 1,2, ,S l
h s l L


  , and 

     2 2

1
1

l L l
g s g s

   
  , then 

(1) Eq. (24) can be transformed into  

 
                 

1 2

1 1 2 2

1 1

1

1 ln 1 1 1 ln 1 1
1

,
2

L l l L l L l

Q S S

l

qg s qg s q g s q g s
CE h h

L

      



       


  


   

               1 2 1 2

1 1 1 1
2 1 1 2 1 1

ln
2 2

L l L l L l L l
q g s q g s q g s q g s

          
       

  
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                 1 1 2 2

1 1
1 1 ln 1 1 1 ln 1

2

L l L l l l
q g s q g s qg s qg s

      
      

  

             1 2 1 22 2
ln

2 2

l l l l
q g s g s q g s g s

   
   





 

               1 1 2 2

1

1 ln 1 1 ln 11

2

L
l l l l

l

qg s qg s qg s qg s

L

   



     

 


   

             1 2 1 22 2
ln

2 2

l l l l
q g s g s q g s g s

   
   

  

                   1 1 2 2

1 1 1 1
1 1 ln 1 1 1 1 ln 1 1

2

L l L l L l L l
q g s q g s q g s q g s

          
        

  

               1 2 1 2

1 1 1 1
2 1 1 2 1 1

ln
2 2

L l L l L l L l
q g s q g s q g s q g s

          
       





 
1 2
,Q S SCE h h  

Similarly, Eq. (25) can be transformed into 

 
 

               
1 2

1 2 1 2

1 1

1
1

1 11
,

2 21 2

p p p p

L
l L l L l l

P S S p
l

g s g s g s g s
CE h h

L

      





   

 
 



  

                 
           1 2 1 2

1 1
1 1

2 2

p p

L l L l l l
g s g s g s g s

      

               
    

 

 
               1 2 1 2

1 1

1
1

1 11

2 21 2

p p p p

L
l l L l L l

p
l

g s g s g s g s

L

      





   

 
 



  

            
           1 2 1 2

1 1
1 1

2 2

p p

l l L l L l
g s g s g s g s

      

               
    

 
1 2
,P S SCE h h  

Suppose that there are two HFLEs  
1 1 0 1, ,Sh s s s  and  

2 2 1,Sh s s  , we can describe the change 

trends of the values of the hesitant fuzzy linguistic cross-entropy measures  
1 2
,Q S SCE h h  and 

 
1 2
,P S SCE h h  by changing the values of the parameters q  and p . We take the values of p  from 1.01 to 
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2 with the step size 0.03, and take the values of q  from 0.01 to 1 with the same step size 0.03. By using the 

MATLAB software, the results can be shown in Fig. 6. 

 

 

Fig. 6. The change trend of  
1 2
,Q S SCE h h  based on the parameter q . 

 

 
 

Fig. 7. The change trend of  
1 2
,P S SCE h h  based on the parameter p . 

 

Remark 5. From Fig. 6 and Fig. 7, we can obtain that the cross-entropy  
1 2
,Q S SCE h h  is decreasing when 

increasing the values of q . On the contrary, the cross-entropy  
1 2
,P S SCE h h  is also increasing when 

increasing the values of p . 

In the following, we give an example to illustrate these two hesitant fuzzy linguistic cross-entropy 

measures:  

Example 4.1. Let  3, 2, 1,0,1,2,3tS s t      be a linguistic term set,  
1 0 1,Sh s s  and  

2 1 0,Sh s s  

be two HFLEs. The hesitant fuzzy linguistic cross-entropy between 
1Sh  and 

2Sh  can be obtained as: 
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 
 1 2

1 3 3 5 5 19 19 3 3 4 4 17 17
, ln ln ln ln ln ln 0.006

2 5ln5 3ln3 2 2 3 3 6 12 2 2 3 3 6 12
Q S SCE h h

 
       

  
, if 1q  . 

 
 1 2 1 2

1 1 1 25 4 1 49
, 0.028

9 4 72 9 4 722 1 2
P S SCE h h



 
       

  
, if 2p  . 

5. Weight-determining method and hesitant fuzzy linguistic alternative queuing method 

5.1. Hesitant fuzzy linguistic entropy and cross-entropy-based weight-determining method 

As we know, a hesitant fuzzy linguistic MCDM problem can be described as follows: Suppose that 

 1 2, , , mA A A A  is a set of alternatives,  1 2, , , nC C C C  is a set of criteria, and  1 2, , ,
T

nw w w w  

is the weight vector of all criteria, where 0jw  , 1,2, ,j n , and 
1

1
n

j

j

w


 . Let  
ijS

m n
H h


  

 1,2, , ; 1,2, ,i m j n   be the hesitant fuzzy linguistic decision matrix, where 
ijSh  is a HFLE for the 

alternative iA  with respect to the criterion jC . The decision matrix can be shown as: 

11 12 1

21 22 2

1 2

n

n

m m mn

S S S

S S S

S S S

h h h

h h h
H

h h h

 
 
 

  
 
  

 

For most hesitant fuzzy linguistic MCDM problems, the weights of criteria are completely unknown or 

incompletely known due to the time pressure, the lack of knowledge or data, and the experts’ limited 

expertise about the considered problems. Therefore, the first step of solving the MCDM problems is to 

determine the criteria weights, and a number of methods can be used to determine the criteria weights under 

hesitant fuzzy linguistic environment such as the entropy measure method [11]. However, if we use the 

entropy method, then it can only consider the influence of individual HFLEs, but the interrelationships 

between the evaluation values of alternatives with respect to each criterion are not taken into account. 

Therefore, it is necessary to develop a more reasonable method to determine the criteria weights based on 
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the hesitant fuzzy linguistic entropy and cross-entropy measures. 

For any criterion 
jC , we can define the average cross-entropy of the alternative iA  to all the other 

alternatives, which can be shown as  
1,

1
,

1 ij j

m

S S

i

CE h h
m 

  
 . Then, the overall cross-entropy for the 

criterion jC , i.e., the divergence degree of all alternatives corresponding to the criterion jC  is given as

 
1 1,

1
,

1 ij j

m m

S S

i i

CE h h
m 

   

 
 

 
  . It is natural that if the performance value of each alternative has little 

difference under a criterion, then it implies that this criterion plays a slightly important role in the priority 

procedure, so this criterion should be given a small weight. On the contrary, if there exist obvious 

differences about the performance values under a criterion, then such a criterion plays an important role in 

the MCDM problems and thus, it should be assigned a bigger weight.  

Similarly, by considering the hesitant fuzzy linguistic entropy, the overall entropy of the criterion jC  

can be shown as  
1

ij

m

S

i

E h


 . Based on the entropy theory, the experts should assign the criterion a bigger 

weight if the associated entropy value of the criterion is smaller considering that it can provide more useful 

information to the experts. 

By combining the hesitant fuzzy linguistic cross-entropy and entropy measures, we get 

     
1 1,

1
, 1

1 ij j ij

m m

S S S

i i

CE h h E h
m 

   

 
  

 
    (34) 

Therefore, we can draw a conclusion that the criterion jC  can be assigned a bigger weight when Eq. 

(34) has a bigger value. Thus, we can give a formula to determine the weight of each criterion: 

    

    

1 1,

1 1 1,

1
, 1

1
, 1,2, ,

1
, 1

1

ij j ij

ij j ij

m m

S S S

i i

j n m m

S S S

j i i

CE h h E h
m

w j n

CE h h E h
m





 

 

  

   

 
  

  
 

  
 

 

 

               (35) 

In fact, the experts may not be able to judge the correct values for the criteria weights because they may 
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lack the specialized knowledge or the practical decision situations are complicated. Sometimes, the experts 

can provide partial knowledge about the criteria weights. For convenience, we let   be the set of all 

information about the criteria weights. Then, Model 1 can be established to obtain the optimal weight vector: 

Model 1 

    

 

1 1 1,

1 2

1

1
, 1

1

, , ,

. .
1, 0, 1,2, ,

ij j ij

n m m

w S S S j

j i i

T

n

n

j j

j

Max E CE h h E h w
m

w w w w

s t
w w j n



    



 
    

 

  



  


 



   

Remark 6. In Model 1, there exists the incomplete weight information  , and the criterion jC  can be 

assigned a bigger weight when Eq. (34) has a bigger value. Thus, we combine Eq. (34) and the weight vector 

 1 2, , ,
T

nw w w w  as the objective function wE , and then calculate the maximum of wE .  

5.2. Hesitant fuzzy linguistic alternative queuing method 

For the classical decision making methods, we need to aggregate the criteria values for each alternative 

and get the ranking of all alternatives. However, considering that the decision information can be disposed 

from the angle of criterion, in other words, we can deal with all the alternatives under each criterion, Gou et 

al. [13] established the AQM, which can be used to deal with hybrid fuzzy information, ranking information, 

and both of them by combining the directed graph and 0-1 precedence relationship matrix. Obviously, we 

can also develop a HFL-AQM to deal with the MCDM problems with hesitant fuzzy linguistic information. 

Firstly, we need to show the directed graph and the 0-1 precedence relationship matrix. 

(1) Directed graph 

As shown in Fig. 8, there are five alternatives 1 2 5, , ,A A A . The directed arc 1 3A A  expresses 

1 3A A  ( 1A  is superior to 3A ). If two alternatives are equal ( 1 4A A ), then we need to draw two 
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directed arcs 1 4A A  and 4 1A A . Specially, we do not need to draw any directed arc if two 

alternatives cannot be compared ( 2A  and 5A ).  

1A

3A

2A

5A4A
 

Fig. 8. A directed graph of alternatives. 

 

(2) 0-1 precedence relationship matrix 

The 0-1 precedence relationship matrix, denoted by    , 1,2, ,ik m m
P p i k m


  , can be used to express 

the precedence relationships among the alternatives ( 1,2,..., )iA i m . We denote 1ikp   and 0kip   

if i kA A , denote 1ik kip p   if i kA A , and denote 0ik kip p   if iA  and kA  cannot be 

compared.                        

In fact, the directed graph and the 0-1 precedence relationship matrix can be equivalently transformed 

to each other. Therefore, Fig. 8 can be transformed into the 0-1 precedence relationship matrix M : 

1 2 3 4 5

1

2

3

4

5

1 1 1 1 0

0 1 0 0 0

0 1 1 1 1

1 0 0 1 1

0 0 0 0 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

 

When dealing with the MCDM problem, the final results can be shown in a directed graph or a 0-1 

precedence relationship matrix. Then we can derive the ranking of all alternatives. In the directed graph, let 

i  be the number of directed arcs which start from iA , and i  be the number of directed arcs which point 
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to iA . Then we have i i i    . Obviously, the bigger the value of i  is, the more optimal the alternative 

iA  should be. Finally, we can get the ranking of all alternatives based on the values of all ( 1,2,..., )i i m  .  

In the following, by combining the hesitant fuzzy linguistic entropy and cross-entropy measures with 

the HFL-AQM, we give an algorithm for dealing with the MCDM problems with incomplete weight 

information, which mainly includes two parts: (1) calculating the weight vector of criteria; and (2) deriving 

the ranking of alternatives. The algorithm can be shown as follows: 

Step 1. Calculate the weight vector  1 2, , ,
T

nw w w w  of the criteria by utilizing the hesitant fuzzy 

linguistic entropy and cross-entropy measures.  

Step 2. Make pairwise comparisons among all alternatives with respect to each criterion by utilizing the 

expectation values and the variances of HFLEs. Then the directed graph or the 0-1 precedence relationship 

matrix with respect to each criterion can be established. For each alternative pair  ,i kA A  corresponding to 

the criterion jC , we denote  i k j
A A  if the alternative iA  is superior to kA ; On the contrary, we denote 

 i k j
A A  if the alternative kA  is superior to iA ; In particular, we denote  i k j

A A  if there is no 

difference between iA  and kA . 

Step 3. Based on the considered three cases in Step 2, the overall pros weights  i kw A A

 , 1,2, ,i k m , the overall cons weights  i kw A A  , 1,2, ,i k m  and the overall indifference 

weights  i kw A A  of all alternative pairs  ,i kA A  , 1,2, ,i k m  can be calculated. Then, summing 

all the weights of  i k j
A A  over the criteria  1,2, ,jC j n , we obtain  

 i k j

i k j

j A A

w A A w


  . 

Analogously, we can also calculate  i kw A A  and  i kw A A , respectively.  

Step 4. Calculate the overall pros and cons indicated value about the alternative pair  ,i kA A : 

  
   

   
,

i k i k

i k

i k i k

w A A w A A
O A A

w A A w A A


  


  
   (36) 
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where 0 1  . The parameter   indicates the important degree of  i kA A . 

Step 5. Given the threshold value 1 , we get the relationships among all alternatives: 

 

 

 

, ,

, 1 ,

, 0 , 1

i k i k

i k i k

i k i k

A A O A A

A A O A A

A A O A A










  
   

                    (37) 

Then, the ultima directed graph or the 0-1 precedence relationship matrix can be constructed. 

Step 6. Based on the ultima directed graph or the 0-1 precedence relationship matrix, we calculate the 

ranking value of each alternative iA : , 1,2, ,i i i i m     . 

Step 7. Rank all alternatives  1,2, ,iA i m  by comparing the values  1,2, ,i i m  . The larger 

i , the better the alternative iA , and thus, we get the optimal alternative with the largest of

 1,2, ,i i m  . 

To illustrate the calculation process intuitively, a flow chart can be drawn as shown in Fig. 9.  
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 

      Input , ,

1,2, , ; 1,2, ,

    
iji j SA C h

i m j n 

     

Compare and rank all the alternatives with respect

to each criterion, and denote three alternative pairs

,  and i k i k i kj j j
A A A A A A

 

 

 

Calculate three kinds of overall weights:

the overall pro weight 

the overall cons weight 

the overall indifferent weight 

i k

i k

i k

w A A

w A A

w A A

Calculate the , 1,2, ,i i i i m    

 

The final ranking of all alternatives

 can be obtained by comparing the 

     sizes of all 1,2, ,i i m 

*Select the best alternative and output itA

End

 

Calculate overall pros and cons indicated

 value about the alternative pair ,i kA A

 

 Give the threshold value , and obtain the 

ultima directed graph based on relationships 

          among , , and 1i kA A



 

 1 2Calculate weight vector , , ,  of 

criteria by utilizing the hesitant fuzzy linguistic

       entropy and cross-entropy measures 

T

nw w w w

 

Fig. 9. The algorithm based on hesitant fuzzy linguistic entropy and cross-entropy measures and HFL-AQM. 
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6. Case study 

6.1. A practical application of the weight-determining method and the HFL-AQM 

In China, the hierarchical medical (HM) is the most important work of healthcare reform in 2016. The 

tertiary hospitals play a key role in medical science, technological innovation and talent cultivation. We can 

retrospect the fountainhead of the HM at the beginning of hospital hierarchy partition. Even though the 

function of the HM can be judged from the hospital hierarchy partition, considering the medical technology 

and medical facility are uneven in different levels of hospitals, the high quality resources are concentrated in 

tertiary hospitals and the shunt effect of medical insurance payment system is not obvious. Thus, the above 

shortcomings lead to a series of problems such as the serious phenomenon of disorder hospitalizing, the 

medical resource allocation increasingly imbalance, intensifying the doctor-patient conflicts, etc.  

Because of this, China vigorously carries out the HM by taking the top-down pushing approach, such as 

giving policy funding to support the development of basic medical institution and limiting the expansion of 

tertiary hospitals. In spite that the tertiary hospitals still dominate the absolute advantage positions in 

medical system, at the same time, some practical difficulties appear on the road of the HM implementation. 

Some aspects of the resultant force have caused a huge impact to tertiary hospitals and the hospitals’ 

administrators have to face these problems: the outpatient service volume reduction, the revenue reduction, 

the development limitation, the medical personnel increased mobility, the management of personnel 

increased difficulty, etc.  

In order to deal with these problems, the managers come up with some alternative methods:  

1A : Creating a relatively close regional medical association; 

2A : Optimizing the structure of hospital business; 

3A : Building some key departments; 
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4A : Deepening the cooperation with county-level hospitals; 

5A : Deepening the cooperation with social capitals. 

This is a MCDM problem for selecting the optimal alternative methods to deal with the influences of 

the HM. Meanwhile, for the problem we discussed above, some criteria can be set, such as 1C : the 

outpatient service volume, 2C : the revenue, 3C : the development, 4C : the medical personnel mobility, 5C : 

the management of personnel. For this MCDM problem, the weights of the criteria are incompletely known 

and can be given as  1 2 3 4 3 2 1 4 4 5 2,0.1 0.25, 4 2 , , 0.4w w w w w w w w w w w           . The experts 

give their evaluations about each alternative with respect to each criterion. The evaluation values are 

expressed as HFLEs and they establish a decision matrix  
5 5ijSR h


  as shown in Table 1. 

 
Table 1. 

The decision matrix of evaluation values. 

 1C  
2C  

3C    
4C   

5C  

1A   0 1 2, ,s s s   0 1 2, ,s s s   0s   1 2,s s   1 2 3, ,s s s  

2A   1 0 1, ,s s s
  2s   0 1,s s   0 1 2, ,s s s   1 2,s s  

3A   3 2 1, ,s s s  
  1 2,s s   1 0 1, ,s s s

  1 2 3, ,s s s   2s  

4A   0s   2 1,s s 
  1s   2 1,s s 

  0 1,s s  

5A   1 2 3, ,s s s   3s   1 2,s s   0s   2s  
    

We can utilize the hesitant fuzzy linguistic entropy and cross-entropy based weight-determining method 

and the HFL-AQM to deal with this MCDM problem. 

Step 1. According to Model 1, we can calculate the weight vector of criteria by the following model: 

Model 2 

    
1 1 1,

1 2 3 4 5

3 2 1 4 4 5 2

1

1
, 1

1

. . 0.1 0.25, 4 2 , , 0.4

1, 0, 1,2, ,

ij j ij

n m m

w S S S j

j i i

n

j j

j

Max E CE h h E h w
m

w w w w w

s t w w w w w w w

w w j n


 


   



 
    

 




   


     

   


 


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In Section 3 and Section 4, we define four hesitant fuzzy linguistic entropy measures and two hesitant 

fuzzy linguistic cross-entropy measures. We can use them to obtain eight weight vectors of criteria and the 

results can be shown in Table 2. In the following step, we only take the first combination as an example.  

 
Table 2.  

The weight vector of the criteria based on different combinations. 

The entropy and cross-entropy Combination The weight vector w  

Combining 
QCE  and 

1E   1 0.094,0.379,0.100,0.198,0.229
T

w   

Combining 
QCE  and 

2E   2 0.094,0.379,0.100,0.198,0.229
T

w   

Combining 
QCE  and 

3E   3 0.099,0.398,0.100,0.200,0.203
T

w   

Combining 
QCE  and 

4E   4 0.099,0.398,0.100,0.201,0.202
T

w   

Combining 
PCE  and 

1E   5 0.094,0.378,0.100,0.190,0.238
T

w   

Combining 
PCE  and 

2E   6 0.094,0.378,0.100,0.190,0.238
T

w   

Combining 
PCE  and 

3E   7 0.099,0.395,0.100,0.199,0.207
T

w   

Combining 
PCE  and 

4E   8 0.099,0.399,0.100,0.200,0.202
T

w   

 

Step 2. Obtain the ranking of all alternatives with respect to each criterion by utilizing the expectation 

value and the variance of HFLEs. For example,    
11 21

1 1 2 5 2 1 1 1 2 1

3 2 3 6 3 3 3 2 3 2
S Se h e h

   
           

   
, then we 

denote 1 in the precedence relationship matrix of 1C . Similarly, the five 0-1 precedence relationship 

matrixes with respect to  1,2, ,5iC i   can be established, shown as  1,2, ,5M   , respectively: 

1 2 3 4 5

1

2

1

3

4

5

1 1 1 1 0

0 1 1 0 0

0 0 1 0 0

0 1 1 1 0

1 1 1 1 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

, 

1 2 3 4 5

1

2

2

3

4

5

1 0 0 1 1

1 1 1 1 1

1 0 1 1 1

0 0 0 1 1

0 0 0 0 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

, 

1 2 3 4 5

1

2

3

3

4

5

1 0 1 0 0

1 1 1 0 0

0 0 1 0 0

1 1 1 1 0

1 1 1 1 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

, 

1 2 3 4 5

1

2

4

3

4

5

1 1 0 1 1

0 1 0 1 1

1 1 1 1 1

0 0 0 1 0

0 0 0 1 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

, 

1 2 3 4 5

1

2

5

3

4

5

1 1 0 1 0

0 1 0 1 0

1 1 1 1 1

0 0 0 1 0

1 1 1 1 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

 

 

Step 3. Calculate the overall pros weights  i kw A A ( , 1, ,52,i k  ), the overall cons weights 
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 i kw A A ( , 1, ,52,i k  ) and the overall indifference weights  i kw A A ( , 1, ,52,i k  ) of all 

alternative pairs  ,i kA A  ( , 1, ,52,i k  ). Based on  
 i k j

i k j

j A A

w A A w


   and the weight vector 

 1 0.094,0.379,0.100,0.198,0.229
T

w  , the weights of all alternative pairs can be calculated. For example, we 

can find that 1 2A A  in 1M , 4M  and 5M , so  1 2 0.094 0.198 0.229 0.521w A A     . Similarly, the 

weights of all alternative pairs under the combination of QCE  and 1E  can be shown in Table 3. 

 
Table 3. 

The weights of all alternative pairs under the combination of QCE  and 1E . 

Overall pros weight Weight value Overall cons weight Weight value Overall indifference weight Weight value 

 1 2w A A  0.521  1 2w A A  0.479  1 2w A A  0 

 1 3w A A  0.199  1 3w A A  0.801  1 3w A A  0 

 1 4w A A  0.521  1 4w A A  0.479  1 4w A A  0 

 1 5w A A  0.806  1 5w A A  0.194  1 5w A A  0 

 2 3w A A  0.573  2 3w A A  0.427  2 3w A A  0 

 2 4w A A  0.806  2 4w A A  0.194  2 4w A A  0 

 2 5w A A  0.577  2 5w A A  0.423  2 5w A A  0 

 3 4w A A  0.806  3 4w A A  0.194  3 4w A A  0 

 3 5w A A  0.577  3 5w A A  0.194  3 5w A A  0.229 

 4 5w A A  0379  4 5w A A  0.621  4 5w A A  0 
 

Step 4-Step 5. Utilize Eq. (34) and Eq. (35) (let 0.8  and 1.1 ) to construct the ultima 

precedence relationship matrix and the directed graph as shown in *M  and Fig. 10.  

1 2 3 4 5

1

2*

3

4

5

1 0 0 1 1

1 1 1 1 1

1 0 1 1 1

0 0 0 1 0

0 0 0 1 1

A A A A A

A

A
M

A

A

A

 
 
 
 
 
 
 
 

 

1A

3A

2A

5A
4A

 
Fig. 10. A directed graph of all alternatives. 
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Step 6. Based on *M  and Fig. 10, we can calculate the ranking value of each alternative: 

1 3 2 1    , 2 5 0 5    , 3 4 1 3    , 4 1 4 3     , and 5 2 3 1      

Step 7. The final ranking of all alternatives can be obtained by comparing all  1,2, ,5i i  : 

2 3 1 5 4A A A A A , and thus, the most optimal alternative is 2A . 

Additionally, based on the remaining combinations, the rankings of alternatives can be shown in Table 

4.  

Table 4.  

The ranking orders of alternatives based on the remaining combinations. 

The entropy and cross-entropy combination  The ranking orders of alternatives The optimal alternative 

Combining 
QCE  and 

2E  
2 3 1 5 4A A A A A  

2A  

Combining 
QCE  and 

3E  
2 3 1 5 4A A A A A  

2A  

Combining 
QCE  and 

4E  
2 3 1 5 4A A A A A  

2A  

Combining 
PCE  and 

1E  
2 3 1 5 4A A A A A  

2A  

Combining 
PCE  and 

2E  
2 3 1 5 4A A A A A  

2A  

Combining 
PCE  and 

3E  
2 3 1 5 4A A A A A  

2A  

Combining 
PCE  and 

4E  
2 3 1 5 4A A A A A  

2A  

 

From the calculation process above, we can make some analyses as follows: 

(1) Based on the hesitant fuzzy linguistic entropy and cross-entropy measures, we have established a 

model to calculate the weight vector of criteria. This model considers not only the individual effect of each 

HFLE (by the hesitant fuzzy linguistic entropy measures), but also the interaction effect between any two 

HFLEs (by the hesitant fuzzy linguistic cross-entropy measures). Therefore, this weight-determining method 

is reasonable considering that it is sufficient to deal with the decision information. 

(2) The HFL-AQM has been developed to deal with the hesitant fuzzy linguistic information. This 

method uses both the graph theory and the precedence relationship matrix, especially, the directed graph 

makes the final ranking results of all alternatives more intuitively to be distinguished. 

(3) In this case study, we have listed eight combinations of the hesitant fuzzy linguistic entropy and 
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cross-entropy measures and obtained eight different weight vectors of criteria (See Table 2). From the final 

results (See Table 4), we can know that these eight combinations get the same decision making result. Thus, 

in the future work, we can only select one combination to calculate the weight vector of criteria for the 

MCDM problems. 

6.2. Comparative analyses 

We can make a comparative analysis between our weight-determining method and the satisfaction 

degree-based method [23]. Considering the relationships between the HFSs and the HFLTSs, in the 

following, we first use the satisfaction degree-based method to determine the weights of criteria under 

hesitant fuzzy linguistic environment.  

Step 1. Calculate the expectation values of HFLEs in Table 2, and they are shown in Table 5. 

 
Table 5. 

The expectation values of the HFLEs. 

 1C  
2C  

3C    
4C   

5C  

1A  2/3 2/3 1/2 3/4 5/6 

2A  1/2 5/6 3/5 2/3 3/4 

3A  1/6 3/4 1/4 5/6 5/6 

4A  1/2 1/4 2/3 1/4 3/5 

5A  5/6 0 3/4 1/2 5/6 
 

Step 2. Let the parameter 0.4  , then we establish Model 3 to calculate the weight information: 

Model 3 

 

   

 

   

 

1 2 3 4 5

1 2 3 4 5 1 2 3 4 5

1 2 3 4 5

1 2 3 4 5 1 2 3 4 5

1 2 3 4 5

0.6 2 3 2 3 1 2 3 4 5 6
max

0.4 1 3 1 3 1 2 1 4 1 6 0.6 2 3 2 3 1 2 3 4 5 6

0.6 1 2 5 6 3 5 2 3 3 4

0.4 1 2 1 6 2 5 1 3 1 4 0.6 1 2 5 6 3 5 2 3 3 4

0.6 1 6 3 4 1 2 5 6 5 6

0.4 5

w w w w w

w w w w w w w w w w

w w w w w

w w w w w w w w w w

w w w w w

   

        

   


        

   


   

 

   

 

 

1 2 3 4 5 1 2 3 4 5

1 2 3 4 5

1 2 3 4 5 1 2 3 4 5

1 2 3 4 5

1 2 3 4 5 1 2

6 2 4 1 2 1 6 1 6 0.6 1 6 3 4 1 2 5 6 5 6

0.6 1 2 1 4 2 3 1 4 3 5

0.4 1 2 3 4 1 3 3 4 2 5 0.6 1 2 1 4 2 3 1 4 3 5

0.6 5 6 0 3 4 1 2 5 6

0.4 1 6 1 4 1 2 1 6 0.6 5 6 0 3

w w w w w w w w w w

w w w w w

w w w w w w w w w w

w w w w w

w w w w w w w

        

   


        

   


       3 4 54 1 2 5 6w w w 
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Solving Model 3 by the MATLAB software, we get the weight vector  0.099,0.39,0.1,0.198,0.213
T

w  . 

Based on the HFL-AQM, the final ranking of all alternatives is 2 3 1 5 4A A A A A , and thus, the most 

optimal alternative is 2A . 

Moreover, we can make a comparative analysis between the HFL-AQM and the weighted hesitant 

fuzzy linguistic Bonferroni mean (WHFLBM) operator [7]. The WHFLBM operator is shown as: 

  

      
 

     1 2

1

, 1

, 1

1
, , ,

1n i j

p q
qn p

p q

S S S i S j S
i j
i j

WHFLB h h h g g h g h
n n

  








 
                 
 

        (38) 

which can be used to aggregate the evaluation information of each alternative. Based on the proposed 

weight-determining method and the WHFLBM operator, the final ranking of all alternatives is 

2 3 1 5 4A A A A A , and thus, the most optimal alternative is 2A . 

In what follows, we make some comparative analyses of the above numerical results: 

(1) The hesitant fuzzy linguistic entropy and cross-entropy measures mainly consider the direction of 

thermodynamics. By combining the entropy and cross-entropy measures, the decision information can be 

considered more adequately. By transforming the decision information into the expectation values, the 

satisfaction degree-based method utilizes a model to derive the weight information. Even though these two 

methods obtain almost the same criteria weights, the hesitant fuzzy linguistic entropy and cross-entropy 

measure-based method is more reasonable because it not only considers the decision information more 

adequately, but also does not lose any information. 
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(2) The HFL-AQM mainly uses both the graph theory and the precedence relationship matrix. 

Furthermore, the directed graph makes the final ranking result of all alternatives more intuitively to be 

distinguished. From the direction of information aggregation, the WHFLBM operator can not only consider 

the significances of the weights of all criteria, but also reflect the interrelationships among the criteria. 

However, the main shortcoming of the WHFLBM operator is that the calculation complexity is very high 

when we need to do the addition and multiplication over HFLEs. On the contrary, the HFL-AQM is very 

simple and easy to get the optimal result. 

(3) From the decision making results above, both of these two methods get 2 3 1 5 4A A A A A  

and the optimal alternative is 2A . However, by considering the information integrity and the calculation 

integrity, the hesitant fuzzy linguistic entropy and cross-entropy measure-based weight-determining method 

and the HFL-AQM are reasonable to deal with the hesitant fuzzy linguistic MCDM problems. 

7. Conclusions 

In this paper, we have introduced some hesitant fuzzy linguistic entropy and cross-entropy measures, 

and discussed their properties. By combining them, a weight-determining model has been established. 

Additionally, we have developed a HFL-AQM to deal with the MCDM problems based on the directed 

graph and the precedence relationship matrix. Finally, a case study concerning the tertiary hospital 

management has been made to verify the weight-determining method and the HFL-AQM, in which the 

optimal method has been selected to deal with the problems of tertiary hospitals related to hierarchical 

medical (HM). Some comparisons of our weight-determining method and the HFL-AQM with the 

satisfaction degree-based method and the WHFLBM operator have been made so as to validate the 

efficiency and effectiveness of our method. 
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