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Abstract

The unbroken amplification of a versatile urban setup is challeng. ' by huge Big Data processing. Under-
standing the voluminous data generated in a smart urban ervironmer ; for decision making is a challenging
task. Big Data analytics is performed to obtain useful insights ar. "1t ’ ae massive data. The existing conven-
tional techniques are not suitable to get a useful insight due to “he huge volume of data. Big Data analytics
has attracted significant attention in the context of large ... uava computation and processing. This paper
presents a Hadoop-based architecture to deal with Big Data ~ading and processing. The proposed architec-
ture is composed of two different modules, i.e., Big D. .. 0 ~ding and Big Data processing. The performance
and efficiency of data loading is tested to propose a « 1< .omized methodology for loading Big Data to a
distributed and processing platform, i.e., Hadoor, ™o e. ymine data ingestion into Hadoop, data loading
is performed and compared repeatedly against diffe en. decisions. The experimental results are recorded
for various attributes along with manual and t .. **~n. 1 data loading to highlight the efficiency of our pro-
posed solution. On the other hand, the processing '~ achieved using YARN cluster management framework
with specific customization of dynamic scheduling. In addition, the effectiveness of our proposed solution
regarding processing and computation is - iso n._hlighted and decorated in the context of throughput.

Keywords: Big Data Analytics, Smart. Ci., Int rnet of Things, Hadoop.

1. Introduction exponentially. Besides, the generated data is not
in a structured form [3]. Internet of Things (IoT)
plays an essential role in the evolution of data. IoT
connects the physical objects with the Internet and
makes the objects smarter. IoT is the organiza-
tion and arrangement of interconnected machines,
objects and computing platforms to transmit data

over a particular network. IoT has changed the en-

With the passage of time, the . ~hnological
growth has revolutionized the ' cu. ~ation of data [1].
Unlike the landline phones o’ earl er ages, the avail-
ability of smart phones has maau. our lives smarter.
We used to have floppy d”sks for data storage, how-
ever, the same data arc ~o v strred at the cloud.

A huge amount of d=*~ is g .~ rated by each ac-
tion performed usin | the n. biles phones [2]. The
introduction of smar. cars ir the transportation in-
dustry has incres..J the ocale of data generation.
These cars have 1 numb v of sensors to record every
happening event ‘n the context of a vehicle’s func-
tionality. T%w< the volume of data has increased
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tire digital world and is the main reason behind the
evolution of data. It is predicted that there will be
50 billion physical devices integrated in the Internet
by 2020 [4].

IoT forms the base of smart urban setup and its
services. These services include but are not limited
to transportation, smart parking, healthcare, waste
management and smart grid [5, 6, 7, 8]. Smart ur-
ban is not only about the integration of IoT and
ICT, but also about a voluminous amount of data
produced in these environments. This huge collec-
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tion of data is used for intelligent decision making
in the context of smart governance. The main ob-
jective of smart urban is to improve the quality of
life and the effectiveness of urban services and op-
erations. At the same time, it conforms various re-
quirements with regard to social and environmental
facets [9]. The benefits of smart urban are persua-
sive in case of acquiring a huge amount of gigan-
tic data from IoT and ICT-based environments. A
smart city chooses among the best available tech-
nologies and skills to solve urban challenges such
as, air pollution, loss of mobility due to traffic con-
gestion, energy inefficiency, and city crimes. The
worldwide smart urban returns are predicted to rise
up to 88.7 billion USD by 2025 from 36.8 billion
USD in 2016 [10].

In recent years, Big Data has established a no-
table impetus from industry, governments, and re-
search societies. Big Data can be defined as an
expression that covers utilization of practices to
collect, pre-process, process, compute, analyze, ex-
tract, and visualize huge data in a practical time
slot, which is unavailable to standardized technolo-
gies of ICT [11, 12, 13, 14]. This definition can b.
interpreted as a relative term describing the circum-
stances for existence of Big Data. The first p _*
of this definition indicates different dimensions o.
data to be termed as Big Data V’s in which the
major dimensions are volume, velocity ‘ad v.vi-
ety [14]. Development and expansion of “mart u -
ban and smart production is a foremor: anx. *v
this era, where the smart city and in sty can be
developed using Big Data analytics .~ . Io7 [15].
Presently, there is an eagerness r garding .he po-
tentials possessed by innovative an.' wide-ranging
sources of data to understand, manage, control and
administer the cities in a smar er v ay [16]. The con-
stituency of the smart cities « ~J societies is totally
dependent on Big Data as che lat. ~ plays a pivital
role [17]. It is argued t' at Fuig Data for the most
part, is being generated by msc sin the IoT-based
environment. It syml uuzes a acep revolution in the
categorization of dat \ that is analyzed to determine
happening events in e cit'zs [18]. A comprehen-
sive research har peen nindertaken to highlight the
existing works ¢ 1 Big L wta and IoT for smart city
development and = “Fici- at decision making [19].

Hadoop i. «c. ~viced of a number of small sub-
projects, i.e., ¢ = 1ents, that belong to its infrastruc-
ture category fc distributed computing [20, 21].
There are essentially two major components of
Hadoop. The first one is a storage Hadoop Dis-

tributed File System (HDFS) 22] to store the Big
Data of diverse structure c¢ os. vays. The second
component is the processing unit v. at allows par-
allel processing and is bs sed »n Map Reduce pro-
gramming paradigm al. "2 with cluster resource
management in a dis.-ibutc' environment. The
other sub-projects of Hadce ~ offer complementary
operations. The o en ' - "rce framework can store
a huge quantity ¢. 1e a and can run a number of
applications on <~vera. 'usters of commodity hard-
ware. By defa (t, it i. an underlying storage mech-
anism using Edoop ramework. HDFS makes it
possible tc _tore (.verse range of huge datasets.
It mainte ms “.ie 'og file regarding the metadata
i.e., storea uata. Moreover, HDFS is a counter-
part of tu. Google File System (GFS) [23]. Similar
to FDFS, Gi'S is a distributed and partition file
system hat 3 chunk-based to maintain the fault-
tolera. ~e property by data replication and parti-
" _.lig. xvis the fundamental storage layer or space
ot J'~ud computing platform, provided by Google.
Tha Hadoop provides the paramount data manage-
v ent necessities that are verified by various propos-
a 2 using Hadoop platform for a large-scale network.
Tadoop is highly scalable and cost-effective, which
is justified by proposing methods for speedy event
discovery on an enormous quantity of data.

In this paper, we propose an urban data man-
agement system using Hadoop to address the is-
sues of Big Data analytics. The proposed scheme
is Hadoop-based architecture that deals with data
loading and processing. The proposed scheme is
comprised of two different parts. The first part
is responsible for transferring and storing the Big
Data in Hadoop and the second part deals with the
data processing. The major contributions of this
paper are as follow.

1. Initially, a data ingestion utility is customized
for loading the data efficiently into Hadoop.
The utility loads the data in parallel, which
helps to ingest the data quickly in order to
achieve efficient working of the overall system.

2. The HDFS architecture is customized with re-
gard to replicas and block size in order to avoid
the network overhead while loading the data
into Hadoop. Thus, our proposed customiza-
tion of Hadoop system architecture assists the
parallel data loading.

3. A novel utilization of Hadoop latest descrip-
tion is proposed that is based on YARN (Yet
Another Resource Negotiator). The proposed



YARN-based solution facilitates the system ar-
chitecture to provide efficient processing of Big
Data being generated by smart devices in an
IoT environment.

4. Finally, extensive simulation is conducted us-
ing Apache Hadoop by considering authentic
and reliable datasets produced in simulated
scenario of the smart urban. The simulation
results reveal that the proposed architecture is
feasible for analyzing huge datasets generated
in an IoT-based smart environment.

The rest of this paper is organized as follows. A
review of related works is presented in Section 2.
The proposed architecture is presented in Section
3. Section 4 elaborates the analysis and results.
Finally, Section 5 presents the conclusions of the
proposed work.

2. Related Work

The growth of smart urban attracts the concen-
tration of researchers and scientists in the course
and direction of a proficient architectural devise. /
typical smart city design can present a variety of
returns. In addition, a large variety of work rel .-
to Big Data analytics and IoT from theoretical tc
a complete set of processes are being enclosed by
the smart city. At present, a number of rese. <h
groups are functional to develop differer. solutio s
to illustrate a broad design for smart ¢'.y, ba.~1 1n
Big Data analytics and IoT. Moreove , a - ariety of
proposals have been proposed that pu. = : the ough
experimentation and simulations, »ased o.. ne test
beds, to conquer the issues regs .a.. ~ the analysis
of Big Data generated in the [nT-basea smart city
environments. To establish “ne 1 rospective bene-
fits of Big Data analytics fo. st art cities, Smart-
Santander test bed in Nrcth Sp.'™m was designed
[24, 25], where the anal sis v :lated to a particular
season, traffic, temperatur. and working days were
performed to describs a netwoi < with several inter-
acting entities. Like vise, a ¢ nart city architecture
was proposed from dw = vie vpoint [26].

Yet Another F esource Negotiator (YARN) is the
brain of Hadoo, respon ible for the core activities
[27]. It is respow *hle jor cluster management in
Hadoop latc <. ~“intion. It performs all the pro-
cessing action. 'y scheduling tasks and allocating
the resources. 1. is comprised of two major units,
i.e., resource manager and node manager. YARN
was introduced in the latest description of Hadoop

[28, 29]. It detaches the main ¢ perations of resource
management, job tracker, a.a b scheduling to a
separate daemon. The basic idea .. to encompass
an inclusive resource msaag ment controller and
per-application one spe. fic application master to
separate the cluster m. ~age.. ~nt and core process-
ing [28]. Those appli~atiow. *hat require write once
and read many tim s ge - “he most utilization out of
Map Reduce (MR, s gramming paradigm [30]. In
Hadoop framew~~%, th = are various programming
languages ava’ able ti. vt support MR programming
paradigm sucl. as Rul /, Java, and Python [31, 32].
There are <_.ae vao.c classes for Map Reduce pro-
cessing v aich ar. provided by various program-
ming languages. In an MR program, there are
two funcu. ns performed, i.e., Map() and Reduce().
The Map fu :tion carries out actions like group-
ing filu. “ine and sorting while Reduce summarizes
and «_~regates the result by mapping. The in-

~. cuvput of the MapReduce are in the key-value
pan ‘K, V) format.

™ 53], a 3-tier architecture was proposed for
s 100th communication among heterogeneous con-
L cted devices across a ubiquitous platform. To
“uild up the physical execution of a large-scale IoT
infrastructure in a Santander city, a scheme on a
variety of test bed components was proposed [25].
In the literature, it is stated that the things can be
linked and communicated via Internet to be utilized
for different applications [34]. The Internet vision
can also be assumed as 'Ubiquitous IoT’ [35] that
is close to the idea of social association model. One
of the complementary approaches for smart urbans
to conquer the mobility issues is to spearhead the
scientific bound with the Big Data [36]. Similarly,
the Big Data management is considered the key for
smart grid management [37].

Various platforms and solutions are designed for
describing the combination of IoT and social net-
work [38, 39]. The purpose of the web cannot
be underestimated to connect various devices [40].
Each picky application needs multifaceted amalga-
mation effort, and consequently practical capabil-
ity, endeavor and instance which avoids the con-
sumers from producing small premeditated appli-
cations using sensor networks. There are numerous
works performed to manage an enormous amount
of data and offer IoT services. There are numerous
difficulties in Big Data management, however, diffi-
culties due to sophisticated IoT environment starts
to be extremely precious learning in research [13].
In addition, various solutions are used for imple-



mentation to deal with Big Data in the context
of offline and online enormous data coming from
IoT. Big Data from the linked things can be ana-
lyzed with the help of various storage services [41].
These storage services improve data scalability, ac-
cessibility, flexibility, and compliance. Connecting
ToT with social network, the concept of Big Data is
kept side-wise. The Big Data and IoT are becom-
ing very popular to incorporate other disciples. For
instance, advanced machine learning methods, e.g.
deep computation, has accomplished the efficient
recital for Big Data feature learning [42, 43, 44].
Similarly, the computation method of deep convo-
lution facilitated noteworthy improvement in Big
Data feature learning [45, 46]. This is because, IoT
and Big Data have an extremely influential relation-
ship to work together as these are the main sources
of smart urban.

3. Proposed Methodology

Our proposed urban data management system
is composed of various layers. The data analytice
in smart urban applications is performed at lay-
ers, based on different architectures. These lavers
include source systems and data collection, ac ‘=
loading and processing, and results utilization as
depicted in Figure 1. The description of tF - lay-
ers along with the proposed architecture ic provia. 1
in the following subsections.

3.1. Source Systems and Data Collec tior

Data collection is the first laye’ of our . oposed
architecture. This layer is resr on."hle for acqui-
sition and organization of dat= Thesc tasks are
performed prior to data pro essi g and computa-
tion. A practical smart city 'ors not merely con-
tain an impressive amov & of «.*a but involves
multifaceted and wide-r .ngi" g ccmputation. The
apprehension of a smart " v ir iplementation de-
pends on all aspects 1 data a..d computation due
to their unavoidabil ty. A ¢ nart city concept en-
deavors to make the n. st ef” :ctive use of residential
resources to dim ash traffic clogging, to offer profi-
cient healthcare ‘acilities to perform environmental
convenience, wea.=r ~.ad forecast judgment, and
to carry out ... —*er and electricity management.
Data acquisiti » 1s a practice to sample the signals
that measure tL - real-world scenarios and trans-
form the results into digital values that can be op-
erated by a digital machine, e.g. a computer.

The acquisition functionalit es are performed by
different data acquisition s sv.ms that transform
the analog data into digital form. The data ac-
quisition is a cumbersom an ' difficult task due to
the massive amount of 'ats produced by inhabi-
tants of the smart citi.~ Twu. -efore, the apprehen-
sion of the proposed ~rchi. ~ture initiates with the
wide-ranging data .cqu '~ "“ion that is not a part of
the proposed sche. . We assume that the data is
obtained by the ~once.. ~d smart city development
departments. (hese epartments extract the data
from the sociev - by der 10ying heterogeneous sensors
inside the ¢'_ tha. w.e responsible for gathering the
real-time lat? .ro 1 the environment. A set of cen-
ters (conta..mg t'.e smart community development
departme. ‘<) 15 connected to the proposed system
by providing he datasets of their corresponding de-
partme. “< 1 _h as, Setq, Seto, ..., Set,,. In addition,
each . * further contains k& number of nodes, i.e.,
"N, aaNg, .y MNg, and is mathematically ex-
pre.ad as:

n

Data = ZSeti. (1)

i=1

where, Set = Zle MN;

3.2. Data Loading and Processing

This layer is responsible for two different tasks,
i.e., data loading and data processing. The data
loading to Hadoop, also known as data inges-
tion, is performed using a multiple attribute cri-
teria model that includes customized replica mech-
anism, customized block-size, and customized tool.
The HDFS divides and saves large files into small
chunks, i.e., blocks. The default size of a block
is 128MB, but the proposed size is larger, i.e.,
256MB. This selection is due to the volume of in-
put datasets. The preference of a smaller size would
create too many data blocks that may increase the
metadata. This in turn will increase the overhead.
In addition to block size, the number of replicas
are also taken into consideration while loading the
data. The replica mechanism makes the actual size
of a dataset several times larger that requires more
time for loading. The default size of the number of
replicas in Hadoop is 3, but the proposed replicas
are configured to 2. The replication process is used
to copy the actual data blocks several times, which
is a time consuming process. Therefore, we propose
a customized replication factor. The configured and
customized replication improves the performance of
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data loading in the context of time consumption.
Moreover, the Apache Sqoop tool is used to load
the data. The Sqoop offers parallel data loading,
using the map-only algorithm. In addition, it also
offers customization, a mechanism to improve its
efficiency. The Sqoop is also preferred because of
its openness nature.

The proposed architecture uses Sqoop connectors
that provide connectivity to external resource sys-
tems. Data movement between external systems
and Sqoop is made possible with the assistance
of these connectors. The relational databases dif-
fer with respect to the dialect somehow, otherwise,
they are designed with SQL standard in general.
This variation in dialect brings challenges when
come up to data transfers crossways different sys-
tems. These challenges are overcome with Sqoop
connectors. There connectors are available for
proper functioning of a variety of accepted sources.
Each connector is familiar with its linked DBMS to
interact. The generic Java Database Connectivity
(JDBC) connector also provides the communication
to any of the databases that have the support for
this connector. Initially, the dataset being moved i.
partitioned into various segments and a map-only
job of MapReduce programming paradigm is i ..
ated with individual mappers that are responsibic
and accountable for transferring a segment of this
dataset, as shown in Figure 2.

Data Source

é
/\
I //JDBCDRIV'A —|
| / omee N |
/ N\
N
—< -
~
313

*'NES Files HDFSFiles  HDFSFiles HDFS Files

Figure 2: L ta Loading using Apache Sqoop

Every record of the dataset is handled in a pro-

tected way since Sqoop uses .netadata to deduce
the data types. As far as .ac ~xport of data us-
ing Sqoop is concerned, the export v ol extracts the
data from HDFS to exter' al s urces. Upon submis-
sion of our task/job, it .- w «pped into Map tasks
which bring the lump f dav. from HDFS and ex-
ports them to a stru~tureu Jata destination. Inte-
grating all these ex~ ortc ' ~hunks of data, we receive
the whole data at . = ¢ sstination, i.e., RDBMS (Or-
acle/MYSQL/ S L Sc. er). Reduce stage is nec-
essary in case of data aggregation, however, Sqoop
only imports ( » HDF ) and exports (from HDFS)
data and d~ .. nou vw.ry out any other data aggrega-
tion. Ma] job .uates mappers (multiple) depend-
ing on A p..-defiy :d number. Every mapper job is
allocatea -ith a piece of data file to be loaded to
HDFS (impo. ted) for Sqoop import. Sqoop slices
the inp + a .ong different mappers uniformly to
obtai. 'ofty performance and efficiency. Next, ev-
-, ewpper makes connection and communication
wiv. the DBMS using JDBC and extracts the divi-
‘~n ot data allocated by Sqoop to corresponding
2 guments, provided in Command Line Interface
( "LI). Integrating Sqoop with the proposed archi-
‘~cture automates most of the practices depending
on DBMS to define the schema, i.e., metadata, that
is to be loaded to HDFS (imported).

The utilization of Sqoop enables various fea-
tures in our proposed architecture such as in-
cremental load, full import, parallel and equiva-
lent import/export, compression, easy migration,
design independence, automatic code generation
and extensible backend support. In addition, as
Sqoop is based on MR programming paradigm, it
is also managed by YARN-based cluster manage-
ment scheme, as shown in Figure 3. A specific level
of parallelism is achieved because the default level
does not provide efficient results when the dataset
size is smaller than 1GB. Therefore, a specific for-
mula is devised to deal with this issue.

Data processing, on the other hand, is performed
using MapReduce programming framework for par-
allel processing of large datasets. Hadoop splits the
input file into chunks of identical sizes, i.e., input
splits. For optimization, the split size is typically
equal to the block size of HDFS. A particular map
task is created for every split that executes the map
function described by user for every record (row) in
the split. The RecordReader is used to make the
records as a pair, i.e., key-value. The map task is
usually run by Hadoop on a particular node where
the split lives in for a better performance. This
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phenomenon is known as optimization of data lo-
cality. If the three nodes (when the replication is
3) hosting the duplication (replication) of task split
are in use, scheduler is responsible to search for a
free slot of the map. The operation of Map phase
is shown in Figure 4.

The results of the map tasks are not written to
the HDFS. Instead, they are written to the loca’
storage where the mappers actually exist. The re-
duce task input is usually the results from sev~ral
mappers (map tasks). Reduce tasks do not encou.
pass the benefit of the property of data locality.
Thus, the saved and shuffled map results .ia. > to
move crossways the system to that parti- alar po: -
tion where reduce job is executing, and to v. ~ nc e
where they would combine and ther har led over
to user-described reduce job. The r.nlt of t'.e re-
ducer (reduce function) is saved in "«DFs. ™ ¢ over-
all working of the Reduce phase ".. "he MapReduce
process is shown in Figure 5.

Using MapReduce prograr imi g paradigm, we
propose an algorithm with . ~ & yplication on pol-
lution dataset. The propc sed aly +ithm is used to
collect the values of diffr ent gases at certain time
(of the day) that cause .™ . en wronmental pollu-
tion. The graphical r p.esenta.on of the proposed
MapReduce algoritl n is sh. wn in Figure 6. The
Map function of the | ropos .d algorithm takes the
line offset as ker and the values of entire row as
value. The tir eStamp as key and the required
associate values . ~e er itted as value by the map
function. T? _ ™ ~duce function groups the required
associated val. e against each timeStamp and com-
pares them with ‘he Threshold Limit Value (TLV).

As MapReduce performs operations in two
stages, i.e., map and reduce, a different mapper and
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Figure 6: Proposed MR A’ orit’ m fo Pollution Dataset

a reducer are proposed for the proposed algorithm.
The Map function of the pre pc ~d algorithm takes
the line offset as key and the valuc. of entire row
as value. The timeStam' as ey and the required
associate values are em. *ed as value by the map
function. The Reduce “mctic » groups the required
associate values agairst ea ™ timeStamp and com-
pares with the TL” . T - wapper of the pollution
dataset is given a. Al orithm 1. The mapper task
emits the timeS*~mp .~ key and the quantity of
ozone, partict date_n. tter, carbon_monoxide, sul-
fur_dioxide, a1 nitros 2n_dioxide as value. The Al-
gorithms 1 I imp...uented using Mapper class of
Java prog -am- an, - language.

Algorith.. 1 Mapper for Pollution Dataset

1: L ncedu e

2: REGT,
3: Inp. *:
key: line-offset
5: value := row_containing_pollution_data
¢ < atput:
7 key : timeStamp > value will be the
sequence of all posting at a particular time
3: value : gases_values
9: date, all_gases_values := line.split("\t")
10: > line splitting
11: key := date
12: value := ozone
13: value.append(particullate_matter)
14: value.append(carbon_monozide)
15: value.append(sul fur_dioxide)
16: value.append(nitrogen_dioxide)
17: emit(key, value)
18: END

Similarly, the reducer of the parking dataset is
given as Algorithm 2. The reduce task emits a row
containing values of ozone, particullate_matter, car-
bon_monoxide, sulfur_dioxide, and nitrogen_dioxide
against each timeStamp. The Reducer algorithm is
implemented using Reducer class of Java program-
ming language.

The proposed Big Data analytics architecture
is based on the latest description of Hadoop dis-
tributed and parallel processing framework. The
latest description of Hadoop framework is embed-
ded with YARN and is responsible for cluster re-
source management and data processing. Un-
like classical MapReduce (earlier description of
Hadoop), YARN basically separates the process-



Algorithm 2 Reducer for Pollution

procedure
BEGIN
Input:
key: timeStamp
value := row_containing_-amount_of_gases
Output:
key : timeStamp

carbon_monozide, sul fur_dioxide,
nitrogen_dioride

9: final [ ]

10: for each_gas at timeStamp do

11: final.append (ozone, particul-
late_matter, carbon_monoxide, sulfur_dioxide,
nitrogen_dioxide)

12: End for

13: key := timeStamp

14: value := final
15: emit(key, value)
16: END

ing components and resource management. The
YARN-based solution is not restricted to MapRe-
duce. We preferred the YARN because of the . -
tations and issues in traditional MapReduce which
are mainly allied to resource usage and utilization,
scalability, and workload support, unlike t© Map. =-
duce. The YARN is also modified to in. rove tl e
efficiency.

3.8. Results Utilization

This layer is responsible for dr is.. » making and
producing and communicating events. r.s it exists
on top of the proposed archit .ctu e, therefore, it is
the moderator between proce. “iv ; unit and the end
user. The decision and e* ent ma. ~gement unit of
this layer is used to class'.y t} ¢ evonts and generate
the decisions. The smart a. 1sio’ s illustrate the de-
cision, based on onto’ Lgy, that .s utilized to unicast
the results (events) ¢ 1d the ¢ msequent sections dif-
ferentiate high-level a. 1 lov -level events. The de-
partmental leve! stores high-level events while the
low-level events are noi transferred further down
the level. Figurc 7 ro_resents the structure (lay-
ered) that ir. .. - Jepartmental, services, and sub-
services level. T .e self-sufficient results are unicas-
ted to the divis: n unit in order to send the deci-
sions to the corresponding smart city development
departments such as, smart traffic control depart-

value : amount_of _ozone, particullate_matter,

ment and smart heal departmr :nt. Later, the com-
munication channel is furth 1 “dentified based on
their services, i.e., smart tratfic man. gement, smart
accident control etc. Aft rwa 'ds, the decisions are
sent to the correspondi. ~ 1r west level subservices
identified as road con_-stio.. ~ontrol, accident lo-
cation management ~tc. “The decisions are thor-
oughly analyzed ar d b: = 1 on proper analysis, the
notifications are go ~er .ted. Finally, the notification
component deter~ines “he specific recipient, based
on any gener: ced ev.1t. Accordingly, it informs
the user with .he proc aced event for its execution.
Assume, tF_ sensc.. implanted in a city observe a
street cor zest’,n. The ontology determines the re-
spective departm ntal event according to the deci-
sion mess. ~e, 1.e., street congestion. The event is
unicasted to he smart traffic control department
at the (»oli ation level. The departmental level
deter.. ‘nes the service event component as traffic

- —<oesust. Successively, the produced event is sent
to o subservice level, and finally, the event is no-
*fad to the individual receiver via the notification
¢ mponent.

Data Commutation and Processing Module |

A\ 4

Smart
Traffic Dept

Departmental

Traffic
Management

Accident
Control

Services

.. Subservices

/

Determine and Notify Recipient |

Road
Congestion

Accident Loc
Tracking

Figure 7: Event Generation Process

For the evaluation of different datasets, various
thresholds are set and different rules are defined.
These rules are used by our proposed algorithms
for data processing. The threshold is a specific
value or limit and is denoted by TLV. This value
is set for each dataset such as temperature TLV for
fire detection, water consumption TLV for alarming
water level, traffic transport TLV for traffic conges-
tion and so forth. TLV can be a specific integer



value or in the form of percentage such as, 90 cubic
liters, 12 vehicles, 90% pollution etc. The TLVs are
the boundary limits for different actions to be per-
formed. The decision making and event generation
is totally based on this TLV. Similarly, various rules
are also defined based on the corresponding TLVs.
These rules are if/then statements that are based
on pre-defined TLVs for decision making.

4. Data Analysis and Results

In this section, the detailed analysis and discus-
sion on obtained results using our proposed archi-
tecture are taken into consideration. Analysis are
carried out on an authentic and reliable dataset to
evaluate the proposed architecture using different
designed algorithms. The proposed design is free
from open issues and exclusively depends on the
processing of previous data.

4.1. Implementation Detail and Data Source Infor-
mation

The implementation of our proposed system is
performed using cluster of Hadoop on Ubuntu 16.0
LTS operating system along with Apache Sqoop
utility. In addition, corei5 processor with a P "**
of 8GB is utilized and operated for implementing
the proposed solution. Moreover, the MapReduce
algorithms are implemented using Java ~.rogi. m-
ming language with predefined mapper a 4 reduc r
classes. The datasets are attained f om « w2 ud
and reliable source that are accessibl = ans authen-
ticated. It consists of pollution date ~ tha con-
tains information about different coxic g :s such
as ozone, carbon monoxide, sulfi - a. vide, nitrogen
dioxide, and so forth [47]. The nollution data is an-
notated (semantically) datas ts 1r the CityPulse
EU FP7 project. Moreover, *h’s data is licensed
under Creative Commons Attrib. ‘on 4.0 Interna-
tional License. These d'case.s ar> freely available
online [47]. Moreover, the. dat sets are used in a
variety of research [4F, a9, 50]. < hese solutions, i.e.,
[48, 49, 50] are prov ded wit : regard to smart city
data management. T. ~ nol’ ition data is measured
and collected us’ 1g Air Quality Index (AQI) metric
(total of 449 ol servatio 1s). The data is available
and accessible in . ~w “,rm of CSV (Comma Sepa-
rated Value. + . ' ~emantically interpreted format
using the info1. 1*.cion model of CityPulse. The time
frame of this dat. set is August 2014 - October 2014.
The values for carbon_monoxide, sulfur_dioxide, ni-
trogen_dioxide, ozone and particulate_matter levels
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of index 1. 7= been given according to API (Air Pol-
luticn Index)

4.2. Data Loading and Ingestion Results
Tl.0 dwea loading time difference is not notice-
abi. when the data size is small. Due to replica
~~chanism, the data loading time is quite notice-
a',le when the dataset size is large. The question
1. at arise is the size of a specific dataset, i.e., its
‘hreshold value. The threshold for dataset size is
a value that is the equivalent size of dataset from
where the data loading time difference is noticed.
To find the threshold, we measure the performance
of data loading using test datasets of different sizes.
The threshold of a dataset size is the value where
time variation tends to be greater than 0. When
the variation is greater than 0, significant changes
occur. As Hadoop might be occupied by other jobs
running by some other users, we may get dissim-
ilar time to load the same size of dataset, twice.
Therefore, the time variation equivalent to thresh-
old value can be described as a specific range in
order to overcome the said issue such as, 0 to 6
seconds, to discover the threshold. The thresholds
for different parameters are established using the
results of the same experiments. Taking data load-
ing utility into consideration, the threshold is up
to 900MB (dataset file size) where the impact of
data loading time starts, as shown in Figure 8. As
the figure shows, up to 1GB of dataset file does not
generate any difference even if an automated data
loading technique is used. The efficiency is achieved
when the dataset size is greater than at least 900
MB.

Similarly, Figure 9 highlights and demonstrates
that the threshold value for replica mechanism is
1.7GB.
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In a similar fashion, Figure 10 demonstre.’ s t e
threshold for customized block size of dD”'S wuich
is 1GB.

4.8. Result Discussion on MR
lution Dataset

4y “mithm for Pol-

As the industrial, transpo ¢ati n, and domestic
appliances’ usage increase, v. » ~,roduction of pol-
lution increases radically. To cow ~ol and manage
the pollution and its cr asec uenc=s, the pollution
data of Aarhus city is inve. 'gat d. The amount of
different gases at dif’crent time of the day is col-
lectively shown in Figure 1. This figure demon-
strates the amount o. Ozor :, Particullate Matter,
Carbon Monoxi .e, Su'fur Dioxide, and Nitrogen
Dioxide gases. 1 Figure 12, the horizontal axis rep-
resents different t. ~e i ,ervals from 00:00:00 AM to
12:00:00 PN. .2 "'~ the vertical axis represents the
amount of dii.~r_nt gases in different colors. It is
noticed that Pa. “icullate Matter has less quantity
throughout the entire day while the amount of other
gases fluctuates at different time of the day.
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Figure 12: Pollution Amount of a Specific Day

In addition, the pollution of a specific day, i.e.,
August 1, 2014, is also shown and highlighted in
Figure 12.

Moreover, the individual amount of Ozone, Par-
ticullate Matter, Carbon Monoxide, Sulfur Dioxide,
and Nitrogen Dioxide is also demonstrated sepa-
rately. The amount of Ozone is specifically demon-
strated in Figure 13. The Ozone amount is noticed
towards a higher side during the day time as com-
pared to midnight and dawn.

Similarly, the amount of Particullate Matter at
different time of the day is demonstrated and high-
lighted in Figure 14. The vertical axis of this
figure shows the amount of Particullate Matter
against different timestamps at horizontal axis.
The amount of Particullate Matter is less observed
as compared to Ozone amount, as shown in Figure
14. Furthermore, it is observed that the amount of
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Particullate Matter is almost half from 6:0v * M .o
8:00 AM as compared to the time int .rva’ between
12:00 AM and 5:00 AM.

Likewise, Figure 15 shows the a-aount ¢ Jarbon
Monoxide in the air during diffe ew. time intervals
of the day. A smaller amount of Carboi. Monoxide
in the air is observed betwee « 12 00 PM and 4:00
PM and a higher amount at . - ight between 9:00
PM and 12:00 AM. Figv e 15 "o demonstrates
the amount of Carbon M ono- «de *n the air at peak
during 10:00 PM at night.

In a same way, the suifur Dioxide amount in the
air at different timc interve's is demonstrated in
Figure 16. The amc nt of Sulfur Dioxide in the
air decreases exy onentially during the time interval
between 4:00 A 1 and 1 :00 AM.

Finally, Figure '7 < _monstrates the amount of
Nitrogen Di ... ‘» the air at different time inter-
vals of day. 1. i- observed that the amount of Ni-
trogen Dioxide 1. the air is increased exponentially
between 5:00 AM and 9:00 AM.

It is noticed that the pollution is predominantly
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higher at different times of the day. The deci-
sion can be taken by the weather and forecast and
health departments to circulate a messages among
citizens to take precautionary measures while vis-
iting the polluted areas. In addition, the citizens
or patients can be facilitated to opt for precaution-
ary steps (such as wearing mask etc) to avoid pol-
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lution. Furthermore, the concerned env’ onments
can take appropriate decisions and ac * ns 2 jainst
those sources which produce a hir aer poliw. 1on. In
nutshell, the use of this data can ass.. " in the future
urban planning.

4.4. Throughput of Proposea ."~ hitecture

Moreover, the through- ut ¢ 7 our proposed archi-
tecture is calculated as « mj ted a Figure 18. It is
noticed that with the ‘~crea. .n size of data, the
speed of processing i decrew. 'ed. The proposed sys-
tem efficiency is cor ‘iderab'; higher as compared
to existing classi- " Miy vased solution. In addi-
tion, the throug 1put co. 1parison with classical MR
is also given in 1 ‘qure 1 ).

5. Conclusio.” and Future Work

In this paper, a Hadoop-based smart urban data
management is proposed to deal with the problems
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in Big Data analytics. The pr,jected solution par-
ticularly deals with Big Dat‘. i ~ding into Hadoop,
cluster management and computa. on. The pro-
posed scheme comprised of 1 ig Data loading and
storage in Hadoop file » ~te 2 and Big Data com-
putation and processi. ~ 1. first part is respon-
sible for transferring and . ~ring the Big Data in
Hadoop. The dat . lo¢ *'~a performance and effi-
ciency is tested u.mg our proposed methodology,
based on a varie*>r of «. meriments, to load the Big
Data to a dist 1ibuted nd processing platform, i.e.,
Hadoop. In aa 'ition, ¢ ata loading is performed and
compared - *h a.lcrent decisions repeatedly and
influencec fea* urc - are examined. The second part
of the rescacch d:als with data computation and
processing  Uulike traditional MapReduce archi-
tectrre, YAR U-based cluster resource management
solition s 17 ized in this research to manage the
cluste. resources and process the data using Map-
T luce wgorithm separately. YARN is customized
wiv. dynamic scheduling. Using Hadoop frame-
~+k_the proposed architecture is tested with reli-
a",le datasets to verify and reveals that the proposed
s. lution offers precious impending into the society
'avelopment structures to obtain better architec-
tures. In addition, the proposed solution will be
used for OFFLINE application as Hadoop only pro-
vides offline processing. Moreover, the effectiveness
of our proposed scheme with regard to throughput
is also highlighted in this paper.
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Highlights

e Big Data Management Scheme is proposed for Smart Urban Planning
e Hadoop default architecture is customized for efficient data analys’
o Efficient data loading is attained using parallel algorithm

¢ Resourceful data processing is achieved using efficient scheduling

e Authentic and reliable dataset is tested to verify the performe ice
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