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a b s t r a c t

The traditional digital signal processing technology in electronic information engineering has many
issues, such as redundant data, low data utilization and so on. To end these issues, this paper
proposed a new digital signal processing technology based on distributed cloud computing in electronic
information engineering. From the data collection, data analysis, data classification, data mining,
effective information storage and other aspects of conventional digital signal, through relying on
distributed cloud computing method and intelligent gradient tracking algorithms to achieve efficient
processing of digital signal, Proportional Integral Derivative (PID) control strategy is used to evaluate
the intelligence degree of each link in the digital signal processing technology. This method can realize
the adaptive regulation of data collection and storage in the process of digital signal processing,
and realize diversified analysis and intelligent matching. Through the distributed cloud computing
to achieve the rapid control of the system storage module, so that the database can improve the work
efficiency, reduce the power consumption cost of the system in the process of data operation, and
improve the efficiency of digital signal processing. The experimental results show that the digital signal
processing system based on distributed cloud computing and intelligent gradient tracking algorithms
has the advantages of high computing efficiency, high accuracy and good stability.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

At present, most of the electronic information engineering
elated enterprises have problems of low efficiency in the process
f collecting and storing digital signal data generated daily. The
ain reason is that the underlying calculation methods and calcu-

ation strategies are difficult to achieve major breakthroughs [1].
ith the development of intelligent technology, digital signal
rocessing technology and distributed cloud computing technol-
gy have also been rapidly developed and constructed, and in
he processing of massive digital signal data, the advantages of
istributed cloud computing have become more obvious. They
lso provide opportunities to improve the big data collection and
torage technology. Efficiency and effective data extraction have
ecome important indicators for judging the advanced level of
ig data analysis systems [2]. Therefore, how to establish an effi-
ient and intelligent digital signal processing system through dis-
ributed cloud computing technology has become an important
evelopment in the future [3].
Based on this above background, this paper combines practical

pplications to deal with the problems of redundant data and low
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data utilization in traditional digital signal processing technology
in electronic information engineering. It studies digital signal pro-
cessing based on distributed cloud computing and Proportional
Integral Derivative (PID) control strategies. This work is mainly
divided into three parts. The first part introduces the status of
research on digital signal related data collection, processing and
storage technology and distributed cloud computing. The second
part builds a digital signal processing system based on distributed
cloud computing based on the commonly used big data process-
ing and storage technology, combined with random matrix, and
through PID control strategy, builds a digital signal processing
technology system and influences its efficiency. The third part
tests the practical application effect of the digital signal process-
ing system constructed in this paper, evaluates the efficiency
and reliability of the system through different industry data, and
draws conclusions and analyzes the shortcomings.

Compared with the problem of low database utilization in
digital signal processing in traditional electronic information en-
gineering, the innovation of this paper is to make full use of each
relevant data information source and characteristic information
in the database to realize the unification of the data collection
system management, using PID control factors to quantitatively
describe the degree of similarity between comparison columns
(different types of data sets) and reference columns (standard
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alid data sets known or through screening rules) and the de-
ree of agreement with expected indicators (potentially valid
ata), to complete the ranking of the degree of influence on the
fficiency of the digital signal processing system with quantita-
ive indicators, which can efficiently achieve optimized control
f different digital signal processing processes through different
ontrol methods, and is verified by its application in electronic
nformation engineering.

. Related work

Johnston, et al. have made in-depth innovations from the
evel of digital signal processing methods, hoping for new break-
hroughs [4]. Up to now, many industries produce a large amount
f digital signal data every day. How to extract, collect and store
ffective data information through differentiated processing of
igital signals in these redundant data volumes has become the
urrent issue [5]. From the perspective of data information theory,
emir, et al. proposed that attention should be paid to the devel-
pment of online cloud database network groups, to strengthen
he construction and management of effective data collection sta-
ion systems, and to enhance the awareness and attention of the
nderlying technology of distributed cloud computing. The ability
f relevant engineers to study the architecture of enterprise digi-
al signal processing systems should be improved [6]. Castanheira,
t al. found that most digital signal processing systems still follow
he traditional stack-based thinking in control methods, ignoring
nnovations in intelligent perception methods [7]. Blinder, et al.
sed the basic data acquisition, storage, and applied different data
s the main functions of the digital signal-related data collection
nd control system, and the efficiency in high-precision control
nd data collaboration is very low [8]. Yadav, et al. combined
ower generation control theory, PID intelligent control system
nd other related theories to improve the digital signal processing
echnology commonly used in power stations, and constructed a
article swarm distributed computing algorithm based on tradi-
ional power generation control systems [9]. Muñoz, et al. used
he theory of the underlying technical rules of cloud computing
o explain the theoretical feasibility and practical significance
f digital signal processing in the electronic information pro-
ess industry, and through design experiments proved that the
mproved algorithm has better data processing efficiency [10].
ased on the functional theory and the characteristics of data
ollection stations, Zhang, et al. proposed a hierarchical calcula-
ion method, through the research and analysis of the structural
isparity of the data information vector direction and vector
ength generated in different data collection processes [11]. In
rder to improve the computational efficiency of big data collec-
ion and storage technology, as well as the stability and security
f the overall system in the calculation process, Boriga, et al.
roposed a new digital signal processing system based on hyper-
haotic mapping [12]. Wübben, et al. found that cloud computing
echnology has obvious advantages in processing digital signals,
nd proposed a digital signal processing system based on cloud
omputing systems, and verified the effectiveness of the system
hrough experiments [13]. Sana, et al. found that in the process
f processing related digital signals in the field of electronic
nformation engineering, conventional methods have large data
rrors and instability, so they proposed a digital signal processing
ethod based on the total variation method. Experimental results
how that this method can effectively improve the processing
peed and accuracy of digital signals [14].
In summary, it can be seen that the current digital signal-

elated data collection and storage system has the issues with
igh data redundancy and low calculation efficiency in the pro-
ess of processing the data source [15]. Most of the existing
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digital signal processing methods do not involve intelligent algo-
rithms combined with distributed cloud computing technology,
and there are few innovative methods from the perspective of
improving database utilization [16]. On the other hand, although
a lot of basic researches in digital signal processing technology
have been done, there are relatively few results in the integrated
system of big data collection and storage, and there is no con-
struction of a robust digital signal processing model [17]. There-
fore, it is very important to carry out the application research of
digital signal processing technology based on distributed cloud
computing strategy in electronic information engineering.

3. Framework of digital signal processing system based on
distributed cloud computing

3.1. Application foundation of distributed cloud computing in digital
signal processing

Cloud computing is a new innovation in the information age
after the Internet and computer. Cloud computing is a big leap
in the information age [18]. Generally speaking, although cloud
computing has many meanings, generally speaking, the basic
meaning of cloud computing is consistent, that is, cloud com-
puting has strong scalability and needs, and can provide users
with a new experience [19]. The conventional method of dis-
tributed cloud computing is shown in Fig. 1. The core of cloud
computing is to coordinate a lot of computer resources together.
Therefore, users can obtain unlimited resources through the net-
work, and the resources obtained are not limited by time and
space [20]. Distributed cloud computing is different from con-
ventional algorithms, and it is a better multi resource control
and computing strategy. At present, cloud computing technology
has been well applied in many engineering fields, such as tradi-
tional industrial production, electronic information engineering,
control engineering, Internet of things control, traffic data anal-
ysis, image processing and precision control of national defense
aerospace equipment [21]. At present, most of the cloud comput-
ing is in the Internet industry related to digital signal processing.
In the efficient collaborative processing system for multi-user
massive data, most of the Internet business companies are based
on distributed cloud computing technology [22]. The purpose of
distributed cloud computing is to provide effective approximate
algorithm and optimal computing strategy for high-dimensional
problems with large amount of data, and improve the optimiza-
tion efficiency of the overall system and the utilization of storage
resources [23]. On the other hand, the digital signal processing
problem in big data analysis, not only integrates the methods
and skills of combinatorics, distributed cloud computing, linear
programming and algorithm theory, but also realizes the point-
to-point solution strategy through cloud computing technology in
the whole chain from data source to problem solution, Therefore,
the application of distributed cloud computing to digital sig-
nal processing in electronic information engineering has obvious
advantages in processing speed, data storage and feature analysis.

3.2. Construction of digital signal processing system framework

In the process of constructing the digital signal processing
system based on distributed cloud computing, the distributed
computing factor based on local adaptive is selected, four charac-
teristic parameters related to the efficiency of big data processing
and effective data storage are selected, and a high efficiency and
high intelligence digital signal processing system are designed.
The system can realize the unified management of massive data
sources.
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Fig. 1. The conventional approach to distributed cloud computing.
Firstly, according to the solving objectives and screening rules
n the process of distributed cloud computing, the local differ-
nces between dynamic digital signal related data are analyzed,
nd then the PID control algorithm is used for intelligent regula-
ion to realize the feedback regulation and intelligent control of
igital signal processing system.
Secondly, after the completion of the above links, according to

he collection process of big data resources, the vector difference,
atrix difference and other different characteristic description
alues of different data eigenvalues and structural characteris-
ics of the data itself are applied to the intelligent optimization
rocessing and deep data information mining process based on
istributed cloud computing, so as to realize the analysis of dif-
erent data source information Hierarchical division and precise
ontrol. For example, if digital signal data can be divided into
4 data sets after analysis and processing, the data processing
rocess of distributed cloud computing is shown in Fig. 2.
Finally, through the distributed cloud computing in the digital

ignal processing system of different digital signal data analysis,
edundant data elimination, effective information extraction, data
lassification and storage strategy, so as to realize the massive
igital signal data according to the degree of similarity to carry
n the high classification, realize the collection of different data,
nformation mining and feature extraction. When the effective
nformation is accidentally removed or the invalid information
s stored in the cloud system, the PID control strategy will be
sed to realize the regulation of data analysis and storage system
ccording to the known processing requirements, so as to com-
lete the functions of massive data collection, feature analysis,
ata classification, effective information extraction, multi data
ollaborative analysis and digital signal processing. The integral
rame structure is shown in Fig. 3.

.3. The working process of massive digital signal processing in
igital signal processing system

In this digital signal processing system, the service types of
istributed cloud computing can be divided into three categories,
amely infrastructure as a service (IAAs), platform as a service
PAAS) and software as a service (SaaS) [23]. These three kinds of
loud computing services are sometimes called cloud computing
tack, because they build the stack and they are located on top
f each other. Therefore, enterprises can choose the appropriate
ervice type among the three methods according to their existing
igital signal processing system conditions and the needs of data
rocessing in enterprise business. Taking the digital signal in the
ield of electronic information engineering as an example, its
asic working process is as follows:
In the first step, in the process of big data analysis and effective

igital signal processing, it is found that in the working process of
445
conventional data analysis system, due to the setting deviation of
dynamic control link, there are problems of poor system response
and robustness in the process of data collection and storage,
Combined with the control information fusion strategy based
on the traditional data collection and digital signal analysis, in
the process of distributed cloud computing, the wavelet neural
network control algorithm is used for reference, and the random
data eigenvector generated in the cloud database of big data
analysis and storage system is taken as the core, through hier-
archical closed-loop regulation, the problem of slow response in
the process of digital signal collection and storage is solved.

In the second step, in order to solve the problems of low
cooperation efficiency and slow data query speed in the process
of collecting, processing and classifying massive digital signal
data in distributed cloud computing, this study combines the
digital signal processing ideas based on neural network algorithm
and particle swarm optimization algorithm, and simulates the
‘‘multiple neural node calculation rules’’ in the process of ‘‘neural
network’’ modeling and rendering, the efficiency evaluation basis
of digital signal processing rules is constructed, and the effec-
tiveness of the method is tested by simulation. The results show
that the formulation of the strategy can effectively improve the
collaborative work efficiency of cloud computing in the process
of massive data collection and storage, and can effectively solve
the computational complexity problem of cloud computing in the
process of big data collection and storage.

In the third step, when the digital signal processing system
analyzes different data sets, its data discrimination rules will
attribute the unknown data information to the same data cluster
group according to the corresponding eigenvalues. When the data
eigenvalues of any two data cluster groups are different, it means
that the characteristic information of the two types of data is
greatly different, At this time, PID control strategy will play a
role, the two types of data will be automatically classified, au-
tomatically adjusted to steady state, until the next group of data
into the system, and compared with the next data eigenvalue. The
simulation results are shown in Fig. 4.

It can be seen from Fig. 4 that in the above three sets of data, as
the number of data analysis increases, the corresponding analysis
factors change laws differently. Among them, the two sets of data
show a gradual increase and then gradually decrease to 0. As a
result, the upward trend and downward trend are similar. This
is because for different data types, when the data characteristic
values of any two data cluster groups are not the same, when
the PID strategy is used for analysis, the corresponding data
operation returns some information. The times are different, so
the quantitative values corresponding to the analysis factors are
different.

When distributed cloud computing is used to analyze and
solve massive data sets, the selection of feature vector y is limited
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Fig. 3. The overall framework structure of distributed cloud computing.

Fig. 4. Simulation analysis results under this model.

by stability, and its y size depends on the size of |λ|, the basic
election strategies are as follows:

n+1 = yn +
f (xn, yn)

h
(1)

Where y is the eigenvector and f (xn, yn) is the discriminant
function. h is the characteristic factor, h should satisfy |1 + hλ| <
446
1, then y is absolutely stable, so the equation is derived:
dy
dx

= −2
y + x − 1
x + 1

(2)

There must be h < 1. The equation is transformed to get the
result:
dy
dx

= −200
y + y2 − x
x2 + x + 1

(3)

The selected h must be very small to meet the h < 1/100, in
rder to ensure the absolute stability requirements.
For initial value problems of nonlinear ordinary differential

quations:
dy
dx

=
f (x, y)

f ′ (x − 1, y − 1)
(4)

y (a) =
y0

f ′ (x − 1, y − 1)
(5)

If the initial value problem is stable, that is ∂x
∂y < 0. When

Euler method is used for numerical solution, h should satisfy
1 +

∂ f
∂yh

⏐⏐⏐ < 1, if M = max
⏐⏐⏐ ∂ f
∂y

⏐⏐⏐, h should satisfy h < 2
M .

Next, in the process of collecting big data, the differential
volution strategy of distributed cloud computing will first ran-
omly select these three individuals with different characteristics
hen it carries out local analysis operation inside the data set.
mong them, different data types will be obtained under different
ollection strategies. In order to extract the features of different
ypes of data and analyze the effective data, it is necessary to
arry out local correlation test and non local test on these data.
n the process of data collection, two-phase calculation method
an be used, as shown in formula (7), where jrand is represented
y a random integer between 0 and N, and CR represents the data
eature operator.

ij = xlj + rand (0, 1)
(
xuj − xlj

)
(i = 1, 2, . . . ,NP, j ≈ 1, 2, . . . ,D)

(6)

ui,j,G+1 =

{
vi,j,G+1, if

(
randj (0, 1) <= CR, or, j = jrand

)
xi,j,G+1, else

(7)

The whole process of simulation results is shown in Fig. 5.
It can be seen from Fig. 5 that for the three different types of

signal data sets, as the number of data feature analysis increases,
the corresponding quantitative indicators of the signal analysis
results show a gradually increasing law, but for different signals,
the change trend of the data group is different. This is because
in the process of digital signal processing in distributed cloud
computing, due to the setting deviation of the dynamic control
link, there are different degrees in the process of analyzing the
characteristics of the digital signal.
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Fig. 5. Overall calculation simulation results.

.4. Implementation steps of effective information analysis and cloud
rocessing in digital signal

In this research, in order to better quantify the effectiveness
nd feasibility of the digital signal processing model proposed by
his research based on distributed cloud computing, it is neces-
ary to make application condition assumptions for the digital
ignal processing model proposed by this research, and then
ombine The expected final goal is to perform feedback-style
uantitative characterization and disturbance error analysis, so as
o realize the high-efficiency and intelligent processing of adap-
ive digital signals based on application condition assumptions.
he hypothesis set by this research is that the dimensions of
ll collected electronic information are the same (the highest
imension does not exceed 10 dimensions), and the selected
uantitative evaluation standards are consistent with the main-
tream evaluation standards in the current research, including
he degree of error analysis and corresponding speed, calculation
ime, etc.

First, the effective information collection strategy should be
etermined. In the process of digital signal data analysis and
rocessing by distributed cloud computing, the distributed com-
uting rules used in this paper are sparse processing for different
ata sources in big data. By using Gaussian random matrix, the
nformation represented by multiple data in each digital signal
et source is matrix operated to realize the feature extraction
f effective information. Then, it is stored in a matrix far less
han the original data. The corresponding vector data is itera-
ively processed, and the vector represented by a steady-state
ata collection rule is used as the basic criterion. The minimum
ector corresponding to data representativeness and characteris-
ic analysis matrix is selected as the basis of secondary control
udgment (for data with high similarity in data types, the vec-
or represented by it can be approximately converted to the
orresponding numerical level, and the corresponding numerical
evel can be directly judged). In this way, the time required for
he collection process of data from different sources is greatly
educed, and it greatly improves the extraction efficiency and
alculation efficiency of the effective data and information in the
igital signal. The simulation results are shown in Fig. 6.
Next, the effective data in the digital signal is classified. In

he process of classifying different data, in order to evaluate the
est classification processing scheme under the distributed cloud
omputing mode, the distributed cloud computing to convert
he data of different digital signal types will be used. The op-
imal value index in this process can classify and evaluate the
lassification efficiency and control error rate of different data
447
Fig. 6. Simulation results of valid data and information in digital signals.

Fig. 7. Simulation analysis results of accurate classification processing.

collection and storage processes, and then perform secondary
operation on the feature vector of the core database commonly
used by the automatic classification module in this digital signal
processing system through the distributed cloud computing to
achieve the third feedback control and update of the classified
data information, so as to ensure the accurate classification of the
data processing process in the working process of the digital sig-
nal processing system based on the distributed cloud computing
method. The data analysis and processing results are shown in
Fig. 7. It can be seen from Fig. 7 that with the increase of the
number of simulations, the three sets of data all show the same
change law, that is, they all show the gradual increase law of the
linear function type.

Third, the effective data is stored in the cloud. In this digi-
tal signal processing system, when distributed cloud computing
technology is facing a variety of data, it will first process the data
source closest to it. After processing the cloud storage, distributed
cloud computing technology has begun to play its role, so as
to play the function of computing while storing, so that the
digital signal processing system can be used in the process of
working. The data collection and storage functions are relatively
independent. When several times of this cycle work, the PID
control strategy of the digital signal processing system will make
the optimal storage scheme according to the control state of all
data, and automatically store according to the guidance of the
scheme.

Finally, the biggest feature and advantage of the digital signal
processing system based on distributed cloud computing algo-
rithm described in this paper is that the low correlation between
data will not lead to the inefficiency of the whole system oper-

ation in the process of processing the massive data of different
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Fig. 8. Simulation results for different data groups.

sources, but can be analyzed through the data analysis of digital
signals. The relative local independent division of labor of col-
lecting and storing two functions can realize efficient operation,
and can maximize the utilization of hardware resources (such
as cpu/gpu), and can be controlled by secondary cross control
according to different external features (such as data type, data
feature vector, data length information, etc.). In this way, the cen-
tral collection rules scheme of each data group can be gradually
obtained, and the second data group can be collected and guided
by the standard collection scheme, and the effective collection of
different data groups can be realized. The simulation results are
shown in Fig. 8. It can be seen from Fig. 8 that with the increase
of the number of simulations, the three sets of data all show
the same change law, that is, they all show the gradual increase
law of the linear function type. This is also in line with the
theoretical basis of this research, so it also proves the reliability of
the simulation results from the side, and the errors are controlled
within the effective range.

4. Experimental design and result analysis of digital signal
processing system

4.1. The experimental design process of digital signal processing
system

In order to verify the feasibility and advantages of the digital
signal processing technology, the system needs to be self-checked
before the experiment. The digital signal processing system based
on distributed cloud computing is built with the traditional PID
closed-loop control technology, distributed cloud computing idea,
state intelligent discrimination model and database storage tech-
nology as the core. It can be used as the central evaluation basis
according to the different characteristics of digital signal data
from different sources and the differences of different data in
the cloud storage process. To collect, analyze, extract and store
data directionally, build a digital signal processing system with
short time and high accuracy, and realize real data collection,
utilization and storage, it has good reliability and feasibility. In
order to verify the practicability of the system, the preliminary
simulation and actual experiments are conducted. In terms of the
parameter setting involved in the experiment process, this study
combined the type, quantity, target extraction rate and minimum
error requirements of the data volume in the experiment process
to set the parameters separately, such as the maximum single
cycle set. The amount of processed data is 5000, the minimum
number of loop analysis is 4, the minimum data extraction rate
448
Fig. 9. Experimental process of system model.

is 2500/time, and the error is set to not higher than 3%. In order
to ensure the fairness of different data analysis methods during
the experiment, this experiment uses the same experimental data
processed by different data processing methods, and the hard-
ware equipment used is also the same. The indicators obtained
are averages obtained after 10 experiments.

In the process of experiment, when analyzing the character-
istic information of big data, the digital signal processing system
described in this paper can quickly collect, analyze, extract, trans-
form and store massive data (more than 100000 digital signal
data samples) in the cloud, further get the characteristic analysis
and cloud records of different types of data, so as to substantially
improve the operation efficiency of distributed cloud computing
in the process of processing big data, and realize the multiple
analysis and utilization of different data sources. In this way, in
the follow-up big data analysis and processing system, a high-
precision and efficient result can be achieved, so as to achieve
the accurate distribution of each digital signal data and demand
side under the digital signal processing system, and improve the
overall work efficiency of related enterprises in the field of elec-
tronic information engineering in the daily operation process. The
preliminary experimental results of the digital signal processing
system model are shown in Fig. 9. It can be seen from Fig. 9 that
the experimental results in the two experimental groups have
a certain degree of correlation. They both become larger, then
smaller, and then larger, but both remain within a relatively fixed
range of variation. The control group first became smaller, then
larger, then smaller, and then increased slightly, that is, showing
a ‘‘jumping’’ change rule. Therefore, the results of this experiment
show that the data analysis method used in this study is very
effective.

It can be seen from Fig. 9 that in the experimental groups and
the control group, as the number of experiments increases, the
corresponding experimental quantitative evaluation result factors
show different changes, and the evaluation result factors in the
experimental group are less stable. The stability of the results of
the control group is poor. This is because the control group does
not use the algorithm model proposed in this study. There are
more disturbing factors in the process of analyzing digital signals,
so the results are relatively stable.

4.2. Experimental results and analysis of digital signal processing
system

The efficiency improvement of the system is analyzed by
observing three groups of experimental processes processed by
the system and three groups of traditional conventional digital
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Fig. 10. The accuracy results with the number of experiments.

Table 1
Accuracy results of the experiment.
Experimental fit 1 2 3 4 5 6 7

Test group 1 0.97 0.92 0.94 0.96 0.93 0.95 0.98
Test group 2 0.98 0.96 0.95 0.94 0.95 0.93 0.96
Control group 0.88 0.89 0.91 0.91 0.90 0.92 0.91

signal processing systems under the digital signal processing sys-
tem. The results of transition probability matrix involved in the
distributed calculation process of three groups of experimental
data (more than 100000 data) in this model are shown in Fig. 10.

The accuracy results are shown in Table 1.
According to the results in Fig. 10 and the data in Table 1,

t can be seen that compared with the three groups of big data
rocessed by the traditional data processing system, the digital
ignal processing system based on distributed cloud comput-
ng has greatly improved in collection speed, feature extraction
fficiency, storage speed and response time, which can meet
he daily needs of enterprise operation. In terms of collection
peed, the digital signal processing system based on distributed
loud computing has lower technical complexity, higher collec-
ion speed of effective data, and lower difficulty in condition
racking. The above results show that the digital signal processing
ystem based on distributed cloud computing can improve the
peration efficiency in the process of digital signal processing
hrough distributed cloud computing method and PID control
trategy, which will be of great use to the enterprises involved in
loud computing and big data, it can also effectively reduce the
ost of data development and utilization in the field of electronic
nformation engineering.

. Conclusion

The common digital signal processing methods have the issues
f poor collection effect and slow storage speed. To end these
ssues, this paper proposed a new digital signal processing system
ased on distributed cloud computing and intelligent gradient
racking algorithms. This paper selects four characteristic param-
ters related to the efficiency of digital signal processing and
ffective data analysis, and designs a digital signal processing
ystem with high efficiency and high intelligence. The system
an realize the unified management of massive data sources,
nd realize the analysis of local differences between dynamic
ata according to the solving objectives and screening rules in
he process of distributed cloud computing, Then intelligent gra-
ient tracking algorithms is used for intelligent regulation to
ealize feedback regulation and intelligent control of digital signal
rocessing system. Finally, the experimental results show that
449
the digital signal processing system based on distributed cloud
computing and intelligent gradient tracking algorithms has the
advantages of high collection speed, fast storage speed and fast
response, which can play an effective role in the development
and utilization of digital signal data in the field of electronic
information engineering. However, this study only considers the
analysis speed and processing efficiency, and does not consider
the security optimization in the process of data processing, so it
can be further optimized.
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