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Abstract

In the cloud infrastructure, the co-resident attack is a critical security threat. Through virtualization technology provided by Cloud
Service Provider, tenants’ virtual machines (VMs) are possible to be allocated on the same host. Multi-tenant environment provides
malicious tenants an opportunity to launch the co-resident attack and steal other tenants’ information by side channels. To prevent
this type of attack, previous works mostly pay attention to eliminating side channels and few of them study VM deployment
strategy. Hence, we focus on deploying VMs with a secure and effective allocation strategy to reduce the probability of VM co-
residence. A novel VM allocation strategy is proposed with three optimization objectives including security, load balancing and
energy consumption. Finally, we implement our VM allocation strategy and prove its effectiveness on the simulation platform
CloudSim.
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1. Introduction

Cloud Service Providers (CSPs) such as Google, Amazon and Alibaba are developing their cloud platforms. Ten-
ants have a chance to reduce their IT cost through this technology because they can pay only for the resources used at
any time and any place.

In the IaaS layer, CSPs usually create multiple virtual machines (VMs) on a single host for different tenants. In
this way, they can maximize the resources utilization and increase revenue. Yet, this also brings a new security threat.
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In 2009, Thomas et al. [1] first proposed the concept of VM co-resident attack, which also brings a series of security
problems: reducing the resources availability [2], making victim VMs free up resources [3], and stealing private
information [4].

To defend the co-resident attack, many attempts have been taken in previous studies where VM allocation strategy
is proved to be effective by reducing the co-resident probability [5, 6, 7, 8], it can be seen as a process of mapping
virtual machines to physical machines [9]. Yi et al. [7] proposed a VM allocation strategy called the previous-selected-
server-first policy (PSSF) that not only focused on the problem of security, but also paid more attentions on workload
balancing and power consumption of hosts. They control the quantity of running hosts to reduce power consumption.
However, CPU utilization of hosts also has a great impact on power consumption [3]. Consequently, we focus on
both the number and CPU utilization of running hosts to reduce energy consumption. Then we propose a novel VM
allocation strategy named select least number VMs based on PSSF (SC-PSSF) which reduces the power consumption
of PSSF. Finally, we implement SC-PSSF on CloudSim and validate its effectiveness by the evaluation metrics of
attack efficiency and attack coverage.

2. Related Work

2.1. Eliminating the side channel attack

For the side channel attack, there are lots of solutions such as addressing from the perspective of hardware [10, 13],
system [11, 12] and so on.

At the hardware layer, Kong et al. [13] suggest using two caches to efficiently resist this attack, but the cost is so
high along with the quantity of caches that this method is not widespread used. There is no doubt that the scheme
of adding caches can increase hardware resource costs. To avoid potential resource waste, B. Lee et al. [10] present
a random permutation cache scheme (RPcache). Through randomizing the memory-to-cache mapping, attackers cant
extract useful information because they don’t know the correct cache line. These methods have a good effect on L1
cache without performance degradation but have not been investigated on much larger Last Level Cache (LLC).

The solutions based on hardware are inconvenient to apply due to some changes on VM Monitor such as hypervisor.
Scholars turn to study strategy in the system layer. Zhang et al. [14] propose a system called Dppel from the perspective
of tenants, here a tenant VM could add noise to its caches frequently and confuse attackers. Consequently, attackers
cannot extract effective message. Moreover, their system requires no changes to hypervisor. Besides, the study [11]
puts forward a STEALTHMEM system from the point of system to ensure every tenant not be interfered by others. It
designs the STEALTHMEM system that provides tenants a private memory to access and then help tenants free from
the other tenants. They are both effective [11, 14] on LLC, yet they require a large number of additional computing
resources.

2.2. VM allocation strategy

Besides eliminating the side channels, raising the difficulty for attackers to locate with other tenants on the same
host also offers an alternative that is suitable for immediate deployment. Generally, hypervisor is in charge of two
types of VM allocation: one is initial allocation (It refers to that a VM firstly allocated to a certain allocation policy)
and the other is reallocation.

In previous research about VM initial allocation policies, scholars have considered security, together with other
objectives including: resource utilization [15, 16, 17], load balancing [8], power saving [6, 18]. For example, Qiu
et al. [8] design a VM allocation strategy according to security and load balancing. Ding et al. [6] establish a VM
allocation model based on security and performance of the system. Except security, they just take account into one
optimized objective, which may not be the best global solution. Thus, Yi et al [7] propose an effective allocation s-
trategy (Previous-Selected-Server-First, PSSF) that covers security, work-load balancing and energy saving to weaken
the VM co-resident attack, and the energy saving is achieved via reducing the number of running hosts. Nevertheless,
there are still some other elements effecting energy consumption, such as CPU. Therefore, we improve the VM allo-
cation strategy which not only considers security, but also load-balancing and energy consumption that is defined as
the running number and CPU utilization of hosts.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2019.01.204&domain=pdf
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Algorithm 1 A new VM Allocation Strategy for Resisting Co-residence
Input:
N∗ : the number of VMs started by a tenant in a server
Output:

Chosen Server: the server where VMs are placed
1: for i=1 to Num Group do do
2: if (s i has enough remaining resources & has u’s VMs & numbers(u’s VMs) less N∗ ) then
3: PList.add(s i)
4: s i is placed in Chosen Server
5: else
6: NPList.add(s i)
7: end if
8: end for
9: if (PList.isEmpty()) then

10: Sort (NPList, group index)
11: Mark NPList.get(min(NumOfVMs(Server)) as selected for u, and place in Chosen Server)
12: end if

3. Analysis and metrics of VM allocation strategy

3.1. Load balancing

Over-utilized hosts influence greatly running of tenants’ VMs. And for CSPs, the improper distribution of VMs may
cause waste of resources. Therefore, we consider the load balancing as spreading VMs among hosts with an average
distribution. The following Equation (1) shows our ideas about it. U indicates a set of tenants U={ u1, u2, ..., uk }.
|VMs(u)| is the subset of VMs launched by U . N is the total number of hosts. What’s more, to show the effect of
load balancing of hosts, we calculate the standard deviation of VMs number (include legal and malicious tenant) in
hosts.

W =

∑
u∈U

|VMs(u)|

N
(1)

3.2. Energy consumption

From CSPs’ opinion, an important issue is to reduce energy consumption. Yi et al [10] propose to reduce the
amounts of running hosts. It is rather remarkable that energy consumption by CPU occupied 90% of the total energy
consumption in a cloud center. So, we take the CPU consumption as the total consumption. In the work of Clark et al
[15], they suggest that if a host is idle, its power consumption is about 70% of full workload. The definition of energy
consumption is shown in Equation (2):

P = 70%× Pmax + (1− 70%)× Pmax ×R (2)

Pmax represents energy consumption when the CPU proportion of the host is 100%. According to Gao et al [9], a
Dell host consumes between 162 and 215 Watt with full load. So, we take the value is 200 Watt in order to calculate
conveniently. R indicates actual CPU proportion of the host.

3.3. The new secure VM allocation strategy

Through optimized objectives previously proposed, our SC-PSSF strategy takes effect as follows while a tenant
named u creates a VM.
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Fig. 1. The experiment results on CloudSim

As Algorithm 1, when NPList is null, we select a host with least number of VMs rather than randomly select one of
the hosts with same remaining resources. If remaining resources of all hosts are not same, PSSF is just a VM random
policy. In this case, the possibility of VM co-residence may increase.

4. Experiment and evaluation

To prove the effectiveness of the SC-PSSF, we perform the experiment on CloudSim. It is an open source software
for cloud computing simulation, which was developed by Grid Laboratory from the university of Melbourne in 2009.
CloudSim offers several features such as: (1) modeling and simulation of large cloud infrastructure, (2) supporting
data centers, service brokers, scheduling and distribution strategies [19].

4.1. Experiment setting

As can be seen in Table 1, a data center with 150 hosts and more than 1500 VMs is set in the simulation. It should
be noted that there are three sets of VMs. And the difference of each type of VM is CPU capacity or RAM capacity.
When CSPs receive VM request, they randomly select the type of VM and allocate to hosts. In the experiments, a
legal tenant can start 20 VMs. The malicious tenant respectively starts 5,10,15 · · · 100 VMs under our VM allocation
policy.

Table 1. Configurations of hosts and VMs.

Quantity MIPS CPU cores RAM

Hosts 150 2600 12 49152
VMs random 500 1 613

random 1000 1 870
random 2500 1 1740

4.2. Results analysis

We compare our strategy with PSSF in Fig. 1 from the perspective of attack Efficiency, attack Coverage, Load
Balancing and power consumption. The value of ttack Efficiency and attack Coverage is calculated by the Equation in
Yi et al.[8]. It can be seen that our strategy (SC- PSSF) is better than PSSF. In Fig. 1(a) and 1(b), the Efficiency of SC-
on average. As for Efficiency and Coverage, the value is lower and VMs is more secure. That is to say, SC-PSSF has
a high success rate to defend VM co-resident attack. Hence, SC-PSSF is greatly improved the level of VMs security.
In order to show the effect of load balancing, we calculate the number of VMs on each host through Equation (1).
As illustrated in Fig. 1(c), load balancing’s value of SC-PSSF is slightly lower than PSSF with the growth of VMs
number, and it is worth being expected. Additionally, in Fig. 1(d), SC-PSSF’s value of power consumption is lower
than PSSF’s. It is proved that SC-PSSF is more energy-saving.

5. Conclusion

In this paper, to solve the security problems about VM co-residency, we propose a novel VM allocation strategy
(SC-PSSF) with the optimization objectives of load balancing and energy saving. The energy saving is realized via
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As illustrated in Fig. 1(c), load balancing’s value of SC-PSSF is slightly lower than PSSF with the growth of VMs
number, and it is worth being expected. Additionally, in Fig. 1(d), SC-PSSF’s value of power consumption is lower
than PSSF’s. It is proved that SC-PSSF is more energy-saving.

5. Conclusion

In this paper, to solve the security problems about VM co-residency, we propose a novel VM allocation strategy
(SC-PSSF) with the optimization objectives of load balancing and energy saving. The energy saving is realized via
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reducing the numbers and CPU of the host. The simulation experiments on CloudSim prove that SC-PSSF has a good
effect on resisting VM co-resident attack. Moreover, it also can reduce the total energy consumption of hosts while
load balancing of hosts deserves better.

In the future, we will do some works to improve our VM allocation policy. (1) We will test and verify how it
performs in the OpenStack. (2) We will go on to analyze the influencing factors of security, load balancing and energy
consumption, and make the process of placing VM better. (3) Live VM migration is also an important stage at lifecycle
of VM, and studied less in the VM co-resident attack. There is the probability that the malicious tenant can achieve
the co-residence with target VMs.
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