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Abstract 

Recently, Big Data analytics has been one of the most emerging topics in the business field. Data is collected, processed and 
analyzed to gain useful insight for their organization. Big Data analytics has the potential to improve the quality of life and help to 
achieve Sustainable Development Goals (SDG). To ensure that SDG goals are achieved, we must utilize existing data to meet those 
targets and ensure accountability. However, data quality is often left out when dealing with data. Any types of errors presented in 
the dataset should be properly addressed to ensure the analysis provided is accurate and truthful. In this paper, we have addressed 
the concept of data quality diagnosis to identify the outlier presented in the dataset. The cause of the outlier is further discussed to 
identify potential improvements that can be done to the dataset. In addition, recommendations to improve the quality of data and 
data collection systems are provided.  
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1. Introduction 

In recent years, Big Data and data analytics has become exceptionally valuable in many areas such as health, 
finance and retail. The benefits of Big Data analytics are not restricted to a specific type of industry since analytics 
has proven vital for organisations to stay on top its competitors. The growing enthusiasm for making a decision based 
on data creates the importance of accurate and precise prediction. Agenda for Sustainable Development Goals (SDG) 
demands a significant investment in time and resources because of its call to ‘leave no one behind’ [1]. To ensure this 
agenda is achieved, Big Data is seen as one of the important elements that can unravel the disparities in society that 
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were previously hidden. There has been some research conducted shown that 65 SDG indicators could directly or 
indirectly benefit from Big Data sources [2]. The use of Big Data analytics has the potential to help organisations to 
realize the opportunities in supporting SDG, while at the same time targeting growth through a range of advantages 
in various business activities, including supply chain activities [3]. 

Food and Agriculture Organization of the United Nations (FAO) recently stated that the global food prices have 
jumped to 40% in May 2021, reaching their highest level in a decade [4]. Besides, the number of hungry people is 
increasing to 130 million, which take us to the levels of hunger that have not seen in half a century. This situation 
bothered us, on how we can do to overcome this. The current data ecosystem provides new opportunities as the 
organisations can leverage data and knowledge from others to improve their processes in collecting, processing, 
analysing and disseminating data [1]. However, the existence of dirty data inside the dataset is common and it is 
becoming an obstacle in providing accurate results and may result in misguided decisions [5]. Improving data quality 
is very important for data mining and data analysis to avoid losses, problems, and additional costs due to the poor 
quality of data.  

Considering the vast amount of data available today, assessing and evaluating information reliability is even more 
critical. This process is time-consuming, and it is impossible for a human to identify reliable data from a large amount 
of information manually [6]. Experian reports that most of the companies lose about 12% of their sales due to wrong 
records, subsequently adding to reduced productivity, loss of resources,  and significantly misused chances for the 
marketing of cross-channel [7]. Based on the survey conducted by Experian, approximately one-third of respondents 
think that they waste nearly 10% or more of their marketing budget because of the result from inaccurate data. 83% of 
the respondents stated that poor data quality has hurt their business objectives, while 66% reported that poor data 
quality has had a negative impact on their organisation in the last twelve months [8]. This demonstrates that the 
organisation needs to have an excellent quality of data in order to obtain more accurate and valuable results since they 
depend on the data like customer relationship management and supply chain management. 

This article aims to identify the outlier issues inside the dataset and use the findings for the improvement of the data 
collections system. It is important to ensure that the data that will be analysed are in high quality and provide more 
truthful insight.  

2. Literature review 

2.1. Definition of big data 

In general, Big Data refers to large and complex datasets that are often used for predictive analytics. It is a term 
that relates to massive, heterogeneous, and often unstructured digital data that are difficult to handle with traditional 
data management tools and techniques [9]. It is designed to gather, store, and manage the data through advanced 
analytic techniques and applications. The rapid growth of the data drives new business opportunities if the data is 
collected are handled correctly. However, data preparation is very challenging and time-consuming, as the volume 
and variety of data have been increasing in recent years [10]. The collected data need to be processed first to ensure 
its reliability before analytics can occur. This crucial phase will affect the result if unreliable data are used for the 
analysis. Thus, data cleansing is a critical process to make sure that the data is free from any type of errors. Big Data 
can generally be characterised into five main dimensions, called 5V’s. Table 1 shows the explanation of Big Data 
criteria.  

2.2. Data quality  

‘Garbage in garbage out’ always happens in an organisation. Dirty data is collected, stored, processed, and 
analysed, but still provide the wrong decision, which leads to losses of a business organisation. Data quality is the 
primary concern faced by most organisations. This issue rises due to improper maintenance and will indirectly 
generate inconsistency in the database [11]. Data quality has become one of the most important data management 
issues as data from various sources in various formats are widely available [12].  

Data quality is important to ensure the usability of the data. In this research, the Global Food Prices Dataset is 
obtained from Humanitarian Data Exchange [13] will be used for analysis purposes. This dataset is collected by WFP 
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where food price information for 75 countries is included. The overview of the dataset is shown in Fig. 1. This dataset 
contains 1048576 records and 17 column listings which consist of the following attributes; Country Id, Country Name, 
State Id, State Name, Market Id, Market Name, Food Id, Food Name, Currency Id, Currency Name, Type Id, Type 
Name, UnitMetric Id, UnitMetric Name, Month, Year, price and Commodity Source. Price fluctuations and periodic 
prices hikes may affect people especially those coming from the low-income food-deficit country, as they increase 
food insecurity, hunger and numbers of people requiring food assistance [14]. 

Table 1. Explanation of big data criteria. 

Big Data Criteria Description 

Volume Big Data volume refers to the size of the data obtained, which is the most essential and distinctive feature of Big 
Data. Considering volume as the most effortless characteristic of Big Data to be defined, it also causes various 
challenges [15]. 

Velocity Data velocity intends to measure how quickly the data are processed from the creation until the visualisation of the 
data. It can be created in real-time or near real-time. It is important as time-sensitive activities, such as fraud detection 
requires Big Data to analyse the pattern of real-time transactional data and find the correlation between multiple 
sources. 

Variety Variety refers to the different types of data that can be processed, which can consist of structured, semi-structured, 
or unstructured data. Text, images, videos, and audio are examples of the data stored in the database. The variety of 
data is expanding wildly as the handwriting of a person might be captured and stored as data. 

Value Data value refers to a measure of the usefulness of the collected data in decision-making [16]. It is closely related to 
volume and variety because it depends on the events or processes, such as stochastic, probabilistic, regular, or random 
[17]. 

Veracity Veracity often relates to the trustworthiness and reliability of the data. It refers to how much amount of data can be 
trusted given the reliability of its source [16]. It is the ability of the data to help in the decision-making process by 
being appropriate, valuable, and of sufficient quality in the context in which it is analysed [18].  

 

Fig. 1. Overview of the Global Food Price dataset. 
 

This dataset is used to assess the level of sustainability of food choices available in the local market to achieve zero 
hunger. In addition, this dataset was also selected as it is publicly available and can be used as the benchmark for other 
researchers. World Food Programme (WFP) has been actively working with the national agriculture ministry to obtain 
the data of their market information system [14]. WFP has outlined eight objectives when collecting the data including 
the following:  

1. Monitor food security 
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2. Provide information for cash-based-transfer  
3. Initiate contact with the retailers  
4. Monitor inflation trend 
5. Assess the impact of the policy, program and project  
6. Inform decision over time and location  
7. Assist small farmers for agriculture planning and market decision  
8. Increase information and transparency between producers, traders and consumers  

 
Data quality represents the standard to which the information is fit for usage in the required business processes. It 

can be defined, measured, and managed through several data quality metrics, such as completeness, conformity, 
consistency, and accuracy. Data quality is not about how cleansed the data is, but it has become a critical issue because 
it involves operational processes and is perceived as the greatest challenge in data management [19]. 

Data quality issues arise due to poor data management in the organisation and this is happening at different levels; 
data source, generation level, and application level [20]. Thus, data quality must be controlled, particularly at the data 
source and generation level. In the data source, data quality is maintained through the data cleansing process. On the 
other hand, the generation level requires quality control when creating the dataset.  

A review conducted by Corrales et al. [21] has shown that data quality issues for regression tasks, such as missing 
values, outliers, and redundancy have received greater attention from the research community. Meanwhile, since noise 
is characterised as a general consequence of data measurement errors, it has received less attention. To improve the 
quality of data, data cleansing is required [22] and it cannot be solved in one cycle of data cleansing only. It requires 
numerous iterations to verify that all the errors are being corrected, as some errors are only visible after the 
transformation [23]. Due to the abnormality of repaired data, the correctness of the data may not be achievable at the 
end of data cleansing and requires another cycle of the cleansing process [24]. 

Besides, data quality relies not only on its features but also on the data-driven business environment, including 
business processes and business users [25], which causes data quality to face several issues. Based on the above 
considerations, the basic question is how to evaluate the quality of the data to ensure that the data provided has high-
level data quality. 

2.3. Outlier 

An outlier exhibits a significant deviation from the distributional behaviour of the remainders that make up a 
statistical sample [26]. It includes data values that deviate from the distribution of values in a column of a table. 
Characterizing, locating, and in some cases eliminating these outliers offers interesting insight about the data under 
scrutiny and reinforces the confidence that one may have in conclusions drawn from otherwise noisy datasets [27]. 
An outlier may not refer to the error inside the data, but it may potentially cause the data error. It can be divided into 
two types which are errors and unique samples [28]. Errors indicated the data has been mislabeled and could harm the 
model performance. On the other hand, a unique sample refers to the dataset which has a different structure from the 
majority of the dataset whereby it could help the model robustness. An outlier is not necessarily the wrong value as 
the comparison between the observation must be made before making the decision. For example, someone who is 
200cm taller will be considered as the outlier in the general population, but when compared to the height of basketball 
players, the same person may not be considered an outlier.  

There are six common techniques for outlier detection which are; Statistical-based methods, Distance-based 
methods, Density-based methods, Clustering-based methods, Deviation-based methods and Subspace-based methods 
[29]. Statistical methods are much more efficient as it is mathematically justified and the meaning behind the outlier 
can be easily revealed [30]. Besides, it is often presented in the graph and compact form which is easier to read. 
Therefore, in this paper, outlier detection methods using statistical-based methods will be used.  

3. Data quality diagnosis 

Data quality diagnosis was run on the dataset to understand the data and identify errors that appeared in the dataset. 
The main focus when running the quality diagnosis is findings the outlier as is important to predict the range values 
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of the dataset. In this phase, the value will be evaluated by comparing them with the general distribution of the values 
inside the column. To detect numerical outliers, we need to compare the magnitude of the numerical data values. In 
this research, a histogram-based strategy is chosen as it is easy to understand the outlier from the graph plotted. It is 
the most popular non-parametric statistical technique to maintain a profile of data and it is simple to implement [30]. 
A histogram-based strategy builds a histogram distribution based on the frequency of data values in a particular data 
column. Eq. 1 shows the calculation for histogram-based strategy. The strategy 𝑠𝑠𝜃𝜃𝑡𝑡𝑡𝑡 marks data cells from the rare 
bins as data errors, i.e., data cells with a normalized term frequency smaller than a threshold 𝜃𝜃𝑡𝑡𝑡𝑡 ∈ (0,1). 

 

𝑠𝑠𝜃𝜃tf(𝑑𝑑[𝑖𝑖, 𝑗𝑗]) = {
1,  iff 𝑇𝑇𝑇𝑇(𝑑𝑑[𝑖𝑖,𝑗𝑗])

∑  |𝑑𝑑|
𝑖𝑖′=1 𝑇𝑇𝑇𝑇(𝑑𝑑[𝑖𝑖′,𝑗𝑗])

< 𝜃𝜃tf
0,  otherwise 

                                (1) 

where 𝑇𝑇𝑇𝑇(𝑑𝑑[𝑖𝑖, 𝑗𝑗]) is the term frequency of the data cell 𝑑𝑑[𝑖𝑖, 𝑗𝑗] inside the data column j. 
 
To estimate the data distribution, mean, Q1, mean, median, and Q3, max will be used. If the number of zeros or 

minuses is dominant, then the data must be suspected to be skewed. If the number of outliers is large, strategies to 
eliminate the outliers are needed. If the value of the outlier is small, but the difference between the distribution with 
the outlier and the distribution without the outlier is very significant, thus it is necessary to remove the outlier in the 
dataset. Fig. 2 shows the visualisation of the price in the dataset with the outlier and without the outlier. It can be seen 
that the presence of the outlier provides a significant difference in the graph.  

 
Fig. 2. Outliers in the Global Food Price dataset.  

Numeric outliers are values that deviate significantly from the underlying distribution and it is common because of 
data entry errors and scale mismatch [31]. An outlier may not be dirty data and it cannot simply be eliminated. 
Generally, the presence of an outlier makes it difficult to analyse the data, but we should carefully look into the data 
and identify what are the contributing factors to the outlier. Since this research only focuses on error detection only, 
thus cleansing process will not be conducted.   

4. Discussion  

When dealing with the outlier, several things need to be examined before the cleansing process can be done. From 
the analysis, it can be seen that three main factors contribute to the outlier, which is; currency, year, prices, location 
and type of food. The dataset consists of the food price from a different country, and most probably the currency used 
will affect the outlier value. For example, 1 Algerian Dinar is equal to 0.64 Kyrgyzstani Som, looking at this value it 
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is certain that the price in Kyrgyzstan will be higher than in Algeria. Thus, the dataset collection could further be 
improved by considering the use of standard currency to facilitate a comprehensive analysis.  

Besides, the outlier may occur because of the difference in the year between each data. Food prices in increasing 
every year and this might cause the presence of outliers within the same country. Recently, a report by the United 
States Department of Agriculture has shown that food prices have risen at a rate of 2.0% to 3.0% per year on average 
[32]. Moreover, the quality of the food may also be improved which cause the price to rise steeply. This theory is 
backed up with evidence in [33] which the authors stated that the food prices would vary in one market or location, 
depends on its quality, freshness, location of the stall in the market, seller, and type of market. Therefore, a clear 
guideline on the collection of the data must be provided when obtaining the data to get cleaner data for the precise 
analysis.  

Even if price series are not well correlated, it does not necessarily imply that the collected prices are wrong. Several 
factors create price differences besides data quality, for example, the import and export goods. Countries that export 
a certain type of food certainly promise cheaper food prices in their country compared to other countries. In addition, 
the type of district must be taken into account whether it is urban or rural because this position will affect the price of 
food. This was supported by a report by WFP [34], which stated that the outlier could also be correct data but an 
incredibly high price in a specific location. 

Another factor that contributes to the outlier is the type of food. From the data, we can see the prices for retail and 
wholesale are combined, where the wholesale price is cheaper than retail. This will certainly contribute to the outlier. 
In addition, the price of a fish cannot be nearly the same as the price of a goat. When these prices are aggregated 
without being categorized or well-organized, it will cause outliers in the dataset. Therefore, it is important to 
reorganize the data that has been collected before performing the analysis.  

To assess the quality of the dataset, still depending on the data stakeholders’ skills and ability [35]. When an outlier 
is found, we cannot simply correct the error as we need feedback from the domain knowledge or expert. Only they 
know what are the specific criteria that can be identified as an outlier. Domain knowledge is an essential part of data 
cleansing and it is the human intelligence that accumulates within a specific practice or process [36]. The involvement 
of a domain expert in the data cleansing process is very important because detecting and correcting anomalies requires 
detailed domain knowledge [37]. However, a new issue emerges as the presence of domain knowledge is time and 
cost consuming. Consequently, automated techniques for obtaining and compiling rules to identify the correct outlier 
are needed to minimize the interaction with the domain knowledge.  

Finally, it can be summarized that several factors may contribute to the presence of an outlier in the dataset. The 
cleansing process cannot be simply done automatically without any intervention from a domain expert as incorrect 
analysis will cause severe loss. To achieve SDG 2: Zero Hunger, monitoring of world food prices must be done to 
help in reducing the extreme food price volatility by ensuring proper market functioning of food commodities and 
their derivatives, as well as facilitating timely access to market information, including on food reserves.  

The first phase in data cleansing is data analysis where errors and inconsistencies are identified in this phase [22]. 
To improve the quality of the dataset and ensure the sustainability of the data collection system, few things need to be 
considered:   

i. Standardize the currency used - For the food price, it is difficult to see the price difference between each 
country if the currency used is not standardized. Data transformation is needed to ensure the data used for 
the analysis is presented in the same currency.  

ii. Improve data storing process - The data storage process needs to be improved to facilitate the analysis that 
needs to be carried out. If all the information is combined in one table, the analysis will be more complex 
as we need to execute extra steps in the data cleansing process. 

iii. Domain knowledge is needed – Before the cleansing process is executed, it is important to identify the 
rules, and these rules are coming from the expert. The original purpose of data collection needs to be 
identified to ensure that all information collected meets the purpose.  

5. Conclusion 

In this paper, we have provided an approach to identify the outliers in the datasets by using data diagnosis. Outlier 
must be handled properly in the cleansing process to make sure truthful insight can be provided. Furthermore, we have 
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is certain that the price in Kyrgyzstan will be higher than in Algeria. Thus, the dataset collection could further be 
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In addition, the price of a fish cannot be nearly the same as the price of a goat. When these prices are aggregated 
without being categorized or well-organized, it will cause outliers in the dataset. Therefore, it is important to 
reorganize the data that has been collected before performing the analysis.  

To assess the quality of the dataset, still depending on the data stakeholders’ skills and ability [35]. When an outlier 
is found, we cannot simply correct the error as we need feedback from the domain knowledge or expert. Only they 
know what are the specific criteria that can be identified as an outlier. Domain knowledge is an essential part of data 
cleansing and it is the human intelligence that accumulates within a specific practice or process [36]. The involvement 
of a domain expert in the data cleansing process is very important because detecting and correcting anomalies requires 
detailed domain knowledge [37]. However, a new issue emerges as the presence of domain knowledge is time and 
cost consuming. Consequently, automated techniques for obtaining and compiling rules to identify the correct outlier 
are needed to minimize the interaction with the domain knowledge.  

Finally, it can be summarized that several factors may contribute to the presence of an outlier in the dataset. The 
cleansing process cannot be simply done automatically without any intervention from a domain expert as incorrect 
analysis will cause severe loss. To achieve SDG 2: Zero Hunger, monitoring of world food prices must be done to 
help in reducing the extreme food price volatility by ensuring proper market functioning of food commodities and 
their derivatives, as well as facilitating timely access to market information, including on food reserves.  

The first phase in data cleansing is data analysis where errors and inconsistencies are identified in this phase [22]. 
To improve the quality of the dataset and ensure the sustainability of the data collection system, few things need to be 
considered:   

i. Standardize the currency used - For the food price, it is difficult to see the price difference between each 
country if the currency used is not standardized. Data transformation is needed to ensure the data used for 
the analysis is presented in the same currency.  

ii. Improve data storing process - The data storage process needs to be improved to facilitate the analysis that 
needs to be carried out. If all the information is combined in one table, the analysis will be more complex 
as we need to execute extra steps in the data cleansing process. 

iii. Domain knowledge is needed – Before the cleansing process is executed, it is important to identify the 
rules, and these rules are coming from the expert. The original purpose of data collection needs to be 
identified to ensure that all information collected meets the purpose.  

5. Conclusion 

In this paper, we have provided an approach to identify the outliers in the datasets by using data diagnosis. Outlier 
must be handled properly in the cleansing process to make sure truthful insight can be provided. Furthermore, we have 
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identified what are the factors that contribute to the outlier in the dataset. It can be seen that several factors greatly 
influence the presence of the outlier. The goal of this paper is to provide a way of improving the collection of the 
dataset to ensure all the errors are eliminated before the analysis process. Data is one of the important aspects to 
achieve SDG goals, thus it is important to have high-quality data.  
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