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Abstract 

Traveling Salesman Problem(TSP) is a main attention issue at present. Neural network can be used to solve combinatorial 
optimization problems. In recent years, there have existed many neural network methods for solving TSP, which has made a 
big step forward for solving combinatorial optimization problems. This paper reviews the neural network methods for solving 
TSP in recent years, including Hopfield neural network, graph neural network and neural network with reinforcement learning. 
Using neural network to solve TSP can effectively improve the accuracy of the approximate solution. Finally, we put forward 
the prospect of solving TSP in the future. 
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1. Introduction 

Traveling Salesman Problem(TSP) is a famous NP hard problem in combinatorial optimization [1]. And there 
is no algorithm that can find the optimal solution in polynomial time. The specific problem description is that a 
traveler wants to travel to 𝑛𝑛 cities, and he is required to travel to each city only once and then return to the city 
he started from, making the whole distance covered the shortest. 

The mathematical model of the TSP is in Eqs. (1)-(5). 
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For weighted graphs G=(V, E), objective function is 

         min ∑ ∑ 𝑑𝑑𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖
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≤ |𝑆𝑆| − 1, ∀𝑆𝑆 ⊂ 𝑉𝑉, 2 ≤ |𝑆𝑆| ≤ 𝑛𝑛 − 1, 𝑥𝑥𝑖𝑖𝑖𝑖 = {0，1}, 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸                         (4) 

Here Equations (2) and (3) guarantee that only one arc as the starting point and only one arc as the end point in 
the loop, and Equation (4) guarantees that no subloop solutions will be generated. 

The algorithms for solving TSP include exact algorithm and approximate algorithm [2]. The exact algorithm 
includes branch and bound method [3], dynamic programming method [4]. The approximate algorithms include 
genetic algorithm [5], ant colony algorithm [6], simulated annealing algorithm [7], particle swarm optimization 
algorithm [8] and their hybrid algorithm [9-11]. With the increase of the solution scale, the time needed to find 
the optimal solution is explosive growth, that is, the algorithm complexity is too high. Moreover, some 
approximate algorithms such as ant colony algorithm, its convergence is slow and easy to fall into local optimal 
solution [12], which can lead to the low optimization efficiency. 

At present, no one has worked out a perfect algorithm to solve the TSP problem. However, it can only produce 
some approximate solutions that can be as close to the perfect solution as possible in a reasonable running time. 
In recent years, with the continuous development of deep learning with neural network, many new approximate 
algorithms using neural network have emerged to solve TSP. Compared with traditional algorithms, the error 
rate of solution has been significantly improved [13]. The main work of this paper is to enumerate the neural 
network methods for solving TSP, and point out the direction for future research. 

2. Neural network methods for solving TSP 

Neural network is an algorithm of machine learning. It can solve TSP by machine learning which trains neural 
networks with different structures, making it possible to solve TSP more accurately. we will introduce the 
algorithm of solving TSP through the following kinds of neural networks. 

2.1. Hopfield neural network 

In 1985, Hopfield designed the fully connected network which is later known as Hopfield neural network [14]. 
He simulated the TSP of 10 cities and 30 cities respectively. Moreover, it was the first algorithm that used neural 
network to solve the optimization problem of TSP. As shown in Fig. 1, the algorithm idea is to convert the 
objective function into the energy function of the neural network, and minimize the energy function in the process 
of running the neural network so as to obtain the local optimal solution. Hopfield defined the energy function 
and the equations of motion of the TSP problem in Eqs. (5) and (6). 
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Here A, B and C are all positive, which is equivalent to the three penalty terms plus the target function.  
Here is a two-layer Hopfield neural network in Fig. 1. The zero layer is the input of the network, and the first 

layer is the node of the neuron. The neuronal input includes the external input and the feedback of neuronal 
output in Eq. (7).  

𝑧𝑧𝑗𝑗 = ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑦𝑦𝑖𝑖 + 𝑥𝑥𝑗𝑗
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𝑖𝑖
                                                                                      (7) 

Here 𝑤𝑤𝑖𝑖𝑖𝑖  is weight, 𝑦𝑦𝑖𝑖 = [𝑦𝑦1, 𝑦𝑦2, ⋯ , 𝑦𝑦𝑁𝑁] is the neuronal output and 𝑥𝑥𝑗𝑗 = [𝑥𝑥1, 𝑥𝑥2, ⋯ , 𝑥𝑥𝑁𝑁] is the external input. 
The difference between Hopfield network and other neural networks is that its network weights are not 

determined through repeated learning, but are directly given, and then the state of the network is updated 
according to the operating equation of the network, and finally the local optimal solution is reached. Hopfield 
found that this neural network worked very well for problems smaller than 30 cities. However, It did not apply 
when the TSP is larger than 30 cities. 

Although Hopfield network solves TSP almost perfectly, it also has some shortcomings, which have been 
optimized by many researchers. Luo [15] improved the third term of the energy function in view of its poor 
convergence; In addition, Qiao et al [16] also improved the energy function by adding a correction term to the 
energy function and establishing a new hysteretic noisy frequency conversion sinusoidal chaotic neural network 
(HNFCSCNN) to solve TSP which received a satisfactory result. 

Li et al [17] improved the connection weight according to its shortcoming that it was easy to fall into the local 
minimum. They changed the connection weights based on the performance of the objective function. García [18] 
adopted the divide-and-conquer method to improve the performance of Hopfield network in TSP. 
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Fig. 1. Two layer of Hopfield network 

2.2. Graph neural network 

Graph has a complex structure, and it is not easy to combine neural network with graph data. In recent years, 
a large number of studies have been devoted to the study of graph neural network. The basic idea of graph-neural 
network is to aggregate the information of each node and its surrounding nodes, and graph neural network has 
been proved to be able to solve TSP [19]. 

Prates [20] constructed a graph neural network and trained the model into an effective information transfer 
algorithm. After several iterations of edges and vertices embedded in weights, then judged whether existed a 
route that cost< 𝐶𝐶 . Joshi [21] proposed a non-autoregressive deep learning method. The Graph ConvNet 
introduced by Bresson [22] is used to approximate the solution of TSP. The special feature of this method is that 
the output is the probability of each edge becoming the optimal solution, and the optimal solution is obtained by 
traversing the whole TSP through beam search. Different from other graph neural networks, Hu et al [23]. 
constructed a bidirectional graph neural network. In the decoding part, the bidirectional message passing layer 
was used to predict the probability of the next city visit, and the optimal solution was found by combining the 
best first search. 

2.3. Neural network with reinforcement learning 

Reinforcement learning is mainly used to solve sequential decision making problems [24]. Compared with 
other machine learning, reinforcement learning has no "supervisor" but only "reward" signals. It obtains learning 
information and updates model parameters by receiving rewards (feedback) from the environment for actions. 

In recent years, reinforcement learning has developed rapidly, and it is also very common to solve TSP. 
The notable neural network is the Pointer network proposed by Vinyals [25] in 2015, which introduced the 
attention mechanism and took attention as a Pointer, and then selected a member of the input sequence as the 
output. It has been proved to be able to solve TSP in combination with beam search. Ma et al [26] used the graph 
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pointer network proposed by Vinyals and trained the hierarchical graph pointer network with reinforcement 
learning, and searched for the optimal solution through the hierarchical strategy and reward mechanism. Bello 
[27] also trained a graph point network with negative travel length as the reward signal, and used the strategy 
gradient method to optimize the parameters of the repeated current neural network. Deudon et al [28] replaced 
Bello's LSTM with critic and combined with 2-opt heuristic, then obtained more satisfactory results when applied 
to TSP.  

In addition to using graph pointer networks to combine reinforcement learning, some other networks or 
systems have been proposed to combine reinforcement learning. For the graphs with complex node context 
relationships, Dai et al [29] used the Structure2Vec architecture system to embed the vertices of the graph into 
the feature information, and uses Q-learning training and greedy insertion method to place each new vertex in 
the local optimal position within the partially formed tour, thus gradually constructing the TSP tour. Bresson [30] 
used a transformer framework for encoding, which trained with reinforcement learning and decoded with beam 
search. The transformer solver performed better than other previously proposed TSP solvers. 

3. Conclusion 

So far, We have reviewed the neural network methods to solve TSP, including Hopfield neural network, graph 
neural network and neural network with reinforcement learning, and then we put forward suggestions for future 
research directions:  
 Large-scale TSP is still the focus of current research. The computing resources always grow rapidly with the 

increase of scale. So whether we can improve the precision of large-scale TSP solution by parallelizing neural 
network or deepening network can become a research direction in the future. 

 The complexity of graph data is a big challenge for future research. It is interesting that how to break through 
the limit of deep learning framework and combine it with reinforcement learning and other algorithms to solve 
TSP. 

 Although graph neural networks are very powerful, whether they can solve other combinatorial optimization 
problems which called the generalization ability of these graph neural networks remains to be studied. 
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