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**ملاحظات طراحی سیستم عامل های پردازنده شبکه**

**چکیده**

پردازنده های شبکه (NP) یک زیرساخت پردازش بسته قابل برنامه ریزی و انعطاف پذیری برای سیستم های شبکه وعده داده اند. برای بهره برداری کامل از قابلیت های پردازنده های شبکه، توانایی انطباق پویا با الگوهای ترافیک در حال تغییر و پشتیبانی بلادرنگ در قالب یک سیستم عامل پردازنده شبکه ضروری است. تفاوت های بین سیستم عامل های موجود و چالش های اصلی در ماهیت چندپردازنده ای NPها، محدودیت منابع on-chip آنها و الزامات پردازش بلادرنگ نهفته است. در این مقاله، مسائل اصلی که باید در طراحی یک سیستم عامل پردازنده شبکه درنظر گرفته شوند، بررسی میگردند. به طور خاص، تاثیر عملکردی (1) تجزیه و تحلیل برنامه برای پارتیشن بندی (2) خصوصیات ترافیکی شبکه، (3) نگاشت حجم کار و (4) سازگاری زمان اجرا کاوش میشوند. نتایج کمی و کیفی در زمینه تجزیه و تحلیل یک نرم افزار و نگاشت یک چارچوب خاص ارائه و مورد بحث قرار گرفته، اما به طور کلی مشاهدات و نتیجه ها در هر محیط برای پردازنده های شبکه قابل اجرا می باشند.

دسته بندی ها و توصیف موضوع: D.4.1 [سیستم های عامل] چندپردازنده ای؛

**کلمات کلیدی**: پردازنده شبکه، پارتیشن بندی برنامه، نگاشت نرم افزار

**1. معرفی**

موفقیت اینترنت به عنوان یک رسانه ارتباطی در اجرای تحقیقات در حوزه شبکه های حسگر، شبکه های همپوشان، محاسبات فراگیر، پردازش توری و شبکه های ذخیره سازی اطلاعات می باشد. این روند قابلیت شبکه را در جهت دربرداشتن پروتکل ها و سرویسهای سیستم های پایانی بطور فزاینده متنوع و ناهمگن گسترش می دهد. حتی در اینترنت امروزه، روترها حجم زیادی پردازش را در مسیر داده انجام میدهند. نمونه هایی از این قبیل عبارتند از دیوارهای آتش، ترجمه آدرس شبکه (NAT)، سوئیچینگ وب، ردیابی IP، TCP/IP سیل آسا برای سرورهای ذخیره سازی با کارایی بالا و رمزگذاری شبکه های خصوصی مجازی (VPN) . بسیاری از این توابع در شبکه های دسترسی وedge اجرا میشوند که متنوع ترین سیستم ها و توابع مورد نیاز شبکه را به نمایش می گذارند. با گسترش دامنه شبکه می توان انتظار داشت که این روند ادامه خواهد داشت و پردازش پیچیده تر بسته های داخل شبکه ضرورت می یابد [2، 4].

 زیرساخت پردازشی برای این عملیات پردازش بسته مختلف را می توان در راه های زیادی پیاده سازی نمود. وظایف خوش تعریف، با سرعت بالا اغلب در مدارهای مجتمع با کاربرد خاص (ASIC ها) اجرا شده اند.

وظایفی که به خوبی تعریف نشده و یا احتمالا در طول زمان تغییر میکنند را باید در یک پلت فرم انعطاف پذیرتر پیاده سازی کرد که توانایی برنامه ریزی دوباره داشته باشد. پردازنده های شبکه (NP) برای این منظور توسعه داده شده اند.

تقاضای عملکردی افزایش سرعت لینکها و نیاز به انعطاف پذیری نیازمند این واقعیت است که این پردازنده های شبکه در سیستم های چند پردازنده پیاده سازی شوند. این امر برنامه نویسی چنین دستگاه هاییی دشوار باشد، ازآنجا که عملکرد کلی به تعامل خوب اجزای مختلف سیستم (پردازنده ها، رابط های حافظه، ساختمان داده های اشتراکی و غیره) بستگی دارد. مشکل اصلی رسیدگی به پیچیدگی ها و تعامل اجزای مختلف سیستم NP است. برای دستیابی به عملکرد پردازشی لازم برای پشتیبانی از لینک های چند گیگابیتی، پردازنده های شبکه به عنوان سیستم های چند پردازنده روی یک تراشه (on-a-chip) پیاده سازی شده اند. این شامل چندین موتور پردازش چند رشته ای، انواع مختلف حافظه درون و بیرون از تراشه (on-off-chip) و تعدادی پردازنده خاص منظوره است. در ایستگاه های کاری معمولی یا سیستم های سرور این پیچیدگی ها توسط سیستم عامل پنهان شده و یا با توجه به معماری تک پردازنده به شدت ابراز نمیشوند. برای تسهیل این روند، در حال حاضر تعدادی از زبان های برنامه نویسی دامنه خاص و کامپایلرهای بهینه سازی در حال توسعه اند [5، 17، 19]. هدف این رویکردها ، بهینه سازی یک اپلیکیشن واحد (به عنوان مثال عملیات روتر) بطور استاتیک برای سخت افزار زیر بنایی می باشد.

در پردازنده های شبکه فعلی، بسیاری از تسک های حیاتی عملکردی و خوش تنظیم با زبان اسمبلی نوشته شده اند (مثلا برای توازن زمان پردازش هر مرحله در یک خط لوله نرم افزار). در نتیجه، تغییرات جزئی در عملکرد می تواند تاثیر عملکردی شدیدی داشته باشد که به تنظیم دوباره نیاز دارد. به علت تنظیم دقیق برنامه های منفرد، یکپارچه سازی و تغییر پویای چند تابع پردازش بسته بر روی یک پردازنده تک بسیار دشوار است. با این حال، پردازش شبکه ذاتا یک فرایند پویا می باشد. انگیزه اصلی پیاده سازی توابع پردازش بسته در یک پردازنده شبکه (به جای یک دستگاه منطقی سفارشی سریع تر و کارآمدتر) لزوم تغییر عملکرد در طول زمان است. تغییر الگوهای ترافیکی، سرویس ها و پروتکل های شبکه جدید، الگوریتم های جدید برای طبقه بندی جریان و تغییر دفاع در برابر حملات انکار سرویس، زمینه پویایی ارائه میکند که یک روتر قابل برنامه ریزی نیاز به اصلاح داشته باشد. این مستلزم آن است که روتر (1) بتواند چند برنامه پردازش بسته را در همان زمان پیاده سازی کند (2) بتواند به سرعت توابع پردازشی را به حجم کار خود اضافه و حذف کند و (3) بتواند عملیات کارآمدی را تحت هر شرایطی تضمین نماید. به ویژه مدیریت منابع مختلف سیستم برای جلوگیری از تضعیف عملکرد منابع گلوگاهی حائز اهمیت است.

پیچیدگی معماری چند پردازنده NP استفاده از مفاهیم سیستم عامل های موجود در این حوزه را محدود کرده است. چند روش موجود برای پشتیبانی بلادرنگ هنوزهم به سوی برنامه های پردازش بسته واحدی سوق دارند که بصورت آفلاین بهینه سازی شده [19، 12] و یا برنامه های پردازش شبکه را به عنوان یک نهاد یکپارچه واحد در نظر میگیرند [9].در این مقاله، ما انواع مختلفی از مسائل مربوط به طراحی یک محیط بلادرنگ را کاوش میکنیم که از چند برنامه پردازش شبکه همزمان پشتیبانی می کند و اجازه پیکر بندی دوباره حجم کار را بر روی یک سیستم چندپردازنده می دهد. ملاحظات طراحی کلیدی مورد بحث در چهار دسته عمده قرار می گیرند: (1) پارتیشن بندی نرم افزار (2) خصوصیات ترافیکی (3) نگاشت و سازگاری زمان اجرا و (4) محدودیت های سیستم.

 تلاش های تحقیقاتی در حوزه پردازنده شبکه در طولانی مدت توسط طراحی های سیستمی خاص تحت تاثیر قرار گرفته اند. به منظور جداسازی مسائل مربوط به طراحی عمومی سیستم های عامل از یک سیستم خاص، ما مشاهدات کیفی و نتایج کمی را از هم تفکیک کرده ایم. ابتدا مسائل مربوط به طراحی ذکر شده فوق بررسی شده و در مورد مبادلات کیفی بین گزینه های طراحی موجود بحث میشود. این تجزیه و تحلیل درک مهمی از تعامل بین مبادلات سیستم فراهم می کند. ثانیا نتایج کمی ارائه میشود که مبادلات فوق در زمینه برنامه های واقعی NP را به تصویر میکشد. برای این کار، از پارتیشن بندی نرم افزار NP و تکنیک های نگاشت و نتایج مدل سازی عملکرد تحلیلی که در کار قبلی ما توسعه داده شد [15، 20] استفاده میشود.

در بخش 2، درمورد کارهای مرتبط بحث میشود. بخش 3 ویژگی های کلیدی سیستم عامل های پردازنده شبکه و تفاوت آنها از سیستم عامل های ایستگاه های کاری رایج مطرح میگردد. بخش 4 مبادلات طراحی کیفی را مورد بحث قرار داده و بخش 5 این مشاهدات را در زمینه سیستم مورد آزمایش ما بصورت کمی تخمین میزند. در بخش 6 نتایج و پیامدهای طراحی پردازنده شبکه سیستم عامل ترکیب شده و بخش 7 این مقاله را نتیجه گیری میکند.

**2. کارهای پیشین**

نمونه های تجاری پردازنده های شبکه بسیار هستند [3، 6، 7، 10]. یک پردازنده شبکه معمولا به صورت چند پردازنده یک تراشه ای با اجزایI/O باکارایی بالا پیاده سازی میشود که برای پردازش بسته بهینه سازی شده است. به طور خاص، NPها یک معماری مناسب تر نسبت به ایستگاه کاری معمولی یا پردازنده های سرور، برای رسیدگی به این حجم کاری ارائه میکند. نیاز به یک معماری تخصصی به دلیل منحصر به فرد بودن حجم کاریNP است که تحت سلطه بسیاری از تسک های کوچک و عملیات I/O با پهنای باند زیاد است [21]. یک جایگزین دیگر برای پیاده سازی توابع پردازش بسته ، دستگاه های قابل برنامه ریزی منطقی هستند به عنوان مثال، مدارهاس مجتمع دیجیتال قابل برنامه ریزی (FPGA ها)، که بیشتر مناسب برخی از توابع پردازش به سبک جریان داده می باشند [1، 18].

الزامات طراحی برای پشتیبانی زمان اجرا در سیستم های مبتنی بر FPGA بسیار شبیه بهNP های معمولی هستند و در نتیجه انتظار می رود نتایج کار ما نیز به همان اندازه در این دامنه قابل اجرا باشد. به منظور دستیابی به کارایی لازم سرعت خطی روزافزون و توابع پردازش بسته به طور فزاینده پیچیده، هر دو NP و FPGA از روش موازی سازی استفاده میکنند که بطور ذاتی در حجم کاری این سیستم ها وجود دارد. به طور کلی، بسته ها را تا زمانی می توان به صورت موازی پردازش کرد که متعلق به جریان مشابه باشند. توابع پردازشی در یک بسته نیز می توانند بصورت موازی برای کاهش تاخیر بسته اجرا شوند. این امر منجر به سیستمهای NP با پردازش موازی زیاد و موتورهای پردازشی میشود. برای برنامه نویسی چنین سیستمی، چند زبان برنامه نویسی خاص دامنه توسعه یافته است.اینتل به طور مشترک با پروژه Shangri-La در دانشگاه تگزاس در آستین Baker را توسعه داده است [5]. پروژه MESCAL در دانشگاه برکلی NP-Click را توسعه داده [17]، که براساس روتر ماژولار Click می باشد[8].

در پروژه NEPAL [12]، Memik و همکاران یک سیستم زمان اجرا ارائه کردند که اجرای برنامه های کاربردی بر روی یک پردازنده شبکه را کنترل می کند. برنامه های کاربردی با استفاده از API NEPAL به ماژولهایی در سطح تسک تقسیم شده و که صورت پویا به هسته های اجرا نگاشت میشوند.همچنین یک سطح اضافی ترجمه در طی تبدیل کد برنامه به ماژول وجود دارد.

تجزیه و تحلیل تکنیک های زمان اجرا به ترکیبی از الگوریتم های تخصیص ابتکاری محدود شده است. Teja [19] یک محیط برنامه نویسی تجاری برای خانواده پردازنده های شبکه اینتل IXP می باشد. در حالی که آنها یک سیستم عامل پردازش شبکه ارائه میکنند (NPOS)، هم Teja و هم NEPAL برای ساده سازی روند برنامه نویسی یک برنامه واحد و با هدف استفاده مجدد کد در تمام سیستم عاملها طراحی شده اند. ما از توانایی انطباق سریع با برنامه های متعدد بر روی همان سیستم پردازنده شبکه پشتیبانی نمی شود.

 بااینکه کارهای زیادی بر روی مکانیزم های مدیریت پویای برنامه های متعدد وجود ندارد، پژوهش هایی بر روی الگوریتمهای تطبیق و زمانبندی پردازنده های شبکه برای صرفه جویی در مصرف انرژی انجام گرفته است. Kokku و همکاران مسائل مربوط به طراحی محیط زمان اجرا، شبیه به آنچه که در اینجا ارائه میشود، را بررسی کرده اند[9]، اما آنها برنامه های پارتیشن بندی شده که روی چند پردازنده شبکه توزیع شده اند را در نظر نگرفته اند. در عوض، فرض شده است که یک برنامه کامل به یک پردازنده تک هسته ای نگاشت میشود.

**3. سیستم عامل پردازنده شبکه**

اصطلاح "سیستم عامل" اغلب در زمینه ایستگاه های کاری کامپیوتری استفاده می شود. مسئولیت های چنین سیستم عاملی، مدیریت منابع سخت افزاری و جداکردن کاربران از یکدیگر است. هدف بهینه سازی معمولا به حداقل رساندن زمان اجرای یک وظیفه می باشد (وظیفه ای که کاربر فعلا با آن کار میکند). قابل توجه است که اهداف یک سیستم عامل برای پردازنده های شبکه بسیار متفاوت هستند. در یک پردازنده شبکه، تمام برنامه ها توسط یک موجودیت اداری کنترل شده و بهینه سازی با هدف به حداکثر رساندن توان عملیاتی کل سیستم انجام میگیرد.

**3.1 تفاوت ها با سیستم عامل های ایستگاه کاری**

در زیر جزئیات تفاوت بین سیستم عامل های پردازنده شبکه و سیستم عامل های معمولی لیست شده است:

• تفکیک کنترل و مسیر داده. این جدایی به شرایط پردازنده اشاره دارد نه به شرایط شبکه. برای رسیدن به توان عملیاتی بالا درNP ها، مطالعات متعددی نشان داده اند که پیاده سازی تعداد بیشتری از موتورهای پردازشی ساده تر نسبت به موتورهای کمتر ولی قوی تر مقرون به صرفه تر است این پردازنده های ساده قابلیت اجرای وظایف کنترلی پیچیده در بالای بسته پردازش وظایف ندارد. در طراحی NP های امروزی، کنترل بر روی یک پردازنده کنترل جداگانه پیاده سازی میشود. با توجه به تفکیک بین "کلاس های" پردازنده، داشتن یک ساختار کنترلی واضح تر از یک سیستم عامل معمولی ضروریست.

• تعامل محدود. کاربران به طور مستقیم با NP و یا سیستم عامل آن تعامل ندارند. حداکثر، بعضی اوقات برنامه های کاربردی نصب شده و حذف میشوند. این بدان معنا نیست که یک کاربر نمی تواند تنظیمات یک NP را تغییر دهد (به عنوان مثال، قوانین به روز رسانی یک نرم افزار دیوار آتش)، اما متغیر کلیدی در این سیستم الگوهای ترافیکی ست که تعیین می کند چه پردازشی باید اتفاق بیافتد.

• نظم و سادگی نرم افزارها. یکی از جنبه های برجسته پردازش شبکه این است که پردازش مسیر داده در بسته های منفرد انجام می گیرد. این بدان معنی است که تسک های پردازش بسته معمولا به علت قیود زمان واقعی تحمیلی توسط بسته های مداوم پیچیدگی ندارند. در نتیجه، تقاضای پردازش کم است (از چند صد تا چند هزار دستورالعمل) [16]. علاوه بر این، مسیر اجرای یک برنامه در بسیاری از موارد مشابه بوده و تنها برای تعداد کمی از موارد دیگر متفاوت است. بنابراین تجزیه و تحلیل جزئی برنامه های کاربردی پردازش بسته برای یافتن نگاشتهای خوب پردازنده امکان پذیر است.

• پردازش غالب بر مدیریت منبع. سیستم عامل های معمولی نیاز به پیاده سازی تعدادی توابع مختلف دارند: زمانبندی پردازنده، مدیریت حافظه، جداسازی نرم افزار، انتزاع منابع سخت افزاری، و غیره. در سیستم های پردازنده شبکه، این چالش ها تحت سلطه مدیریت منابع پردازشی است. تنوع منابع سخت افزاری محدود بوده و بسیاری از آنها به طور مستقیم توسط نرم افزار کنترل می شوند. همچنین، حافظه معمولا بطور ایستا تخصیص داده میشود تا از رفتار قطعی زمان اجرا اطمینان حاصل شود. این مساله ممکن است در آینده تغییر کند همانگونه که برنامه های کاربردی شبکه پیچیده تر شده و سیستم عاملهای پردازنده شبکه بیشتر شبیه به سیستم عامل های معمولی میشوند. در این کار، ما روی جنبه های پردازشی سیستم عامل تمرکز داریم.

• عدم تفکیک فضای کاربر/ فضای کرنل. تمامی توابع در یک پردازنده شبکه توسط یک موجودیت اداری مشابه کنترل می شود. هیچ جدایی واضحی میان فضای کاربر و فضای کرنل وجود ندارد. در عوض، عملیات بین کنترل و مسیر داده تقسیم شده است. در نتیجه مکانیزم های محافظت قدیمی به طور معمول در سیستم های عامل پردازنده شبکه اجرا نمی شوند.

**3.2 ملاحظات طراحی**

با توجه به تفاوت های زیاد و قابل توجه بین یک سیستم عامل معمولی و یک پردازنده شبکه، به اعتقاد ما کشف برخی از مسائل اساسی مربوط به طراحی که در زمینه سیستم عامل های پردازنده شبکه با آن سروکار داریم، حائز اهمیت است. پرسش هایی که از این اکتشاف بوجود می آیند عبارتند از:

• چگونه برنامه های کاربردی به صورت پویا بر روی پردازنده شبکه نصب و حذف میشوند؟

• چگونه می توان برنامه های کاربردی جهت استفاده از سخت افزار های زیربنایی چندپردازنده را پارتیشن بندی و نگاشت کرد؟

• چگونه باید سیستم عامل را با تغییرات ترافیکی شبکه که نیاز به پیکربندی های مختلفی دارد منطبق نمود؟

• میزان و سطح سازگاری چقدر است؟

به منظور بررسی صحیح جنبه های طراحی سیستم عامل، فرض میکنیم یک رویکرد عملیاتی جامع همانند شکل 1 فرض می کنیم. چهار مرحله اساسی که برای پشتیبانی زمان اجرا سیستم های پردازنده شبکه لازم است وجود دارد: تحلیل نرم افزار ، مشخصات ترافیکی، نگاشت حجم کار، و سازگاری . یک مساله اساسی وجود دارد آنچه که باید بصورت آفلاین انجام شود (به عنوان مثال، در طول توسعه نرم افزار) و آنچه که باید (و می تواند) در طول زمان اجرا انجام شود.



شکل 1 . تحلیل پردازش و ترافیک در یک سیستم عامل پردازنده شبکه

تحلیل نرم افزار برای تجزیه و تحلیل نیازمندی های پردازشی برنامه و پارتیشن بندی نرم افزار ضروریست. پارتیشن بندی اجازه می دهد تا تسکهای فرعی مختلف بر روی عناصر پردازشی مختلف برای استفاده کامل از منابع NP توزیع شوند. سادگی و تکرار برنامه های کاربردی پردازش شبکه [21، 16] اجازه تجزیه و تحلیل دقیقی از نرم افزار را می دهد. فرآیند ایجاد پروفایل به عنوان یک مولفه آفلاین نشان داده شده است. با منابع پردازشی محدود در معماری های فعلی NP، این تجزیه و تحلیل نمی تواند به صورت آنلاین انجام شود. به طور معمول، چنین تحلیلی را می توان در چارچوب محیط توسعه نرم افزار برای برنامه های کاربردی NP اجرا نمود. عمل پارتیشن بندی را می توان به روش های مختلف انجام داد و سطح دانه بندی (granularity) که باید انجام شود با جزئیات بیشتری در زیر مورد بحث قرار گرفته است.

مشخصات ترافیکی شبکه یکی دیگر از جنبه های مهم پشتیبانی زمان اجرا برای سیستم های پردازنده شبکه است. بسته به شرایط ترافیکی فعلی شبکه، برنامه های مختلف بر پردازش مسلط هستند. حجم کار به صورت پویا متغیر دلیل اصلی برای ضرورت پشتیبانی زمان اجرا می باشد. به منظور دستیابی به تخصیص خوب منابع پردازشی، لازم است بدانیم که چه پردازشی در حال حاضر برای بسته بندی در سیستم ضروری است (و یا در آینده نزدیک پردازش خواهد شد). نتیجه تجزیه و تحلیل ترافیک، تخصیص برنامه است که نسبت پردازش مورد نیاز برای هر نرم افزاری که بر روی سیستم در دسترس است را توصیف می کند.

نگاشت حجم کار فرایندی ست که وظایف پردازشی را به موتورهای پردازش واقعی اختصاص میدهد. این انتساب برمبنای تخصیص و پارتیشن بندی نرم افزار به دست آمده در دو مرحله قبلی می باشد. نگاشت را می توان به راه های مختلف و بسته به معماری خاص سیستم، محیط توسعه نرم افزار و اصول عملیاتی یک سیستم انجام داد. اهداف نگاشت ، رسیدن به توان عملیاتی بالا و بهره برداری کارآمد از منابع می باشد.

مرحله سازگاری نیاز به پیکربندی مجدد سیستم پردازنده شبکه برای مطابقت با نیازهای پردازشی را نشان می دهد که توسط حجم کار ترافیکی دیکته شده است. در طول این مرحله، تخصیص نرم افزار با توجه به شرایط جدید ترافیکی تغییر میکند. سپس، مرحله نگاشت تخصیص وظایف به پردازنده ها را برای مطابقت با تخصیص های جدید اصلاح میکند.

**4. مبادلات کیفی**

با هریک از چهار مولفه یک سیستم عامل پردازنده شبکه که در بخش قبل مورد بحث قرار گرفت، تعدادی معاوضه کیفی طراحی وجود دارد. ما درباره گزینه های مختلف طراحی در این بخش بحث کرده و پس از آن نتایج کمی را در بخش 5 ارائه میکنیم. از آنجا که نتایج کمی به شدت به یک سیستم خاص وابسته اند، بحث مبادلات را برای حفظ کاربرد عمومی آن جدا کرده ایم.

**4.1 پارتیشن بندی نرم افزار**

برنامه های کاربردی پردازنده شبکه به ندرت از یک تکه کد یکپارچه تشکیل شده اند. معمولا بیشتر برنامه های کاربردی NP به چند وظیفه فرعی تقسیم می شوند. به عنوان مثال، در اینتل IXP2400، پردازش ورودی از عمل فوروارد و از پردازش خروجی جدا شده است. این پارتیشن بندی باعث می شود تا توسعه نرم افزار تا حدی آسان تر شده و تغییرات در نرم افزار ساده تر پیاده سازی شود. همچنین بهره برداری از موازی سازی و راه اندازی خط لوله برای استفاده کامل زیرساخت چند پردازنده را اجازه می دهد. اما چگونه یک سیستم عامل می تواند از این پارتیشن بندی پشتیبانی کند؟

**4.1.1 پارتیشن بندی دستی**

رایج ترین روش برای تفکیک مناسب وظایف و یک نگاشت از وظایف به پردازنده هاست. با استفاده از محیطهای شبیه سازی، برنامه نویسان می توانند پارتیشن بندی خاصی اعمال کرده و نتایج عملکرد را به دست آورند. با اجرای پارتیشن بندی بصورت دستی، نقاط گلوگاهی می توانند حذف شوند و میزان کارایی را می توان بخوبی تنظیم نمود.این روش بسیار زمان بر بوده و نیاز به آگاهی دقیقی از برنامه و سخت افزار NP دارد. از دیدگاه سیستم عاملی، پارتیشن بندی دستی برنامه میزان پشتیبانی پویا را محدود میکند و به طور کلی انطباق با تغییر شرایط ترافیکی میسر نیست.

**4.1.2 پارتیشن بندی خودکار**

اخیرا، روش های متعددی برای پارتیشن بندی خودکار برنامه های کاربردی ایجاد شده است. جنبه نگاشت اتوماتیک مربوط به این موضوع در زیر مورد بحث قرار گرفته است. یک کامپایلر پارتیشن بندی خودکار توسط اینتل در [5] توسعه داده شده است.Ramaswamy و همکاران یک الگوریتم خوشه بندی آموزش مبتنی بر پروفایل توسعه دادند که ناشی از نمایش یک گراف بدون دور مستقیم از برنامه های کاربردی NP می باشد[15]. دانه بندی از پارتیشن بندی را می توان در صورت نیاز اعمال نمود. Plishker و همکاران یک رویکردی پیشنهاد دادند که در آن برنامه های کاربردی در یک زبان دامنه خاص توصیف شده و سپس بر روی المانهای پردازشی توزیع میشوند [14].

**4.1.3 گزینه های طراحی**

یک سوال کلیدی این است که کدام سطح دانه بندی از پارتیشن بندی نرم افزار مناسب تر می باشد. طیف گزینه ها از برنامه های کاربردی یکپارچه تا دستورالعمل های تخصیص منابع پردازشی به شدت ریز دانه (یا بلوک پایه) محدود میشوند. مبادلات طراحی عبارتند از:

• نرم افزارهای یکپارچه. اگر نرم افزار پارتیشن بندی نشده باشد، تنها می توان آنرا به یک موتور پردازشی تک اختصاص داد. این امر به طور چشمگیری نحوه انطباق حجم کار برنامه را به نیازمندی های ترافیکی شبکه محدود میکند. همچنین، ممکن است و موجب ایجاد گلوگاه های عملکردی در سیستم های خط لوله شود (به عنوان مثال، چند برنامه متوالی در هر بسته)، که در آن سرعت خط لوله با حداکثر زمان مرحله تعیین میگردد. در نهایت همانطور که اندازه نرم افزار رشد میکند، برنامه های کاربردی یکپارچه اجازه توزیع مقیاس پذیر پردازش را نداشته و ممکن است با محدودیتهای فرمانهای ذخیره سازی تضاد داشته باشند.

• پارتیشن بندی بسیار ریز دانه. حالت مخالف یک نرم افزار یکپارچه پارتیشن بندی شده حالتیست که در آن هر دستورالعمل به صورت جداگانه به یک منبع پردازشی نگاشت شده است. این رویکرد انعطاف پذیری بیشتری فراهم کرده و درضمن سربار بیشتری برای مدیریت نصب و کنترل نرم افزار تولید میکند. همچنین پیچیدگی مساله نگاشت را افزایش میدهد، زیرا تعداد زیادی گره باید نگاشت شوند و فضای راه حل های به طور قابل توجهی با تعدادی از گزینه های نگاشت رشد می کند.

• پارتیشن بندی متعادل. در حالت ایده آل، دوست داریم یک پارتیشن بندی متعادل پیدا کنیم که اجازه توزیع کارآمد وظایف پردازشی را بدهد، اما پیچیدگی مساله نگاشت را کوچک نگه دارد.

در بخش زیر، نشان می دهیم که پارتیشن بندی بهینه و متعادلی وجود دارد که بر اهمیت توجه به پارتیشن بندی نرم افزار برای پردازنده های شبکه تاکید میکند. فرض بر اینست که برنامه های کاربردی دارای یک ساختار یکپارچه اند که در آن نیاز به نگاشت در یک موتور پردازش واحد کافی نیست.

**4.2 خصوصیات ترافیکی**

خصوصیات ترافیک یک ورودی مهم برای تعیین تخصیص مناسب برنامه های مختلف بر روی پردازنده شبکه است. برنامه های کاربردی به شدت مورد استفاده معمولا برای ارائه کارایی کافی نیاز به چندین تکرار دارند (به عنوان مثال، برنامه های IP فوروارد موازی چندگانه). با درنظر گرفتن پشتیبانی زمان اجرا برای وظایف سنگین، قابلیت تجزیه و تحلیل ترافیک شبکه به منظور برآورد و احتمالا پیش بینی تخصیص نرم افزار حائز اهمیت است.

**4.2.1 مدل ترافیکی ایستا**

ساده ترین حالت خصوصیات ترافیکی یک مدل ترافیک ایستا می باشد. این مدل بیشتر مورد استفاده است چرا که به تغییر آنلاین در سیستم نیاز ندارد. فرض بر این است که شرایط ترافیکی روی کل زمان اجرای سیستم به صورت یکسان باقی می ماند. تغییرات کوتاه مدت توسط عمل بافرینگ (در نتیجه افزایش تاخیر بسته) و یا عمل بیش تأمین که در آن منابع اضافی به هر نوع نرم افزار اختصاص داده میشود (در نتیجه افزایش کل منابع سخت افزاری مورد نیاز) خنثی می شوند.

**4.2.2 مدل دسته ای یا Batch**

در روش پردازش دسته ای، تعداد مشخصی از بسته ها بافر شده و نیازمندیهای پردازشی آنها قبل از تخصیص حجم کار مورد تجزیه و تحلیل قرار میگیرد. این عمل بافرینگ خصوصیات دقیق نیازمندی های را نشان میدهد. از آنجا که تخصیص و یا تخصیص مجدد وظایف نمی تواند با سرعت دلخواه انجام شود، حفظ یک نگاشت پردازنده خاص برای مقدار مشخصی از زمان ضروریست. این دوره ممکن است تنها چند میلی ثانیه طول بکشد، اما با توجه به نرخ لینک بالا برابر با حداقل چند ده یا چند صد بسته است. اگر پردازش دسته ای مورد استفاده قرار گیرد، پس از آن تمام بسته ها در یک دسته نیاز به بافرینگ دارند. از آنجا که این امر تاخیر کلی یک بسته را افزایش میدهد، پردازش دسته ای پیش بینی شده ممکن است مناسب تر باشد.

**4.2.3 مدل دسته ای پیش بینی شده**

در بسیاری از موارد، ترافیک شبکه مقدار مشخصی از لوکالیتی زمانی را نشان میدهد. این می تواند برای برآورد نیاز ترافیکی یک دسته با مشاهده یک پنجره کوچکتر درون آن دسته ("نمونه برداری") مورد استفاده قرار گیرد. براساس مشاهدات، کل نیازهای پردازشی دسته را می توان تعمیم داد. برای نمونه های کوچک، تنها چند بسته برای تعیین تخصیص یک دسته نیاز به بافرینگ دارند. در نمونه های بزرگتر دقت و صحت همراه با تاخیر پردازش افزایش می یابد.

**4.2.4 گزینه های طراحی**

به منظور تعیین تخصیص برنامه های کاربردی به سیستم پردازنده شبکه، خصوصیات ترافیک را می توان با توجه به روش های فوق اعمال نمود. تغییرات عبارتند از:

• انتخاب اندازه دسته. اندازه دسته تعیین میکند که چند بسته با همان تخصیص منابع پردازشی به برنامه، پردازش میشوند. هرچه اندازه دسته کوچکتر باشد، این تخصیص را می توان بیشتر با تغییرات ترافیکی منطبق نمود. با این حال دسته های کوچکتر، زمان کمتری بین پیکربندی دوباره سیستم عامل برای تعیین نحوه انطباق و یافتن یک نگاشت وظیفه خوب صرف میکنند.

• انتخاب اندازه نمونه. به منظور به حداقل رساندن تاخیر بسته ها، نمونه باید کوچک انتخاب شود. با اینکار دقت کاهش یافته و در نتیجه محدودیتی در انتخاب اندازه کوچک بودن آن وجود دارد.

• دانه بندی تخصیص برنامه. از میان مدل های ترافیکی، یک تخصیص برنامه مشتق میشود که بخشی از نیازهای پردازشی کلی را به هر نرم افزار واگذار میکند. برای دسته ها و نمونه های بزرگ، این تخصیص را می توان با دقت بالا مشخص نمود. در مقابل، بسیاری از سیستم های پردازنده شبکه تنها از تخصیص دانه درشت برنامه های کاربردی پشتیبانی می کنند (به عنوان مثال، تعداد دفعاتی که یک برنامه خاص بر روی چندپردازنده تکرار میشود). بنابراین، دانه بندی تخصیص برنامه را می توان در همان سطح از دقت نگه داشت که پردازنده شبکه می تواند از آن پشتیبانی کند. این امر استفاده از نمونه های کوچک تر را مجاز میدارد.

**4.3 نگاشت و تطبیق زمان اجرا**

نگاشت وظایف نرم افزار به المانهای / پردازشی از طریق یک الگوریتم نگاشت انجام میگیرد. ما مسائل طراحی را بدون نیاز به استفاده از یک الگوریتم خاص، بررسی میکنیم. با این حال، فرض می کنیم دو ویژگی در الگوریتم های نگاشت وجود دارد:

• الگوریتم نگاشت می تواند بطور تدریجی به نتایج بهتری منجر شود، همانطور که زمان اجرا افزایش می یابد. این بدان معنی ست که طراح سیستم عامل می تواند زمان اجرای الگوریتم و کیفیت از نگاشت حاصل را انتخاب نماید.

• الگوریتم نگاشت را می توان در یک سیستم تا حدی پیکربندی شده اعمال کرد. این یعنی برخی از برنامه ها ممکن است حذف شده و الباقی را می توان اضافه نمود، بدون تغییر نگاشت برنامه هایی که تحت تاثیر قرار نگرفته اند.

گزینه های طراحی حاصل به میزان و سطح نگاشت (جزئی) رسیدگی میکنند.

**4.3.1 نگاشت ایستا**

نگاشت ایستا دست به دست همراه با پارتیشن بندی ایستا و یک مدل ترافیکی ایستا می باشد. در این مورد، وظایف پردازشی به طور آفلاین به پردازنده ها اختصاص داده شده و هیچ تغییری در طول زمان اجرا صورت نمیگیرد.

**4.3.2 نگاشت پویای کامل**

نگاشت کامل به یک راه حل نگاشت اشاره دارد که در آن کل حجم کار از ابتدا نگاشت شده است. این الگوریتم می توانید وظایف پردازشی را بر روی کل معماری بدون هیچ گونه محدودیت اولیه قرار دهد. و به طور معمول به یک راه حل خوبی منجر میشود که نقطه بهینه نظری برای زمان پردازش درحال افزایش را تخمین میزند.

**4.3.3 نگاشت پویای جزئی**

نگاشت جزئی فرض می کند که بخشی از حجم کار در حال حاضر روی سیستم NP نگاشت شده است. این الگوریتم تنها نیاز به نگاشت چند برنامه کاربردی به منابع پردازش باقی مانده دارد. این رویکرد نسبت به نگاشت پویای کامل محدود تر است، زیرا اکثر منابع سیستم در حال حاضر به یک برنامه اختصاص داده شده اند. ماهیت رو به رشد این روش، با ریسکی روبروست که الگوریتم نگاشن در یک نقطه حداقل محلی "گیر می کند". با این وجود، هزینه های پردازش برای نگاشت جزئی کمتر از نگاشت کل حجم کار می باشد.

**4.3.4 تلاش های نگاشت**

یک پارامتر جالب دیگر برای نگاشت پویا این است که هرچند وقت یکبار سیستم را مجددا برنامه ریزی کنیم. در حالت ایده آل، می خواهیم تخصیص نرم افزار را با هر بسته برای تضمین بهترین کارایی سیستم و عملکرد بالا پیکربندی مجدد نمائیم، در حالی که ترافیک تغییر میکند. با این حال، هزینه های مرتبط با نگاشت و نگاشت مجدد وجود دارد. به غیر از هزینه آپلود دستورالعملهای جدید در هر پردازنده، تعیین نگاشت جدید به قدرت پردازشی و زمان محاسبه نیاز دارد. نگه داشتن فرکانس برنامه ریزی مجدد در یک نرخ پایین حائز اهمیت است، که در آن زمان پردازش کافی برای پیدا کردن نتایج نگاشت در دسترس باشد.

**4.3.5 گزینه های طراحی**

گزینه های طراحی برای نگاشت تعیین میکند که هرچند وقت یکبار، چقدر و چه میزان تلاش برای انجام نگاشت کامل و یا جزئی مورد نیاز است.

• گزینه میزان انطباق پویا و تلاش نگاشت. به منظور انطباق با تغییر شرایط ترافیکی، شبکه سیستم عامل پردازنده نیاز به تغییر تخصیص برنامه و در نتیجه عمل نگاشت دارد. سرعتی که در آن این مساله اتفاق می افتد حداکثر زمان در دسترس برای تعیین نگاشت جدید را مشخص می کند. هرچه سرعت انطباق کمتر باشد، زمان بیشتری برای یافتن راه حل نگاشت بهتر صرف میشود. همانطور که نرخ تطبیق افزایش می یابد، کیفیت راه حل نگاشت مشتق شده نیز کاهش می یابد.

• گزینه نگاشت جزئی و تلاش نگاشت. تغییرات در شرایط ترافیکی ممکن است تنها روی چند برنامه تاثیر بگذارد. به منظور قابلیت انطباق سریع با هزینه نگاشت کمتر، یک طراح سیستم عامل ممکن است تنها بخش کوچکی از تخصیص را برای نگاشت انتخاب کند. مزیت این توانایی، انطباق سریع است اما میزان تغییرات ترافیکی که میتوان پشتیبانی شود محدود به بخشی از NP است که دوباره نگاشت شده است.

• تعادل نگاشت جزئی و کامل. نگاشت جزئی تکراری باعث میشود تا راه حل های نگاشت بدتر شوند. به منظور جلوگیری از این مساله، مراحل نگاشت کامل باید به صورت دوره اس انجام شود. هرچقدر این اتفاق بیشتر می افتد، کمتر احتمال دارد که سیستم به یک وضعیت ناپایدار برود. با این حال، این امر تلاش های نگاشت کلی را افزایش می دهد.

نتایج کمی نشان می دهد که نگاشت جزئی می تواند سازگاری سریعتری به تغییرات ترافیکی نشان دهد، اما بدتر شدن نتیجه نگاشت می تواند تاثیر قابل توجهی روی کارایی داشته باشد.

**4.4 محدودیت ها**

یک پردازنده شبکه تعدادی محدودیت سیستمی دارد که در موارد فوق در نظر گرفته نشده است. این محدودیت ها می تواند نقش مهمی در هنگام تصمیم گیری طراحی بازی کند.

**4.4.1 محدودیت های ذخیره سازی دستورالعمل**

اکثر سیستم های پردازنده شبکه به شدت در میزان ذخیره سازی دستورالعمل که برای هر موتور پردازش در دسترس است محدود شده اند. این به خاطر هزینه نسبتا بالای سطح تراشه حافظه در مقایسه با منطق پردازش است. این محدودیت به این دلیل است که تمام برنامه های کاربردی را می توان روی تمام موتورهای پردازش در تمام زمان ها نصب نمود. بنابراین تغییرات نگاشت بسیار پر هزینه اند ازآنجایی که به آپلود دستورالعمل جدید به هر پردازنده نیاز است.

**4.4.2 بیش تامین**

یک سیستم پردازش شبکه باید قادر به پردازش هر بسته ای که بر روی شبکه منتقل می شود باشد. از سوی سیستم عامل پردازنده شبکه، این بدان معنی است که منابع پردازشی باید برای تمام برنامه ها در دسترس باشند. اگر این مورد نباشد، بسته ها باید تا چرخه تخصیص بعدی صبر کرده و یا در مسیر آهسته روتر پردازش شوند. یکی از راه های جلوگیری از این تاخیر ، بیش تامین سیستم و افزایش تخصیص نرم افزار به بیش از 100٪ است. می توان تضمین کرد که حتی برنامه های کاربردی که انتظار ترافیک در دسته های آینده ندارند، می توانند فقط در این مورد نصب شوند.

**5. نتایج کمی**

در این بخش، مشاهدات کیفی بخش های قبل با نتایج کمی بررسی میشوند. این نشان میدهد که کدام روند تاثیر زیاد و کدام مساله تاثیر کمتری بر روی عملکرد سیستم داشته است.

به منظور استخراج نتایج کمی، از یک سیستم مبنای خاص استفاده کرده ایم. البته، تفاوت های زیادی بین سیستم های مختلف پردازنده شبکه و نتایج بر روی یک سیستم دیگر وجود دارد. از این رو در نظر گرفتن روندهایی که می تواند در نتایج ما مشاهده شود (مثلا آیا یک نقطه بهینه وجود دارد؟) نسبت به نقاط داده منفرد (به عنوان مثال محل دقیق نقطه بهینه ؟) حائز اهمیت می باشد.

**5.1 سیستم مبنا**

معیاری که بدان علاقه مند هستیم توان عملیاتی یک سیستم پردازنده شبکه با توجه به یک حجم کار خاص است. به منظور استخراج این اطلاعات، نیاز به اجرای برخی از توابع داریم که برای سیستم عامل های شبکه ضروری اند. مخصوصا نیاز داریم برنامه های کاربردی واقعی پردازش شبکه، پارتیشن بندی و نگاشت وظایف پردازش در موتورهای پردازشی را در نظر بگیریم. به منظور بررسی فضای طراحی که توصیف کرده ایم، تنها در نظر گرفتن تعداد انگشت شماری از راه حل های پارتیشن بندی و نگاشت کافی نیست. بنابراین استفاده از یک روش مدل سازی تحلیلی به جای شبیه سازی را انتخاب کردیم. با پارتیشن بندی خودکار، نگاشت و محیط مدل سازی ارائه شده در [15] و [20]، می توانیم تعداد زیادی از پارتیشن بندی های ممکن، نتایج نقشه برداری و غیره را ارزیابی کنیم. این امر یک درک اولیه از مسائل کمی فراهم می کند. در این روند، چند معیار فرعی (به عنوان مثال، هزینه استخراج یک نگاشت با کیفیت خاص) را می توان به دست آورد.

روند به دست آوردن نتایج عملکرد در شکل 2نشان داده شده است. به طور خلاصه سه مولفه کلیدی پارتیشن بندی و نمایش نرم افزار، الگوریتم های نگاشت و مدل عملکرد تحلیلی را برای ارائه مبنایی برای درک نتایج زیر توصیف می کنیم.



شکل 2. تحلیل نرم افزار، نگاشت و فرایند ارزیابی کارایی. معمولا ADAG های چندگانه در معماری NPبرای منعکس کردن حجم کار نگاشت میشوند که میتوانند توسط پردازنده شبکه پردازش شوند.

**5.1.1 نمایش نرم افزار**

یک نرم افزار پردازش شبکه باید در راهی نشان داده شود که بتوان آنرا به راحتی به چند المان پردازش موازی و یا خط لوله نگاشت کرد. این به یک نمایشی نیاز دارد که موازی سازی برنامه را به نمایش بگذارد، در عین حالی که اطمینان حاصل کند که وابستگی داده و کنترل در نظر گرفته شده باشد. ما از یک گراف بدون حلقه جهتدار حاشیه دار (ADAG) برای نمایش مشخصات اجرای پویای برنامه های کاربردی استفاده میکنیم.

این ADAG از پروفایل پویای نرم افزار با تعیین وابستگی داده و کنترل بین دستورالعمل های منفرد مشتق میشود. با استفاده از یک روش ابتکاری خوشه بندی که سربار ارتباطی را به حداقل می رساند، دستورالعمل ها در گره های بزرگتر گراف جمع میشوند. هر گره با اطلاعاتی در مورد تعداد کل دستورالعمل ها و دسترسی به حافظه که هنگام پردازش گره اجرا می شود، تفسیر میشود.

**5.1.2 الگوریتم نگاشت**

هنگامی که برنامه را بصورت یک ADAG نمایش دهیم، گام بعدی نگاشت این ADAG روی یک توپولوژی NP است. هدف از این نگاشت تخصیص وظایف پردازش (به عنوان مثال، گره های ADAG) به المانهای پردازشی و تولید یک زمانبندی ست که به حداکثر توان عملیاتی سیستم دست یابد. این تخصیص آسان نیست، زیرا فرایند نگاشت نیاز به در نظر گرفتن وابستگی های درون یک ADAG دارد و باید اطمینان حاصل شود که پردازش صحیح بسته ها امکان پذیر است. علاوه بر این، Malloy و همکاران نشان داده اند که تولید یک زمانبند بهینه برای یک سیستم که شامل هزینه های اجرایی و ارتباطی باشد یک مساله NP کامل است، حتی اگر تنها دو المان پردازشی وجود داشته باشد [11]. بنابراین ما نیاز به توسعه یک روش هیوریستیک برای پیدا کردن یک راه حل تقریبی داریم.

 راه حل ابتکاری ما در حل مشکل نگاشت مبتنی بر "نگاشت تصادفی" می باشد. ایده اصلی انتخاب تصادفی یک نگاشت معتبر و ارزیابی عملکرد آن است. با تکرار این روند به دفعات زیاد و انتخاب بهترین راه حل که بیش از همه تکرار شده است، رسیدن به یک تقریب خوب در حد نقطه بهینه جهانی امکان پذیر می باشد. با رویکرد تصادفی هر راه حل ممکن در نظر گرفته شده و با یک احتمال کم اما غیر صفر انتخاب میشود. این تکنیک پیشنهاد شده و با موفقیت در حوزه های کاربردی مختلف استفاده می شود [13]. عمل نگاشت برایADAG های متعدد و احتمالا متفاوت انجام شده است. ترکیبی از ADAG ها نشان دهنده تخصیص برنامه های کاربردی به معماری NP می باشد.

**5.1.3 مدل عملکرد تحلیلی**

به منظور ارزیابی کارایی توان عملیاتی یک راه حل داده شده، ما از یک مدل عملکرد تحلیلی که پردازش، ارتباطات بین پردازنده، رقابت های حافظه و اثرات همگامی خط لوله را در نظر میگیرد، استفاده می کنیم. پس از نگاشت ADAGهای نرم افزار در توپولوژی پردازنده شبکه ، دقیقا حجم کار برای هر المان پردازشی را می دانیم. این اطلاعات شامل تعداد کل دستورات اجرایی، تعداد دسترسی ها به حافظه و میزان ارتباط بین مراحل است. این مدل باید رقابت منابع به اشتراک گذاشته شده (کانال های حافظه و اتصالات ارتباطی) را به حساب آورد. ما به خصوص به حداکثر زمان تاخیر هر مرحله پردازش خط لوله علاقه مند هستیم چرا که سرعت کلی سیستم از این راه تعیین میشود. تعداد ADAGها که به یک معماری نگاشت شده اند، تعیین میکند چند بسته در طول یک مرحله زمانی پردازش شده است. پس از مشخص کردن چند پارامتر سیستمی، توان عملیاتی سیستم برای یک نگاشت می تواند بیان شود.

**5.1.4 پیکربندی سیستم و حجم کار**

معماری سیستم در مدل فوق را می توان برای نمایش هر معماری NP معمولی با تعداد مشخصی از موتورهای پردازش موازی (PE) و مراحل خط لوله پیکربندی نمود. ما یک سیستم پایه با یک پیکربندی ثابت برای کاوش مسائل سیستم عامل انتخاب کرده ایم (جدول 1). یک پرسش بوجود آمده این است که چگونه این تغییر برای پیکربندی معماری های مختلف به کار می آید. این اکتشافات فضایی طراحی در حال حاضر به کار ما رسیدگی نمیکند. برنامه های کاربردی که برای این سیستم در نظر گرفته می شوند، طبقه بندی جریان IP و مبتنی بر هش و IP-lookup مبتنی بر درخت radix است.



جدول 1. پیکربندی مبنا برای نتایج کمی

**5.2 نگاشت وظایف پردازشی**

**5.2.1 معیارها**

نگاشت مقدار مشخصی از پردازش را در بر میگیرد. این به صورت c بیان شده است. کارایی که توسط نگاشت به دست می آید به عنوان t یعنی توان عملیاتی سیستم بیان شده است. با توجه به NP-کامل بودن مساله نگاشت، پیدا کردن یک راه حل کلی بهینه تقریبا غیرممکن است. آنچه که واقعا مطلوب یک سیستم است تعیین یک راه حل "به اندازه کافی خوب" با اجرای یک الگوریتم تخمین برای مدت زمان زیاد می باشد.

**5.2.2 نتایج**

شکل 3 افزایش کیفیت حاصل از نگاشت به عنوان تلاش پردازشی اختصاص یافته به فرایند نگاشت را نشان می دهد. هزینه نگاشت مدت زمانی است که برای محاسبه راه حل طول می کشد (و به صورت تعداد تکرارهای نگاشت تصادفی بیان میشود). ما سربار اضافی برای متوقف کردن، برنامه ریزی مجدد و راه اندازی مجدد موتور پردازش که در سیستم های واقعی رخ می دهد را در نظر نگرفته ایم. از آنجا که حداکثر کارایی سیستم مشخص نیست، از یک نتیجه نگاشت با هزینه بسیار بالا به عنوان مبنا استفاده میکنیم.



شکل 3. کارایی سیستم در مقایسه با هزینه عمل نگاشت

**5.3 پارتیشن بندی**

هدف از پارتیشن بندی نرم افزار مطالعه تاثیر دانه بندی پارتیشن بر روی کارایی است.

**5.3.1 معیارها**

تعدادی از وظایف n (یا گره های ADAG) را که در آن برنامه ها پارتیشن بندی می شوند را در نظر بگیرید. مقدار حداکثر n برای هر نرم افزار متفاوت است، اما برای این ارزیابی ما فقط مقادیر n که بسیار کوچکتر از این حداکثر هستند را در نظر گرفته ایم. اگر پارتیشن بندی متعادل باشد، اندازه هر تسک فرعی تقریبا $\frac{1}{n}$ اندازه نرم افزار است.

**5.3.2 نتایج**

ابتدا مبادلات بین توان عملیاتی سیستم و دانه بندی پارتیشن را کاوش میکنیم. دانه بندی ریز (Fine granularity) منجر به عملکرد بهتر میشود، اگر عمل نگاشت قابل قبول و نامحدود باشد. با توجه به واقعیت های یک سیستم عامل پردازنده شبکه، اعمال نگاشت به اندازه دسته و میزان انطباق محدود شده است. شکل 4 توان عملیاتی سیستم مبنا را با سطوح مختلف دانه بندی نرم افزار نسبت به پیاده سازی یکپارچه نشان میدهد، که در آن کل نرم افزار بر روی یک پردازنده تک اجرا میگردد. این عمل نگاشت ثابت است و می توان مشاهده کرد که بهترین عملکرد به n=5 رسیده است. نرم افزارهای یکپارچه بدتر اجرا میشوند، چرا که اجازه توزیع وظایف پردازشی بر روی سیستم چند پردازنده را نمی دهد. مقادیر بزرگتر n نیز منجر به کاهش کارایی میشوند، به دلیل آنکه مشکل نگاشت پیچیده تر شده و پیدا کردن یک نگاشت خوب در یک مدت زمان محدود سخت تر خواهد بود.



شکل 4. کارایی سطوح مختلف پارتیشن بندی نرم افزار. نگاشت کل به حدود 10000 گره نگاشت محدود شده است.

**5.4 خصوصیات ترافیکی**

برای نشان دادن نیاز توصیف ترافیک و سازگاری زمان اجرا، آزمایشات اندازه گیری شبکه انجام شده است.

**5.4.1 معیارها**

همانطور که در بالا توضیح داده شد، مدل دسته ای قابل پیش بینی فرض می کند که ترافیک در دسته ها (با اندازه دسته b) پردازش شده و تخصیص نرم افزار بر اساس یک نمونه (با اندازه l) است. پس می توانیم تغییرات ترافیکی v را بر اساس دو معیار$e\_{i,j}(a)$ و $p\_{i,j}(a)$ توصیف کنیم. e نشان دهنده تعداد تقریبی بسته های موردنیاز نرم افزار a و p تعداد واقعی بسته های موردنیاز نرم افزار در بازه [i...j) است:



برای مثال، اگر ترافیک دقیقا منطبق با تخصیص تخمین زده باشد، سپس تمام بسته ها "همسان" بوده و تغییر ترافیک V = 0 است. اگر نصف بسته های یک دسته متفاوت با آنچه انتظار می رود باشد (به عنوان مثال، تمام بسته ها به یک نرم افزار واحد نیاز دارند به جای یک برآورد 50/50 بین دو نرم افزار)، تغییرات ترافیک v =0.5 می باشد.

**5.4.2 نتایج**

برای دریافت داده های واقعی در آنچه تغییرات ترافیکی در یک شبکه به نظر می رسد، ما داده های اندازه گیری را از لینک دسترسی به اینترنت Gigabit خود تعیین می کنیم. حدود 4،235،403 بسته جمع آوری شده و با برنامه های لایه 7 طبقه بندی شده اند (با استفاده از قوانین طبقه بندی ابزار Ethereal ). در مجموع 175 طبقه وجود دارد، اما بیش از 98 درصد از ترافیک در پنج دسته قرار گرفته است.

شکل 5 تغییرات ترافیک را روی دنباله ای از بسته ها نشان می دهد. پارامترهاb=10,000 و l=100 بوده و تغییرات به صورت یک پنجره کشویی محاسبه می شود. در حالی که این تنها یک نمونه کوچکی از اندازه گیری کلی که انجام داده ایم است، به درستی روند کلی را منعکس میکند. در اغلب موارد، تغییرات در حدود v=0.04 با چند خوشه تا v=0.15 است.

 البته، تغییرات مشاهده شده بستگی به کیفیت برآورد (مثلا، اندازه l نسبت به b) و همچنین اندازه دسته b دارد. برای نشان دادن این رابطه، شکل 6 میانگین تغییرات مشاهده شده در کل طرح برای اندازه های مختلف دسته و درصد نمونه های مختلف l/b را نشان می دهد. در نمونه های کوچک و اندازه های دسته ای کوچک میانگین تغییرات بسیار بالا می باشد (V = 0.4). اوج تغییر در این مورد می تواند به v=1برسد.هرچه درصد نمونه بیشتر باشد، بهتر تخمین زده شده و در نتیجه تغییرات ترافیکی کمتر میشود. همانطور که اندازه دسته افزایش می یابد، تغییرات موقت درون ترافیک شبکه "هموارتر" شده و متوسط تغییرات کمتری مشاهده خواهد شد. این بدان معنی نیست که رویکرد تخصیص ایستا (b=∞) لزوما ایده آل است. آنچه که این شکل نشان نمی دهد تاخیری خواهد بود که توسط تغییرات ترافیکی با مقیاس کوچکتر و روش بیش تأمین که برای حمایت از تمام شرایط ترافیکی لازم است، ایجاد می شود. هنگامی که مقدار نمونه برداری ثابت است، اندازه دسته بزرگتر منجر به تغییرات ترافیکی بیشتری خواهد شد، همانطور که در شکل 7 نشان داده شده است. این نتایج اهمیت سازگاری زمان اجرا را نشان میدهد به دلیل اینکه ترافیک بطور قابل توجه در مقیاس های زمانی کوتاه تغییر نمیکند.



شکل 5. تغییرات ترافیکی روی ترتیبی از بسته ها



شکل 6. تغییرات ترافیکی در مقایسه با اندازه دسته با سطوح مختلفی از نمونه برداری. اندازه نمونه درصدی از اندازه دسته تنظیم شده است.



شکل 7. تغییرات ترافیکی در مقایسه با اندازه دسته و اندازه نمونه ثابت. اندازه نمونه l**=100**تنظیم شده است.

**5.5 انطباق**

انطباق در طول زمان اجرا به وسیله تغییرات ترافیکی هدایت می شود. نگاشت کامل و جزئی در طول هر فرایند انطباق انجام میگیرد.

**5.5.1 معیارها**

معیارهای که برای انطباق مفید هستند، توان عملیاتی سیستم در مقایسه با یک پیکربندی پایه است. پارامترهای ورودی کلیدی میزان انطباق و حجم نگاشت جزئی است (به عنوان مثال، بخشی از منابع NP که می تواند به برنامه های جدید اختصاص یابد). در آزمایش ما، فرکانس انطباق به همان اندازه دسته را در نظر گرفته ایم.

**5.5.2 نتایج**

شکل 8 اثر کاهش نگاشت جزئی تکرارشونده را نشان می دهد. این شکل نشان می دهد که حذف و اضافات مکرر برنامه های کاربردی باعث میشود عملکرد سیستم به سرعت افت کرده و سپس در یک وضعیت کمتر از حد مطلوب حدود 80 درصد از اوج عملکرد ثابت بماند. تغییرات کمی بین سطوح مختلف انطباق نسبی وجود دارد. ارزش تثبیت توسط میزان تلاشی که به نگاشت جزئی اختصاص داده شده هدایت می شود. این نتیجه به وضوح نشان می دهد که نگاشت جزئی به سرعت می تواند به پیکربندی بهینه منجر شود. هنگام طراحی یک سیستم عامل NP، باید در نظر داشت که گاهی اوقات نگاشت کامل ضروری است.

فرکانس انطباق (به عنوان مثال، اندازه دسته) با یک معاوضه بین انطباق پذیری سیستم برای تغییر ترافیک و کیفیت نتیجه نگاشت که می تواند مشتق شود روبروست. شکل 9 عملکرد نسبی پیکربندی با اندازه دسته مختلف و تغییرات ترافیکی را نشان می دهد. با افزایش اندازه دسته، کارایی سیستم افزایش می یابد، اما هرچه تغییر ترافیک بیشتر شود، کارایی کاهش می یابد.

خط مشخص شده با عنوان "تغییر عملیاتی" عملکرد سیستم حداکثر با تغییرات واقعی ترافیک و اندازه دسته انتخاب شده را نشان می دهد (با اندازه نمونه ثابتl=100 مانطور که در شکل 7 نشان داده شده است). هرچه اندازه دسته افزایش یابد، تغییرات ترافیکی نیز بیشتر میشود. انحراف ناشی از تخصیص پردازش باعث افت کارایی می شود. روند این منحنی نشان می دهد که به وضوح یک اندازه دسته بهینه وجود دارد. این بیشتر از این استدلال حمایت میکند که ملاحظات طراحی خوب در هنگام انتخاب پارامترهای سیستمی بسیار ضروری است.



شکل 8. افت کارایی به علت نگاشت جزئی تکرارشونده. مورد مبنا یک نگاشت کامل است.



شکل 9. کارایی برای اندازه دستهمختلف تحت تغییرات ترافیکی. نگاشت کل ثابت بوده و مورد مبنا دارای اندازه دسته نامحدود بدون تغییرات ترافیکی است.

**6. سناریوهای طراحی سیستم عامل NP**

در دو بخش قبلی، ما در مورد تعدادی از ملاحظات طراحی بحث کرده و وابستگی کمی و کیفی آنها را کشف نمودیم. برای خلاصه بندی برخی از این مشاهدات و شناسایی نتایج دقیق، سه طرح نمونه برای سیستم عامل های پردازنده شبکه ارائه میکنیم. برای هر سناریو، در مورد جنبه های عملکردی بر اساس مشاهدات فوق بحث خواهیم نمود.

**6.1 سناریو 1: پیکربندی ایستا**

این سناریو فرض می کند که تمام تجزیه و تحلیل ها، نگاشت ها و عملیات تخصیص بصورت آفلاین انجام میشود. هنگامی که پردازنده شبکه پیکربندی شود، هیچ سازگاری انجام نشده است. این سناریو بسیاری از سیستم های پردازنده شبکه امروزی که برای یک حالت برنامه واحد برنامه ریزی و بهینه سازی شده اند را نشان میدهد. ملاحظات طراحی و عملکردی عبارتند از:

• سادگی سیستم. واضح است، همانند اداره دستی تمام مسائل نگاشت و تخصیص پیاده سازی سیستم ساده میشود. هیچ نیازی به کنترل زمان اجرا وجود ندارد.

• انعطاف پذیری محدود زمان اجرا. روش استاتیک اجازه هیچ گونه تغییری در طول زمان اجرا نمی دهد. هر تغییر در پیکربندی حجم کار نیاز به استفاده از یک ابزار توسعه نرم افزاری برای به پیکربندی مجدد کل سیستم دارد. همانگونه که پردازنده های شبکه به اجزای جدایی ناپذیر شبکه تبدیل شده اند، این رویکرد کمتر عملی خواهد بود.

• افت کارایی تحت تغییر ترافیکی. از شکل 5، می توانید ببینید که شرایط ترافیکی در طول زمان تغییر میکند. این امر منجر به افت عملکرد و یا نیاز به عمل بیش تامین قابل توجه میگردد.

**6.2 سناریو 2: تنظیمات از پیش تعیین شده**

در این سناریو، فرض می کنیم که سیستم NP را می توان به یکی از چند پیکربندی حجم کار از پیش تعیین شده تنظیم نمود. هر یک از تنظیمات به صورت استاتیک به یک فرایند آفلاین نگاشت میشود. در طول زمان اجرا، سیستم می تواند با هر یک از این تنظیمات منطبق شود. ملاحظات طراحی و عملکردی عبارتند از:

• نگاشت آفلاین. در حالی که سیستم نیاز به نظارت بر تغییرات ترافیکی دارد، نیازی به انجام محاسبات نگاشت نیست. در نتیجه پیچیدگی سیستم عامل را محدود می کند.

• انطباق پذیری محدود. تعداد پیکربندی هایی که می تواند از پیش تعیین گردند، محدود است. اگر ترافیک در خارج از مرزهای برآورد شده تغییر کند، انطباق پذیری امکان پذیر نمی باشد. در چارچوب ترافیک برآورد شده، بعید است که ترافیک واقعی به طور کامل بر یک پیکربندی از پیش تعیین شده منطبق باشد. بنابراین، سطح معینی از افت کارایی را می توان انتظار داشت.

• نتایج نگاشت با کیفیت بهتر. با توجه به در دسترس بودن میزان مطلوبی از قدرت محاسباتی برای نگاشت آفلاین، کیفیت نتایج نگاشت (شکل 3) می تواند بهتر از نگاشت آنلاین باشد.

**6.3 سناریو 3: پیکربندی پویای کامل**

در سناریوی کاملا پویا، نگاشت بطور آنلاین انجام شده و انطباق سیستم برای مطابقت با تغییرات ترافیکی اجرا میشود. این مورد از روش نمونه گیری به منظور برآورد نیازمندی های پردازشی برای هر دسته استفاده میکند. ملاحظات طراحی و عملکردی عبارتند از:

• انطباق پذیری کامل. یک سیستم کاملا پویا می تواند ب هر تغییرات ترافیکی سازگاری داشته باشد - حتی تنظیماتی که در هنگام برنامه نویسی سیستم پیش بینی نمی شود. این مساله به وضوح مهمترین فایده کاربردی این سناریو است.

• کیفیت نگاشت محدود. با توجه به ماهیت آنلاین فرآیند نگاشت، تنها زمان اجرای محدودی موجود است (اندازه دسته بسیار بزرگ کارایی را کاهش میدهد-شکل 9 را ببینید). بنابراین، کیفیت نتایج نگاشت کمتر از دو سناریوی دیگر است.

• سربار Overprovisioning کمتر. به علت توانایی انطباق با تغییرات شرایط ترافیکی، یک سناریوی به طور کامل پویا می تواند توان عملکردی بالا با منابع پردازشی کمتر فراهم کند.

به طور خلاصه ، هر یک از این سه روش دارای مزایای خاص خود اند (سادگی در مقابل نگاشت با کیفیت بالا در مقابل نیازمندی های سیستمی کم تر). با این وجود، توانایی انطباق کامل در زمان اجرا یک نکته کلیدی در سیستم های پردازنده شبکه در آینده است.

**7. نتیجه گیری**

ما یک بحث کیفی گسترده ای از مسائل مربوط به طراحی سیستم عامل های پردازنده شبکه ارائه نمودیم. برای به تصویر کشیدن ملاحظات طراحی، نتایج کمی فراهم کردیم که مبادلات عملکردی بین پارامترهای طراحی مختلف را برجسته میکنند. در نهایت، سه طرح سیستم عامل مختلف و مزایا و معایب آنها را بررسی کردیم. باور داریم که این مطالعه یک مبنای مهم برای طراحی و پیاده سازی سیستم عامل های آینده برای پردازنده های شبکه فراهم می کند. درک مبادلات ارائه شده، طراحان سیستم عامل را به در نظر گرفتن تعاملات بین برنامه های کاربردی، ترافیک شبکه، و سخت افزار زیربنایی هدایت میکند. این امر ما را به تحقق پردازنده های شبکه به عنوان اجزای به راحتی قابل استفاده در سیستم های شبکه نزدیک می کند.
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