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Measurements of land surface temperature (LST) performed in the thermal infrared (TIR) domain are prone to
strong directional anisotropy. Instead of detailed analytical physical TIR models requiring too much input infor-
mation and computational capacities, simplified parametric approaches capable to mimic and correct with pre-
cision the angular effects on LST will be deemed suitable for practical satellite applications. In this study, we
present a simple two parametersmodel, so-called RL (Roujean-Lagouarde), which shows capabilities to properly
depict the directional signatures of both urban and vegetation targets within an accuracy better than 1 °C. This
latter value is the RMSE (root mean square error) obtained as the best adjustment of the RL model against in
situ datasets. Then the RL approachwas compared to a synthetic dataset generated by themodel Soil CanopyOb-
servation, Photochemistry and Energy fluxes (SCOPE) inwhich large variability inmeteorological scenarios, can-
opy structure and water status conditions was accounted for. Results indicate RMSE ≤0.6 °C which is a very
hopeful result. Besides, the RL model performs even better than the popular parametric model of Vinnikov that
encompasses two unknowns. The ability of RL model to better reproduce the hotspot phenomenon explains
this feature.
The RL model appears as a potential candidate for future operational processing chains of TIR satellite data be-
cause it fulfills the requirements of both simple analytical formulation and limited number of input parameters.
Efforts nevertheless remain to be done on inversion methodologies.

© 2016 Elsevier Inc. All rights reserved.
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1. Introduction

Thermal infrared (TIR) measurements are widely used to retrieve
land surface temperature (LST)which is a useful proxy to derive surface
fluxes, especially evapotranspiration. However thesemeasurements are
prone to strong directional anisotropic effects. Those can be defined as
the difference between off-nadir and nadir temperatures. Such differ-
ence can reach up to 15 °C according to various authors (Kimes and
Kirchner, 1983; Lagouarde et al., 2014).

Efforts have beenmade in the past tomodel the TIR radiation anisot-
ropy in following geometric, radiative transfer, 3-dimensional and para-
metric approaches. A review can be found in Verhoef et al. (2007).
Duffour et al. (2015b) recently demonstrated the ability of the Soil-Veg-
etation-Atmosphere Transfer (SVAT) model SCOPE (Van der Tol et al.,
2009)which combines a detailed description of both physical and phys-
iological processes to simulate TIR directional anisotropy. Actually, TIR
data processing is in need of simple models for several purposes. First
reason is to be able to correct TIR remote sensing data from directional
effects using a fast and computationally efficient method. For such, one
uarde).
must only consider algorithms (i) requiring a few input data and (ii)
being analytically interpretable for ease of implementation into opera-
tional satellite data processing chains. Secondly, simple models are
very helpful for a rapid assessment of the impact of the angular sam-
pling, which is particularly relevant for the design of experimental cam-
paigns with the concern of optimizing the instrumental protocol.

Simple parametric models are attractive in many ways. Because of
their limited number of input parameters, the inversion procedure is
more certain. Another asset is that they can be relevant at any spatial
scale, in particular when linearity of the model is possible. Moreover,
parametric models may be more robust to measurement noise com-
pared to deterministicmodels which are affected by the cumulative un-
certainties of the large input datasets they require. Parametric models
can be totally empirical or based on physical assumptions. Although
parametric models are widely used to correct optical BRDF (Bi-direc-
tional Reflectance Distribution Function), such an approach has not
yet been developed so far to process and analyze TIR data. One limita-
tion however would be the prescription of a priori values for the input
parameters, unless their physical meaning may be well determined
through field experiments for instance.

When approaching TIR satellite measurements through modeling, a
primary assumption is that any sensor pixel is the sum of dissociated el-
ementary photometric quantities. These latter can be further modeled
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as a linear combination of mathematical functions sketched by kernels
being trigonometric functions of the geometry of observation. In the op-
tical domain, the kernel approach has been successful to mimic the
BRDF (Wanner et al., 1995; Jupp, 2000; Bréon et al., 2002; Vermote et
al., 2009). In the TIR domain, it has been applied to simulate the direc-
tional anisotropy of surface emissivity (Snyder and Wan, 1998; Su et
al., 2002). In order to model the radiation anisotropy on TIR signal and
further on temperature from geostationary satellites observations,
Vinnikov et al. (2012) developed a parametric model of TIR anisotropy
based on only two kernels.

Generally speaking, the solution to the inverse problem may be ob-
tained by generating first Look Up Tables (LUTs) issued from simula-
tions of a sophisticated TIR model, at the cost of some training for
initiate somemachine learning. Even so, and to our knowledge, this pos-
sibility has not been evaluated yet in the TIR domain. However, in the
context of remote sensing applications, the robustness of the solution
is indeed a real concern in order to comply with possibly noisy and
sparse observations.

This justifies for another approach here consisting in the derivation
of analytical expressions departing from simplified assumptions on
the physics. For instance Roujean (2000) and Bréon et al. (2002) have
proposed twomodels of hot spot simplifying the radiative transfer pro-
cesses inside canopies for optical remote sensing applications. In the
TIR, Lagouarde and Irvine (2008) adapted the Roujean (2000) model
to derive a parametric expression of directional anisotropy requiring
two parameters only to be known or adjusted. A first favorable test
was obtained against experimental measurements acquired over an
urban canopy. The simplicity of the model makes it very attractive to
characterize the directional anisotropy.

Nevertheless it still requires to be extensively evaluated. Such is the
goal of this paper. In a first section, the model will be described and its
ability to simulate DA over vegetation demonstrated. The scarcity of
available experimental DA datasets providing both azimuth and zenith
angular information led us to assess the reliability of themodel in a sec-
ond step by testing it against a synthetic dataset generated by a deter-
ministic model, SCOPE. Here, SCOPE is used as a data generator, for a
large range of realistic conditions that can be met: structure of the can-
opy, water status, meteorological forcing. A third section finally pro-
poses a comparison with the Vinnikov's approach which was
considered to correct satellite data for DA effects. Since to our knowl-
edge, Vinnikov's model has no equivalent so far, the mutual assets of
both approaches for remote sensing applications are further discussed.

2. The parametric RL model

2.1. Analytical formulation

The RL model has been adapted from the reflectance model pro-
posed by Roujean (2000) by replacing the reflectance (see expression
25 in Roujean's paper) by the surface temperature. To obey the defini-
tion of anisotropy we have adopted (i.e. difference between off-nadir
and nadir temperatures), the nadir temperature (TN) is introduced
which leads to the following expression (see Eq. 1 in Lagouarde and
Irvine, 2008):

T θs; θv;φð Þ−TN ¼ THS−TNð Þ exp −kfð Þ− exp −kf Nð Þ½ �
exp −kf HSð Þ− exp −kf Nð Þ½ � ð1Þ

The difference T(θs,θv,φ)−TN (called ΔT) sizes the anisotropy for
given zenith viewing angle (θv) and viewing azimuth (φv). The differ-
ence (THS−TN) (called ΔTHS) is the anisotropy in the hot spot geometry
(the subscript HS stands for Hot Spot). θs is the solar zenith angle, and
φ the relative azimuth between Sun (φs) and observer (φv). It is worth
reminding that what is referred to as ‘hot spot’ here corresponds to
the highest values of brightness temperature obtained when the
viewing direction coincides with the Sun direction (Sun being
backward): this is related to the fact that in the exact Sun direction,
the target displays only sunlit elements which are also the warmest
ones. When the viewing direction departs from the Sun one, more and
more shaded elements can be seen by the sensor and contribute to de-
crease themeasured directional temperature. Therefore both hot spot in
the thermal and in the visible/near (VNIR) infrared spectral ranges are
associated to the same geometric configuration though somewhat dif-
ferent physical meanings may arise. In the VNIR the directional anisot-
ropy is governed mainly by the radiative transfer processes within the
canopy. In the TIR domain the coupled energy transfers are further
added to the physics of DA. Indeed, these latter govern the vertical pro-
file of the surface temperature within the canopy according to its attri-
butes (leaf elements, stems, whorls, etc.) seen by the sensor, possibly
down to the soil. This explains the dependence of TIR DAwith all factors
governing the energy exchanges: canopy structure (for radiation, but
also wind penetration), meteorological forcing, water availability for
soil evaporation and plant transpiration. In addition, thermal inertia ef-
fects could also affect the TIR directional anisotropy. At the opposite to
urban canopies where a small bias of hotspot position versus Sun angles
is observed (e.g., Lagouarde et al., 2010), there is no significant impact
for vegetation canopies. Worth mentioning that we only treat herein
the case of reference of a turbid vegetation canopy. In fact, it was already
the case of the urban canopy for which Eq. (1) was originally derived.
Besides, we shall examine its applicability for vegetation in what fol-
lows. The case of discrete incomplete canopies such as savannahs for in-
stance (Pinheiro et al., 2006), sparse vegetation (Kabsch et al., 2008;
Guillevic et al., 2013) or even row crops (such as vineyards, see
Lagouarde et al., 2014) for which TIR directional anisotropy displays dif-
ferent patterns will not be investigated here.

The function fmeasures the angular distance between the directions
of the sun beam and the observer. It is defined as:

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2θs þ tan2θv−2 tanθs tanθvcosφ

q
ð2Þ

At nadir (θv=0) f takes the value fN= tanθswhile in hotspot geom-
etry (θv = θs and φ = 0) fHS=0. Thus Eq. 1 can be rewritten as:

ΔT θs; θv;φð Þ ¼ ΔTHS
exp −kfð Þ− exp −ktanθsð Þ½ �

1− exp −ktanθsð Þ½ � ð3Þ

In what follows ΔTHS and k are considered to be the two parameters
of the model.

Fig. 1 is provided to illustrate the potential of analytical expression
(3) to describe the anisotropy, with arbitrary prescribed values k =
0.1 and 2 and ΔTHS = 1 °C and 3 °C, and with a Sun position (φs =
210°, θs =25°) corresponding to an acquisition time in early afternoon.
The parameters k and ΔTHS have here been chosen only to provide a re-
alistic range of anisotropy values. Fig. 1a first shows the directional an-
isotropy (grey-color coded) simulated by RL (with k=2 andΔTHS=3 °
C). A polar plot representation is adopted here (see Lagouarde et al.,
2010). It indicates the viewing direction (relative to the observer posi-
tion): the radii are oriented according to the azimuth view angle φv,
and concentric circles correspond to zenith view angles θv. A way of eas-
ily figuring this representation is to imagine a hypothetic observer
placed on the vertical axis passing through the centre of the polar plot
and looking at the surface in the directions corresponding to those of
the polar plot. For instance, if this observer looks towards N-NE (φv =
30°, with a zenith view angle θv = 25°, a maximum of anisotropy will
be catched. This is explained by the fact the canopy elements therefore
seen are those directly facing the Sun. They form thewarmest elements
because they only concentrate the contribution of the direct radiation
beam impinging the surface. The maximum anisotropy effect obtained
when viewing the surface in the exact Sun direction, with the Sun in
the back, is referred to as ‘hot spot’. The Sun position is also indicated
in Fig. 1a by a white cross occupying a position opposite to the hot



Fig. 1. (a) Polar plot of RL simulated anisotropy (grey coded)with k=2andΔTHS=3 °C; the radii and the concentric circles indicate the azimuth viewing anglesφv (referred toNorth) and
the zenith viewing angles θv respectively, and the white cross corresponds the position of the Sun. (b) Anisotropy in the principal solar plane with k = 0.1 (empty symbols) and 2 (full
symbols) and ΔTHS = 1 °C (black) and 3 °C (grey).
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spot in the polar diagram. The directional structure of anisotropy ren-
dered by Eq. (3) appears quite consistent with previous experimental
results (see for instance polar plots of Fig. 2 in this paper, taken from
Lagouarde et al., 2000, 2010).

Fig. 1b displays the anisotropy (i.e. ΔT(θs, θv, 0) computed following
Eq. 3) simulated with RL in the solar principal plane for the four cases
(k = 0.1 & ΔTHS = 1 °C; k = 0.1 & ΔTHS = 3 °C; k = 2 & ΔTHS = 1 °C;
k = 2 & ΔTHS = 3 °C). As expected, ΔTHS governs the anisotropy at
hotspot while k adjusts the shape of the variations of anisotropy with
the viewing zenith angles. An increase of k infers a decrease of the an-
isotropy amplitude over the range of variation of θv, with a somewhat
sharper shape of anisotropy around the hotspot. This behavior was ex-
pected, as it is related to the introduction of the f function and also illus-
trated in Fig. 3 of Roujean (2000) paper.

The quantities k and ΔTHS, both referred to as ‘parameters’ of the RL
model, have not exactly the same status. According to Roujean (2000), k
in the optical domain is closely related to the canopy structure, in partic-
ular leaf area index LAI, and can be approached by LAI/4 for a random
foliage (i.e. spherical canopy). The possibility of using this approxima-
tion for TIR will be examined further in details in Section 3.3. The vari-
able ΔTHS quantifying the hot spot phenomenon depends on the
meteorological forcing imposed at the surface and on the surface
water status. ThereforeΔTHS is perceived a priori as a variable rather dif-
ficult to prescribe.

In this paper, we only focus on demonstrating the ability of the RL
model to properly depict the directional anisotropy. This is a necessary
preamble prior to a validation exercisewhichwill have to be performed
in a second round. Indeed, this would require a calibration first of the
model, meaning one should be able to set the k and ΔTHS parameters
to any encountered conditions. This is discussed at the end of the
paperwhere guidelines for inversion procedure are glimpsed. Therefore
the protocolwe followed here simply consisted to achieve a best adjust-
ment of the parameters of RL model in a statistical sense on the data
sets, either issued from measurements or simulations. This provides
an estimate of the quantities ΔTHS and k resulting from the inversion
procedure, to finally evaluate the error and assess the accuracy.

2.2. Experimental evaluation of RL

2.2.1. Experimental data
This section aims at demonstrating the consistency of RL model by a

comparison exercise against available experimental datasets. The mea-
surements were obtained during 2 field campaigns performed over a
city (Lagouarde and Irvine, 2008) and a forest canopy (Lagouarde et
al., 2000). The measurement protocol was based on the use of airborne
TIR cameras embarked aboard a small aircraft. The cameras were
equippedwithwide angle lenses andweremounted aboard the aircraft
with an inclined angle to increase the range of zenith viewing angles in-
vestigated. Several short flight lines were flown in opposite directions
all crossing at the centre of the study area (city portion or forest
stand). The first line was flown in the principal solar plane and the sec-
ond onewithin the perpendicular plane. Two additional lines were then
flown in directions ±45° from the principal plane. The combination of
the 8flight segments allows one to obtain TIR directionalmeasurements
for zenith viewing angles θv up to 60° with a total coverage of all azi-
muthal viewing directions. The originality of this protocol lies in the
fact it operates an averaging of both spatial non-homogenities of the
study area (streets, yards, squares, small clearings, etc.) and temporal
fluctuations (due to the turbulence of atmospheric flow, see
Lagouarde et al., 2015). Detailed descriptions of the protocol can be
found in the 2 above-referenced papers of Lagouarde et al. (2000) and
Lagouarde and Irvine (2008).

The urban area was the city centre of Toulouse and was studied in
the framework of the CAPITOUL experiment (Masson et al., 2008). The
city centre of Toulouse spreads over an area of about 2 × 3 km. It is
densely built with small yards or gardens inside the blocks, and only a
little vegetation (about 8%) concentrated along a few streets or in
parks. Most buildings are old and the materials most commonly used
are brick for walls and tiles for roofs. The mean height of walls is
about 15 m. Streets are oriented in all directions and display a large va-
riety of widths. A homogeneous study area was arbitrarily delimited by
interpreting airborne photos; the area was large enough to include all
the characteristic elements of the city centre and to extract representa-
tive TIR anisotropy.

The second experiment was performed over a pine stand, at Le Bray
(44°43′N, 0°46′W), an INRAexperimental site situated near Bordeaux. It
was a large rectangular 350 × 500 m stand, 26 years old, with a 17.6 m
mean height of trees (in 1996). The density was 518 trees per hectare.
The mean spacing between trees was 4.7 m. The LAI was about 3.1.
The groundwas not fully covered by the canopy, with a crown cover es-
timated to be about 70%. Moreover, the stand had been planted in rows
(about 35° of azimuth from North), but the spacing between rows and
trees (4 and 4.7 m respectively) being nearly similar, the stand was
appearing rather homogeneous.

For each surface 2 sequences of measurements acquired in the mid-
dle of the day were selected. Table 1 provides the position of the Sun at
the beginning and the end of each sequence.

For every sequence of measurements (i.e. for each experimental
polar plot) the fit of the RL model and retrieval of ΔTHS and k was per-
formed within the range [0–50°] of zenith viewing angles by step of 1°
and in the range [0–360°] by step of 1° for azimuth directions. For this
purpose, we used the automatic optimization “fminsearch” procedure,
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Fig. 2. Anisotropymeasured above Toulouse City (July 15th, 2004) between 11:15–11:49 (a) and 13:48–14:23 UTC (d) and above amaritime pine stand at Le Bray (September 4th, 1996)
between 11:20–11:52 (g) and 12:52–13:36 (j) with corresponding polar plots obtained by fitting RL model (b-e-h-k). Scatterplots of RL-simulated versus airborne measured anisotropy
(c-f-i-l) are also shown, with red, green, blue, grey and black points for discriminating data in zenith intervals [0−10], [21−30], [31–40] and [41–50] respectively. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 1
Characteristics of the flights performed over Toulouse and Le Bray forest sites. The
duration of each flight (UTC time) is indicated. The variation of azimuthal φs (counted
positively clockwise from North) and zenithal θs solar angles during observations are also
provided.

Site Date Time (UTC) φs/θs (begin) φs/θs (end)

Toulouse city 2004/07/15 11:15–11:49 153.6/24.0 173.3/22.2
Toulouse city 2004/07/15 13:48–14:23 234.1/31.5 244.9/36.9
Pine forest 1996/09/04 11:20–11:52 163.1/38.7 175.8/37.6
Pine forest 1996/09/04 12:52–13:36 199.8/39.1 215.6/42.7
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proposed in the MATLAB optimization toolbox. It is a multidimensional
unconstrained non-linear minimization procedure, based on the Sim-
plex algorithm (Nelder and Mead, 1965).

2.2.2. Evaluation of RL over a urban canopy
Afirst test of the RLmodel against experimental data had initially been

proposed over the centre of Toulouse at 2 dates in 2004 and 2005 (Octo-
ber 4th, around 11:00 UTC, and February 25th, around 14:10 UTC). It is
worth noting that, because of location of sites close to 0° longitude,
times can be expressed indifferently in UTC or LST in this paper. The nota-
tion in UTC has been adopted in what follows. The fall and winter dates
made that the hot spot was corresponding to rather large zenith solar an-
gles, about 50 and 60° respectively, and themodel had been fitted against
themeasured anisotropy close to the principal plane only (assembling all
the measurements in the planes comprised between the principal solar
plane ±3°). The agreement between the measurements and RL simula-
tions as the result of a best fit was found quite satisfactory, with correla-
tion coefficients R2 of 0.96 and 0.93 and root mean square errors
(RMSE) of 0.5 °C and 1 °C for October 4th and February 25th respectively
(see Fig. 11 of Lagouarde and Irvine, 2008, paper).

The new results presented here over the same city during the same
CAPITOUL experiment, but on summer conditions (July 15, 2004) have
been obtained by fitting the RL model on the whole experimental
dataset, i.e. for all azimuth viewing directions (0 ≤ϕv ≤ 359°), and for ze-
nith viewing angles 0 ≤ θv ≤ 50°. The results are illustrated in Fig. 2a and
b for 11:30 UTC, and in Fig. 2d and e for 14:00 UTC.

The general agreement is excellent for both cases. The variation of po-
sition of the hot spot with the time of the day is also well depicted. Nev-
ertheless a spread of high anisotropy values around the hot spot can be
observed on the experimental data for azimuth viewing directions to-
wards North, West and East. This remains unexplained for time being
but it could be related to a few prevailing street directions within the
city (possibly the two perpendicular ‘boulevards’ oriented NW-SE and
NE-SW clearly visible in the aerial photography of the city (see Fig. 1 in
Lagouarde et al., 2010)). The scatter plots also given (Fig. 2c and f) confirm
the reliability of the RLmodel. It can be noticed a tendency of RL to under-
estimate themeasurements for zenith viewing angles larger than 40°. The
deviation of a group of points from the 1:1 line in Fig. 2c is clearly related
to the spread of the experimental measurements around the hot spot, as
mentioned just above. Despite this, the directional signatures are very
well depicted with R2 N 0.8 and RMSE ≤1 °C.

2.2.3. Evaluation of RL over a forest canopy
Fig. 2g and j displays the polar plots of anisotropymeasured during 2

flights between 11:20 and 11:52, and between 12:52 and 13:36 UTC on
September 4th, 1996 (Lagouarde et al., 2000), whereas Fig. 2h and k are
the corresponding RL simulations. As for urban canopies, the directional
variations are correctly represented by RL. The anisotropy simulated in
the immediate vicinity of the hotspot appears slightly lower than the
measured one by 0.75 °C, as shown in the scatterplots provided in Fig.
2i and l. The statistics indicate R2 = 0.65 and 0.81 and RMSE = 0.29 °
C and 0.26 °C for the first and second flight respectively. The deviation
between measured and fitted anisotropy above the 1:1 line noted in
Fig. 2i corresponds to azimuth viewing directions φv around 320° for
which a discontinuity appears in experimental data (Fig. 2g). The linear
structure of this discontinuity suggests a measurement artefact
appearing when combining the different axes flown successively and
possibly affected by different ambient micrometeorological conditions
- wind speed in particular - inducing variations in surface temperature.
A possible effect of row direction (35° from North) could also be in-
voked. However RL fits quite well the experimental data.

The preliminary consistency tests above presented over a city and a
forest canopy demonstrate the potential of RL to describe DA, but the
scarcity of similar anisotropy data over other surfaces and other condi-
tions makes difficult evaluating the RL model further. Indeed a recent
sensitivity study (Duffour et al., 2015a) demonstrated that TIR direc-
tional anisotropy is governed by several factors jointly: additionally to
Sun position (i.e. season, date, and time of day), canopy structure (i.e.
Leaf Area Index, Leaf Angle Distribution Function and hotspot parame-
ter), meteorological forcing and surface water status. An extensive eval-
uation of the RLmodel for a large variety of situations that can bemet is
therefore needed. This can only be based on large simulated datasets.
Next section describes this exercise using the SCOPE model as a data
generator.

3. SCOPE generalization

3.1. The SCOPE model

The SCOPE model (Van der Tol et al., 2009) is a multi-layer SVAT
model developed for the combined simulation of directional reflected
solar radiation, emitted thermal radiation and sun-inducedfluorescence
signals at TOC (Top of Canopy) of homogeneous canopies together with
energy, water and CO2 fluxes. It is based on a combination of several
models describing radiative, turbulent and mass transfers inside the
canopy, taking into account leaf biochemistry and aerodynamic pro-
cesses. Associated to the multilayer approach, this latter vision was
deemed well appropriate to treat the case of turbid canopies. This ex-
plains our final choice for SCOPE among other existing models such as
for instance CUPID/TGRM (Huang et al., 2008) or even DART
(Gastellu-Etchegorry et al., 2004). The main features of the model are
briefly recalled here. For more details, the reader is referred to the
paper introducing the SCOPE model.

In SCOPEmodel, the canopy is described through the prescription of
60 horizontal layers for vegetation, and 1 layer for soil. Classical param-
eters are used to account for the canopy structure in vegetation layers,
such as LAI, leaf angles distribution or gap fractions probabilities. Leaves
are distributed in 13 zenithal per 36 azimuthal directions. The unified
4SAIL model (Verhoef et al., 2007) is used to simulate the radiative
transfer. It computes net radiation and radiances within the [0.4–
50] μm spectral range. In the optical range ([0.4–2.5] μm) the PROSPECT
model (Jacquemoud and Baret, 1990) is used to derive reflectance and
transmittance spectra for vegetation. For wavelengths beyond 2.5 μm,
leaves emissivity is prescribed to 0.97 and transmittance is assumed to
be 0. For the soil, a reflectance spectrum must be provided.

The computation of energy fluxes (sensible heat, latent heat, soil
heat) and CO2 fluxes is based on biochemical and aerodynamic process-
es. Biochemical processes involve the Cowan's model (Cowan, 1977) to
compute stomatal conductance. The Farquhar et al. (1980) leaf photo-
synthesis model is using the carboxylation capacity (Vcmo) as input, a
parameter controlling the photosynthetic capacity. Aerodynamic resis-
tances are computed from the Wallace and Verhoef (2000) approach
and the soil surface resistance (rss) can be prescribed or slaved to soil
moisture.

Additionally to fluxes, SCOPE enables computing directional reflec-
tances in the solar domain and directional brightness temperatures in
the thermal domain (between 8 μmand 14 μm). The directionality results
both from the combination of the probability of viewing - or not - a leaf or
a soil element, and of the probability of being sunlit/shaded for soil or
leaves. These probabilities are computed for each vegetation layer,
which enables estimating the radiances emitted by shaded and sunlit



255C. Duffour et al. / Remote Sensing of Environment 186 (2016) 250–261
leaves and soil seen by the observer in a givendirection above the canopy.
By summing these radiances (for more details see Eq. 28–35 in Van der
Tol et al., 2009) we obtain the directional radiance at top of canopy
(TOC), L(θ,φ), which is transformed into a directional brightness temper-
ature Tb(θ, φ) according to the Stefan-Boltzmann equation:

πL θ;φð Þ ¼ σTb
4 θ;φð Þ ð4Þ

where σ is the Stefan Boltzmann constant (5.67.10−8 W·m−2 K−4).
The ability of SCOPE to simulate the energy fluxes as well as TIR di-

rectional brightness temperatures and directional anisotropy at TOC
was evaluated by Duffour et al. (2015b). These authors first compared
the results of simulations to two ground experimental datasets mea-
sured on winter wheat and a maritime pine stand for which latent
and sensible heat fluxes with CO2 assimilation were available. Comple-
mentary to these data directional brightness temperatures were mea-
sured towards North and South on the winter wheat site. On the
maritime pine stand, a set of measurements of the directional bright-
ness temperature was made towards West, and a second set was
made with measurements made at hotspot, the radiothermometer
being mounted on a motorized platform slaved to Sun position all
along the day. A mean RMSE of about 30 and 50 W·m−2 was found
for latent and sensible heat fluxes respectively, while for directional
brightness temperatures, the RMSE ranged between 1 and 1.5 °C. A sec-
ond part of the study demonstrated that the SCOPE model could quali-
tatively simulate directional signatures of anisotropy (the difference
between off-nadir and nadir temperatures) successfully. This
A

C

Fig. 3. Comparison of RL-fitted against SCOPE-simulated anisotropy for DoY 79
comparison - which was in no way a validation of SCOPE - was done
against the forest canopy dataset used in Section 2.2.3. Rather, the
SCOPE-simulated dataset and the experimental dataset over the forest
canopy yielded independent source of information for fitting the para-
metric models studied in the paper (RL and further Vinnikov's).

3.2. Generation of a synthetic dataset

Using SCOPE as a data generator we created a synthetic dataset of
TIR directional anisotropy. This is the dataset which has been used by
Duffour et al. (2015a) to study the sensitivity of directional anisotropy
to its governing factors. The input values prescribed to these factors
are recalled here for the sake of convenience. We consider they allow
to generate a representative range of anisotropy effects to be met in
practice. SCOPE simulations were made at 13:00 UTC for two days
under cloud free conditions close to spring equinox (DoY 79) and to
summer solstice (DoY 174). These dates were chosen to have a large
change both in forcing global radiation and solar position. We also run
simulations on DoY 354 (close to winter solstice) but anisotropy re-
vealed to be very low at this season (no N0.5 °C) on the range of zenith
viewing angles considered in this study (θv b 50°), due to a low global
radiation and a position of hot spot located at large zenith angle
(N65°); the results obtained on this day were considered as non-signif-
icant and therefore discarded here. We focused on the 13:00 time be-
cause it corresponds to the overpass time of a future TIR spatial
mission (Lagouarde et al., 2013). However, limiting the dataset to a sin-
gle time do not jeopardize its degree of representativeness because the
B

D

and 174, and for q = 0.01 (a), q = 0.05 (b), q = 0.1 (c) and q = 0.5 (d).
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Fig. 4. Histogram of the difference between RL-fitted and SCOPE-simulated anisotropy.
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variability of forcing conditions throughout the day is likely to be partly
reproduced through the variability between dates.

The main input meteorological data (global radiation, longwave
downward radiation, and air temperature and humidity) were taken
from the Auradé station, located near Toulouse (France) (Béziat et al.,
2009, http://www.cesbio.ups-tlse.fr/data_meteo/index.php?perma=
1378392362), which constrains our study at ~45° latitude. The wind
speed was set at a constant value of 2 m·s−1 since Duffour et al.
(2015a) found that its impact on anisotropy was low, contrary to
other conditions such as surface water status or global radiation. We
simulated a 1 m height canopy with a spherical leaf angle distribution
function. Different canopy structures were created by prescribing 6
Leaf Area Index (LAI = {0.5, 1, 1.5, 2, 3, 5}) and 4 values of the hot
spot parameter q defined as the ratio between leaves size and height
of the canopy (0.01, 0.05, 0.1 and 0.5). 4 water statuses are considered
by crossing wetness/dryness of soil/vegetation (all humid, all dry,
humid soil/dry vegetation, dry soil/humid vegetation) as follows. For
vegetation, the maximum of carboxylation, Vcmo (a parameter related
to the photosynthetic activity and therefore to the stomatal conduc-
tance), is prescribed at 125 and 25 μmol·m−2·s−1 to simulate high
and low stomatal conductance respectively, i.e. to simulate well-
watered and dry conditions. For the soil, the surface resistance (rss) is
set at 200 and 2000 s·m−1, which corresponds to wet and dry condi-
tions respectively. The marginal cost of assimilation, a parameter
governing the stomatal conductance, is set at 2000 mol·mol−1. The
resulting simulated dataset is composed of about 200 cases. For each
of them the anisotropy is computed for all directions from 1° to 360°
and from nadir to 50° zenith by steps of 1°. The limitation in zenith is
justified since it corresponds to the useful range of zenith view angles
for current large swath instruments such as MODIS or VIIRS. Indeed de-
spite thatmaximumscan angles of ~55° result in ~65° zenith view angle
at swath edge for these sensors, we consider that beyond 50° zenith
view angles, measurements are often too much contaminated by atmo-
spheric effects.

3.3. Comparison of RL and SCOPE directional anisotropy

Fig. 3a–d shows the anisotropy obtainedwith the RLmodel adjusted
on SCOPE simulated data for the complete dataset. The results are pre-
sented discriminating the hot spot parameter values, from q = 0.01
(Fig. 3a) to q = 0.5 (Fig. 3d) respectively.

The strong impact of q parameter is conspicuous. It first appears that
there is a global agreement between theRL and SCOPE simulated values,
and that the range of anisotropy values increases with q. Nevertheless
for q values up to 0.1 (Fig. 3a–c), and particularly for q = 0.05 and
q = 0.01, we can observe a deviation from the 1:1 line, which corre-
sponds to SCOPE anisotropy values larger than 2 °C. It has been checked
that these correspond to points situated in the vicinity of the hot spot.
This can be explained by a rather sharp shape of the hot spotwhich can-
not be describedwith Eq. 1. Despite the representationmay bemislead-
ing, the density of points within the greyish and black areas deviating
from the 1:1 line in Fig. 3b and c, is in fact not so important. For q =
0.5, the agreement between RL and SCOPE is excellent. The computation
of the RMSE and theR2 confirms the global quality of thefit of RL against
SCOPE: R2 increases with q from 0.65 for q = 0.01 to 0.98 for q = 0.5,
while RMSE decreases from 0.32 °C for q = 0.01 to 0.19 °C for q = 0.5.
RMSE is equal to 0.28 °C and 0.26 °C for q = 0.05 (Fig. 3b) and q = 0.1
(Fig. 3c) respectively. However, although a large range of values can
be found in literature for the q parameter in the context of the simula-
tion of directional reflectance in the solar domain, there are no indica-
tions about the possibility of prescribing them directly to the TIR
domain.

Another illustration of the ability of RL model to describe the anisot-
ropy satisfactorily, and simultaneously a confirmation of the limited
weight of discrepancies in the hot spot region is given in Fig. 4 which
shows the histogram on the deviations between RL and SCOPE data
(full dataset included). It is centred on 0 °C and shows a slight asymme-
try. The very small peak appearing on the left side corresponds to hot
spot data and indicates that b1% of the differences between RL and
SCOPE are lower than −0.6 °C. The other peak on the right side of the
histogram corresponds to data for which RL overestimates SCOPE an-
isotropy by N0.6 °C. A detailed analysis of the result of the fit of RL
against SCOPE has shown that these large differences mainly take
place in the case of dry soils with LAI ranging between 1 and 2. The cu-
mulated histogram of the distribution of the absolute difference be-
tween RL and SCOPE data (not presented here) reveals that the
discrepancies between the two models fall within 60% and 90% for
values lower than 0.1 °C and 0.4 °C, respectively. Finally, only 5% of
the data differ of N0.6 °C.

Owing to an optimum retrieval of the two parameters of the RL
model, TIR directional anisotropy is nicely reproduced compared to
SCOPE data. A thorough analysis of the retrieved parameters ΔTHS and
k shows that such information cannot be set to a priori values since
they don't follow obvious trends as a function of themain drivers of an-
isotropy, i.e. global radiation, canopy structure and water status. As
mentioned previously, Roujean (2000) demonstrated that in its expres-
sion derived to simulate optical hotspot BRDF, the parameter k could be
set to LAI/4 for spherical canopies. In the present exercise the retrieved k
values were varying with LAI and q without making possible to find a
simple parameterization of k. Moreover k took negative values for
some cases with q = 0.01 on DoY 174 and with q up to 0.1 on DoY 79.
In the present status of our study we therefore could not prescribe k
to LAI/4, which made necessary fitting both k and ΔTHS in the inversion
of the RL model. Nevertheless we suggest further research to be done
here. Indeed the attempts of inversion we made with k = LAI/4 were
not accurate enough, but several reasons could be argued: is it because
the input parameters have been crossed in SCOPE without any con-
straints, so generating unrealistic situations? Is it because of a lack of re-
alism in the SCOPE simulated hot spot, which is difficult to assess
because not documented in literature to our knowledge?

We have shown that RL performswell in a case studywithmeteoro-
logical data (in particular Sun zenith angles) which can be met close to
45° latitude. One can wonder if it could be used in the inter-tropical
zone where the sun is at zenith (θs = 0°) twice a year. Indeed in such
geometrical configuration, ΔTHS tends to 0 °C since the hotspot position
and the nadir coincide. This result must be studied more in details with
real datasets measured at these latitudes but, in the framework of this
study, we cannot conclude on the possibility to prescribe k to LAI/4.

http://www.cesbio.ups-tlse.fr/data_meteo/index.php?perma=1378392362
http://www.cesbio.ups-tlse.fr/data_meteo/index.php?perma=1378392362
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4. Comparison between RL and Vinnikov capabilities

4.1. The Vinnikov kernel approach

Vinnikov et al. (2012) developed a parametric model based on three
kernels designed to normalize LST measured by satellites:

T θs; θv;φð Þ
Tnadir

¼ 1þ A � E θvð Þ þ D � S θv; θs;φð Þ ð5Þ

with T (θv,θs,φ) the temperature (in Kelvins) measured off-nadir and
Tnadir the temperature at nadir (in Kelvins). The first term ‘1’ plays the

role of the ‘isotropic’ kernel, i.e. it enables setting the ratio Tðθs ;θv ;φÞ
Tnadir

to 1

when T(θs,θv,φ) is measured at nadir.
E(θv) and S (θv,θs,φ) are described as an ‘emissivity’ kernel and as a

‘solar’ kernel respectively. They are given by:

E θvð Þ ¼ 1− cos θvð Þ ð6Þ

S θv; θs;φð Þ ¼ sin θvð Þ cos θsð Þ sin θsð Þ cos θs−θvð Þ cos φð Þ ð7Þ

A andD are the corresponding coefficients of the emissivity and solar
kernels. Vinnikov et al. (2012) propose a universal value for A
(A=−0.0138 K−1) which results in a one parameter model, D becom-
ing the only parameter to adjust.
A

C

Fig. 5. Comparison of RL-fitted (black) and Vinnikov-fitted (grey) anisotropy against SCOPE-s
adjusted on D only (A = −0.0138 K−1) while in (c) and (d) it is adjusted on A and D.
Currently this model is the only one which might correct satellite
data from directional effects. RL could also appear as a candidate for
this purpose. This is why the two approaches are now compared.

4.2. Comparison between RL and Vinnikov capabilities

This comparison aims at evaluating the differences between the two
models and at studying the possible efficiency of RL to correct satellite
LSTmeasurements. The synthetic dataset generatedwith SCOPE and in-
troduced in Section 3.2 is taken as the reference.

Vinnikov et al. (2012) suggest the A parameter of their model to
have a universal value, which makes this approach a 1-parameter ap-
proach contrary to RL which requires two parameters k and ΔT to be
known. However, the Vinnikov model can also be used as a two param-
eters approach as done in Pires et al. (2015). Three results of modeled
anisotropy are therefore compared:

• RL adjusted by retrieving both k and ΔT
• Vinnikov adjusted by retrieving only D (with A = −0.0138 K−1)
• Vinnikov adjusted by retrieving A and D.

The two approaches don't use exactly the same definition of anisot-
ropy: Vinnikov et al. (2012) define it as the ratio between off-nadir to
nadir temperature while RL considers anisotropy as the difference
B

D

imulated anisotropy for DoY 79 (a, c) and 174 (b, d). In (a) and (b) Vinnikov's model is
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between these. For an easier interpretation of the results we preferred
to use this second definition. Vinnikov's Eq. 5 turns therefore to be:

T θs; θv;φð Þ−Tnadir ¼ Tnadir

�
A � E θvð Þ þ D � S θv; θs;φð Þ

�
ð8Þ

Fig. 5 displays the anisotropy as simulated by the two models as a
function of anisotropy simulated by SCOPE. The results obtained with
Vinnikov's model adjusted on D only for DoY 79 and 174 are given in
Fig. 5a and b respectively. The two corresponding lower figures (Fig.
5c and d) are for Vinnikov adjusted with two parameters. Whatever
the DoY, the model of Vinnikov displays much more dispersion than
the RL model when A is prescribed to −0.0138 K−1. Statistics confirm
that RL performs better than Vinnikov with RMSE between SCOPE and
RL of 0.26 °C for the two days, while it reaches about 0.55 °C between
SCOPE and Vinnikov. Similarly, the correlation coefficients R2 between
SCOPE and RL are 0.84 and 0.92 for DoY 79 and 174 respectively
(R2 = 0.9 for the whole dataset) against 0.59 and 0.65 between SCOPE
and Vinnikov. The comparison of Fig. 5a–b on the one hand against
Fig. 5c–d on the other hand clearly shows that prescribing A seems to
be too much constraining in the general case. The fact it appeared satis-
factory in the Vinnikov's paper could possibly be explained by the par-
ticular case study of geostationary satellite data for which the large
pixel scale induces a smoothing effect and less dispersion in the
resulting directional variability. This smoothing effect results from two
different sources. First the spatial variability of the land use - patch of
fields for instance - generally occurs at a much lower scale than the
pixel size. Geostationary satellite pixels contain mixed information
that appear rather similar. It is likely to reduce possible impact of mis-
registration errors when associating pixels from two different satellites
at different view angles. Second, as recently shown by Lagouarde et al.
(2015), the limitation of surface temperature temporal fluctuations
(i.e. uncertainty) induced by atmospheric flow turbulence over large
pixels could also be invoked. Fig. 5c and d shows that the performances
of the Vinnikov's model are significantly improved when fitted using
the two A and D parameters and RMSE become 0.23 °C and 0.35 °C for
DoY 79 and 174 respectively (RMSE = 0.3 °C when the whole dataset
is compared) and R2 = 0.86 for each day. For DoY 79, statistics of
Vinnikov's approach are even slightly better than for RL. Nevertheless
the results remain better with the RL model. In particular, despite diffi-
culties in both cases, the simulation of the anisotropy in the vicinity of
Fig. 6. Comparison of the zenith viewing angle for which the Vinnikov's model reaches its
maximum of anisotropy against solar zenith angle (computations made with values
A = −0.0138 K−1 and D = 0.0140 K−1 given in Vinnikov's paper).
the hot spot (which corresponds to the points deviating under the 1:1
line) is of poor quality with the Vinnikov's model. Indeed, Eq. 5 fails to
depict the hot spot correctly. Fig. 6 helps to understand this issue: it
shows that the zenith angle for which the maximum of anisotropy is
simulated (with values A = −0.0138 K−1 and D = 0.0140 K−1 from
Vinnikov's paper) doesn't correspond to the solar zenith angle, whereas
it should according to the definition of the hot spot.

Finally, it seems that the twomodels should rather be used as two pa-
rameters approaches. Indeed, with the prescription A = −0.0138 K−1,
the performances of the Vinnikov model are not satisfactory and lower
than the RL model. We also note that Pires et al. (2015) don't follow
this prescription and they propose to use the Vinnikovmodel as a twopa-
rameters approach, with A and D to adjust.

5. Discussion

5.1. Limitations of the parametric approaches

The issuewhichprevents theVinnikov approach frombeing efficient
to correct anisotropy close to the hotspot is partly due to the use of un-
adapted kernels. The RL model has been developed on the assumption
that optical and TIR anisotropy behave identically, and it has been de-
rived from a model developed for the solar domain which is based on
physical considerations, not wavelengths dependent, and fully justified
in Roujean (2000). Especially the introduction of the ‘distance’ between
the Sun and view directions (Eq. 2) seems to be essential for the quality
of such a simplifiedmethod. This is confirmed by Jupp (2000), who dis-
cusses the interest of introducing the phase angle in kernels develop-
ment. The lack of such an angle in Eq. 5 is likely to severely weaken
the Vinnikov's model.

Nevertheless, a mathematical under determination appears in RL
formulationwhen the Sun is at nadir (θs=0°) because the denominator
in Eq. (1) tends to 0, which makes the computation of anisotropy im-
possible. This particular geometry occurs only twice a year only in the
inter-tropical zone. In this case, the nadir viewing and hotspot position
coincide, leading to ΔTHS = 0, with negative values of anisotropy for
other viewing geometries. A study still remains to be performed in
order to evaluate how to copewith this caveat for practical applications.
Nevertheless, preliminary tests have beenmade fitting the RLmodel on
a directional anisotropy dataset generatedwith SCOPE over Congo (4.5°
S, 12°E) using an inputmeteorological dataset available at the laborato-
ry, with a date and time chosen (DoY 28, October 8, 11:00) for having a
solar zenith angle close to 1°. The results revealed very promising with
an excellent fit of RL on SCOPE simulations still being possible, but fur-
ther work is required for confirmation.

A common caveat of RL and Vinnikov's approaches is their non-rec-
iprocity. The reciprocity is a mathematical property which expresses
that a multi-variables function remains invariant by inverting two of
its variables. In our case the reciprocity should be verified by inverting
solar and viewing zenith angles: the shadows created by the Sun
would become hidden elements for an observer, and conversely. Kernel
models developed in the solar domain always verify this condition, and
we might suppose that it is true in TIR. However, neither Vinnikov nor
RL verifies the reciprocity. The first because of its empirical develop-
ment, and the second, contrary to the model initially developed by
Roujean (2000), because of the definition of anisotropy which is re-
ferred to nadir.

Finally, as both RL and Vinnikov's model have been tested against
SCOPE-simulated anisotropy data, the question rises if the confidence
in the results of this exercise cannot be biased by the quality of SCOPE.
In particular the prescription of the hotspot parameter in SCOPE might
be questionable. The definition of the thermal hot spot shape is little
documented in literature and requires further research and experimen-
tal characterization.

Despite the aforementioned limitations we can notice that both RL
and Vinnikov's approaches implicitly take into account themain drivers
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of anisotropy (Duffour et al., 2015a), on one hand the meteorological
forcing (which governs ΔTHS and Tnadir) and on the other hand the can-
opy structure (through the k parameter and the ‘emissivity’ kernel).

5.2. Applications of RL to field and satellite data

5.2.1. Qualitative assessment of field measurements
Additionally to remote sensing, several applications can be found to

the RLmodel. Itmay serve to assess the directional variability of thermal
anisotropy but also can be of great support for designing ground exper-
imental protocols. In this respect, it may help determining the optimum
setting of TIR radiometers or cameras according to FOV, inclination
angle of instruments, location and timeof year for instance, and to antic-
ipate the meaning and the quality of measurements.

5.2.2. Qualitative assessment of anisotropy on satellite data
The RL model can help to define some specifications for future LEO

missions in the thermal infrared, in particular the combined choice of
overpass time and orbit inclination. Fig. 7 shows the possible positions
of the hot spot throughout the day, between 8:00 and 16:30 UTC, and
throughout the year, betweenwinter and summer solstices, at three lat-
itudes, Equator, Northern Tropic and 45°North (the longitude is 0°). The
positions of the hot spot at specific local time 10:30 (approximately
Landsat and MODIS/TERRA overpass), 13:30 (NOAA/AVHRR, MODIS/
AQUA, SUOMI NPP and planned future missions overpass) and 16:00
have been indicated by different symbols. Also indicated by arrows are
the directions of scan lines for a polar orbiting mission for two orbit in-
clinations. In order to reduce the impact of directional anisotropy effects
onmeasurements, it seems preferable the scan line to be as close as pos-
sible to the perpendicular solar plane: it both minimizes the amplitude
of anisotropy and makes it symmetrical on each side of the satellite
ground track. Therefore, from Fig. 7 it can be seen that an orbital inclina-
tion according to a flight azimuth N0 (resp. b0) is recommended for an
overpass in the beginning of the afternoon at 13:30 (resp. in the mid-
morning at 10:30). At the North Tropics (Fig. 2b), the same holds for
winter months. But for summer months, the measurements are prone
to hot spot effects whatever the orbit inclination is. Similarly, close to
the Equator the previous recommendation still holds, but for spring
and fall monthly periods. In the Southern hemisphere (not shown),
the position of the hot spot is shifted in the opposite direction so that
the same analysis can be made and that the same recommendation
will remain still valid.

The RL model could reveal particularly usefulness to achieve a first
qualitative assessment of directional effects for the ECOSTRESS (http://
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Fig. 7. Hotspot position from 8:00 to 16:30 UTC for a pixel located at latitudes 0° (a), 23° North
triangles and squares indicate the hotspot position at 10:30, 13:30 and 16:00 UTC. AAʹ and DDʹ a
sun-synchronous satellite.
ecostress.jpl.nasa.gov/) mission consisting of installing the Prototype
HyspIRI Thermal Infrared Radiometer (PHyTIR) instrument aboard the
International Space Station (ISS). Indeed its low inclination orbit
(~51.6°) and the fact it is not Sun-synchronous make that a very large
range of viewing geometries is obtained, having azimuth view angles
in all directions and zenith view angles corresponding to themaximum
scan angle up to 25.5°.
5.2.3. Correction of TIR directional anisotropy on space data
The inversion problem is amajor concern before the RLmodel can

be practically applied for correcting satellite data from DA effects. In
the VNIR domain, reasonable made assumption is that vegetation
canopies will not show too rapid changes over periods of a few
days, typically the week. Therefore, the accumulation of satellite
measurements in this range period under different viewing angles
will support the inversion of kernel-based models to perform analy-
sis and correction of anisotropy effects. This is not possible in the
thermal infrared because the surface temperature is continuously
varying with forcing conditions (meteorological variables) and
water status (rainfall, irrigation). Vinnikov's approach proposed to
solve this issue by combining 3 measurements from geostationary
satellites GOES E and GOES W over US, both at nighttime and day-
time, to determine the 2 kernel coefficients and the nadir tempera-
ture. Such an approach would be however impossible for other
locations, such as Europe or Africa, for which no overlap between
geostationary satellites can be found. The problem remains entire
with LEO satellites for which only a single measurement per day
over a given pixel can be obtained.

To cope with the problem of directional anisotropy, in recent pro-
jects such as MISTIGRI (Lagouarde et al., 2013) or THIRSTY (Crebassol
et al., 2014), it has been proposed to fix the orbit ground track, so that
every point at the Earth surface is always observed under the same
viewing angles. Despite the variations of Sun angles throughout the
year cannot be ignored, this specification (constraint) has been set for
ease of analysis of temporal series of surface temperature at a given lo-
cation. To correct for TIR DA with such an orbit, it could be suggested to
take advantage of spatial variability instead of temporal variability as for
VNIR domain, performing the inversion on a few pixels with the same
vegetation canopy selected along the scan line. Nevertheless this obvi-
ously requires some necessary assumptions about similar water status
and forcing conditions in particular, and to correct for differences in
local time. Despite these assumptions appear rather constraining, it
should beworth to be testedwith the available land use information de-
rived from VNIR channels.
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6. Conclusion

The need for correcting satellite LST measurements from the direc-
tional effects incites to develop simple methods which could be imple-
mented into satellite data processing chains. The simple directional
anisotropy model proposed in this paper (and referred to as ‘RL’) is
adapted to continuous turbid canopies; it requires two parameters
(ΔTHS representing the anisotropy at hotspot and k more related to
the canopy structure) to be known. We first demonstrated its ability
to reproduce TIR directional signatures byfitting it against experimental
datasets over a urban canopy (Toulouse City) and over a forest canopy
(maritime pine stand). Results were very encouragingwith a satisfacto-
ry simulation of the hot spot and RMSE values estimated over a large
range of viewing directions (all azimuth directions, zenith viewing an-
gles up to 50°) lower than 1 °C. Then, in a purpose of generalization,
the RL model was tested against SCOPE simulated data crossing differ-
ent input conditions of meteorological forcing, structure of the canopy
and water status of soil and vegetation, to simulate most of the situa-
tions which can practically be met. On the range [0–50°] for θv and [0–
360°] for φv, the agreement was rather good with a RMSE ≤ 0.6 °C.
Some discrepancies were observed in the vicinity of hot spot, the RL
model being unable to simulate very sharp hot spot shapes accurately.
However, the modeling of the hot spot and the extreme sensitivity of
SCOPE to the hot spot parameter q still pose problem. A better knowl-
edge of hot spot is therefore essential to assess the performance of RL.
We also pointed out the fact that when the hotspot and the nadir coin-
cide, i.e. when the Sun is at zenith (θs = 0°), the RL model is undeter-
mined. A study must be carried out to evaluate the behavior of the
model in this particular configuration which occurs twice a year in the
whole inter-tropical zone.

Simple parametric approaches to correct satellite LSTmeasurements
are still rare and the method proposed by Vinnikov et al. (2012) is cur-
rently the only one available to our knowledge. This method was com-
pared to the RL model using the same SCOPE simulated anisotropy
dataset. The RLmodel revealsmore efficient than Vinnikov's one to sim-
ulate DA, in particular close to the hot spot where the latter fails, prob-
ably because of unadapted kernels. Nevertheless despite some
constrains - study areas seen by 2 satellites simultaneously and far
enough from hot spot - the Vinnikov's approach has the advantage of
easy inversion and realistic results, and it has already been implement-
ed for practical correction of geostationary satellite data.

The RL model appears to be conceptually as a relevant model be-
cause it provides a much better description of DA close to hot spot. It
has been shown that, in its present state, it can help to assess qualitative
assessments of DA for various purposes: preparation of field experi-
ments, critical analysis of measurements found in literature, help to
the definition of spatial missions. However, significant research work
remains to be done to transform RL model in a practical tool for
correcting DA on satellite data. Several directions currently explored at
the laboratory are just briefly evoked here. First, ancillary data could
be introduced to improve the RL model. The air temperature is a candi-
date as the water status is indirectly related to actual evaporation itself
linked to the difference between surface and air temperature. Similarly
VNIR anisotropy derived fromVNIRmeasurements could provide an in-
formation linked to the canopy structure. Second, efforts are carried on
to improve the understanding of the hot spot phenomenon, and field
experiments using UAVs (Unmanned Aerial Vehicles) are undertaken
for this purpose. Finally, strategies to develop inversion methodologies
of RL to correct DA for LEO satellites are studied to copewith the impos-
sibility of acquiring imagery simultaneously in different viewing condi-
tions. A possible approach could therefore be performingmodel inversion
over fields with identical crops seen under different viewing angles, after
verification of their close surface temperature. These studies should open
up theway to the implementation of the RL algorithm in the processing of
data from satellites such asMODIS, SUOMINPP, or future high spatial res-
olution/high revisit TIR missions in preparation phase.
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