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A B S T R A C T

Financial innovation is a crucial factor behind many of the improvements in the financial sector that directly
affect the economy in a positive way. Financial innovation may also alter financial intermediation and increase
reliability and transparency. Research has demonstrated that levels of financial innovation are similar among
high-income countries; however, research has shown that financial development differs substantially in low
income countries regardless of the economic size, suggesting that financial innovation may also differ. This study
evaluated the levels of financial innovation and the determinants of innovation within the low-income countries.
In particular, a new two-step meta-frontier approach was constructed to estimate technology gap ratios, and a
censored model was built to establish their determinants. The results show that low-income countries do in fact
vary greatly in terms of financial innovation. Competition, financial inclusion and banking access constitute
major determinants of financial innovation.

1. Introduction

The global banking system has experienced tremendous changes in
terms of innovation, with advances in telecommunication, financial
theory, information technology, the rise of globalization, and banking
liberalization. Financial innovation has occurred in many forms, in-
cluding new products and services, production processes, and organi-
zations. An example of such a product and services is subprime mort-
gages. Production processes encompass asset securitization, while the
organizational forms include online-only banking. These innovations
have mainly occurred in advanced economies such as the United States
and Europe (Frame & White, 2009). In low-income countries, financial
innovation often constitutes a transfer, an adaptation, and an adoption
of an existing technology. The characteristics of local markets de-
termine the adoption level or the occurrence of new inventions. For
example, low-income countries tend to have lower levels of financial
inclusion or higher barriers to entry. Poghosyan (2013) revealed that
banks in low-income countries incur higher intermediation costs than
those in emerging markets, indicating a less competitive, weaker eco-
nomic environment. These characteristics hinder cost-reducing in-
novations.

Financial innovation is defined as anything new that allows banks to
lower costs, reduce risks, and improve products, services, or processes
so as to better satisfy their customers (Frame & White, 2009). Banks

employ numerous tools to cut operating costs. These tools vary from
credit scoring systems to computing software. Credit scoring gives
banks the potential to limit underwriting and monitoring costs. Bank
managers are able to limit the number and size of loans to borrowers
with low credit scores, saving the time and money required to further
assess a borrower. Accounting software also helps to reduce labor costs.
Each of these innovative tools helps banks to reduce their operating
costs. Cost reducing innovations therefore, help banks to enhance their
cost efficiency.

In other words, the cost efficiency level shades some lights on banks'
innovative approaches, on tools and measures used to manage cost, and
on the innovative characteristics of banks' environment. In fact, there is
a strong link between overall innovation and cost efficiency. The
components of cost efficiency (Cost Efficiency=Technical
Efficiency×Allocative Efficiency), technical efficiency and allocative
efficiency, reflect the state of technology in the technical-physical (in-
cluding skills and tools) aspect of production and the price incurred for
inputs used (Cooper, Seiford, & Tone, 2007). The gap between in-
dividual and global (or meta-) cost frontier reflects technology gap or
relative “overall innovation”.

Recently, cost frontier functions have been used extensively to study
financial innovation in an individual country as well as in some cross-
country studies. For example, Bos, Kolari, and Van Lamoen (2013) used
stochastic cost frontiers to analyze how innovation by banks in the US
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leads to improvements in technology set and the link between in-
novation and competition. More recently, Huang, Hu, and Chang
(2018) estimated the cost frontier function of banks in Taiwan to study
the performance between financial holding and non-financial holding
banks, and the link between financial innovation and competition.

In practice, technology and management styles vary across banks
and banking systems, so does cost efficiency. At the cross-country level,
technical efficiency reflects the degree to which technical innovation of
a country is more advanced relatively to its peers. Likewise, allocative
efficiency reflects the average market price associated with the oper-
ating process. However, banks in different countries are exposed to
country-specific factors such as the local economy and the regulatory
environment. Researchers thus avoid comparing banks across countries
unless those differing factors are controlled for. Nevertheless, an ana-
lysis of the average cost efficiency in each country or country-specific
frontier may reveal the homogeneity or heterogeneity in the banking
system of that particular country. The homogeneity of cost efficiency
then characterizes the market power, regulatory environment, and
banking structure of a banking system. In particular, banking systems
with average cost efficiencies above 80% are considered homogenous,
otherwise they are heterogeneous. For instance, a low average cost
efficiency may reflect a concentrated market, as larger banks tend to
enjoy considerably higher cost efficiencies. In this case, large banks are
located near to or on the edge of the cost frontier, while small banks are
relatively distant from the cost frontier. A concentrated market is un-
favorable to financial innovation, as large banks have no incentive to
innovate. In other words, this characteristic may cause a banking
system to lag behind its counterparts in terms of financial innovation.

Hence, at banks' level, the gap between individual country cost
frontier and cross-country cost frontier determines “overall innova-
tion”. This technique has been used in the literature to measure “overall
innovation”. For example, Nguyen, Nghiem, Roca, and Sharma (2016)
estimated country and meta cost efficiency frontier to examine in-
novation of banks in Vietnam, China and India, and how competition
affects it. Abid and Goaied (2017) used the same approach to assess the
technological gaps between countries in the Middle East and North
Africa.

Studies investigating the cost efficiency of banks in low-income
countries have found that cost efficiency is heterogeneous in some
countries and homogeneous in others. This may signal different levels
of financial innovation. Regarding Nepal, Jha and Hui (2013) revealed
that the average technical efficiency of banks was 80.4%. Thagunna
and Poudel (2013) found a 95.3% average profit efficiency for Nepal.
Similarly, a study of 15 Ugandan banks yielded an average efficiency as
high as 99% during the 1999–2004 period (Hauner & Peiris, 2005).
Unlike the aforementioned studies, Abdallah, Amin, Sanusi, and Kusairi
(2014) used the Stochastic Frontier Approach (SFA) to evaluate the cost
efficiency of 21 Tanzanian banks during the 2003–2012 period. Their
results indicated that the average bank is 77% efficient during that
period. Cadet (2015) compared the performance of domestic and for-
eign banks in terms of cost and profit efficiency for the case of Haiti
using the SFA for the 2001–2007 period. He found that on average,
banks operating in Haiti had respectively profit and cost efficiencies of
75.8% and 62.1% (though the cost function estimation was not robust).
Finally, Abel and Le Roux (2016) evaluated the cost efficiency of 18
Zimbabwean banks using Data Envelopment Analysis (DEA) for the
period between 2009 and 2014. On average, banks were found to be
64.7% cost efficient. They also found that increases in cost efficiency
reduce the amount of competition and vice versa, supporting the effi-
cient structure hypothesis. Overall, the level of homogeneity in the cost
efficiency of banks varies across low-income countries. Thus, financial
innovation and cost efficiency may also vary across low-income coun-
tries.

However, the ways in which financial innovation and cost efficiency
vary across low-income level countries and the factors that determine
this variation are still unclear. Cross-countries studies targeting African

countries have presented divergent results with regard to cost efficiency
determinants. For example, Haque and Brown (2017) and Triki, Kouki,
Dhaou, and Calice (2017) identified a positive relationship between size
and cost efficiency, while Banya and Biekpe (2018) found a negative
relationship. Likewise, Banya and Biekpe (2018) and Triki et al. (2017)
determined that the effects of market power and banking concentration
on cost efficiency differ. Because Banya and Biekpe (2018) and Triki
et al. (2017) sampled countries with different income levels, they could
not address the case of low-income countries and how levels of cost
efficiency and financial innovation vary among them. Nonetheless, the
literature fails to specifically analyze the evolution of banking systems
in low-income countries or evaluate their relative levels of financial
innovation.

This study aimed to measure the technology gap between low-in-
come countries and find the determinants of this gap using the sto-
chastic meta-frontier approach. In particular, to evaluate and compare
banking innovation in low-income countries, this study uses data col-
lected from 168 banks in nine countries from different continents.
Those nine countries are Ethiopia, Malawi, Mali, Mozambique, Nepal,
Senegal, Uganda, Tanzania and Zimbabwe. Each of these countries has
a more representative sample banks (the lowest representation is 64%
of the total banks operating in the country) data compared to those not
included in the study. Furthermore, this study used the novel stochastic
meta-frontier approach developed recently by Huang, Huang, and Liu
(2014) to estimate the technology gap ratio. This innovative approach
allowed us to compare groups with different levels of production
technology and different banking environments. Furthermore, by in-
corporating an SFA in the second step of the analysis to take the esti-
mation errors of the predicted function in the first step into con-
sideration, this approach also overcomes the drawback of using a non-
parametric approach to calculate the meta-frontier function.

This paper contributes to the literature in many ways. First, we
applied the most recent meta-frontier technique to a sample of banks
from low-income countries. This method is highly suitable for low-in-
come countries as data on research and development are not available.
Second, we compare banking innovation across low-income countries.
To the best of our knowledge, this is the first study to compare financial
innovation between low-income countries using this novel meta-fron-
tier approach. Finally, we identified the determinants of innovation
using the Tobit model. This contribution is very crucial for low-income
countries as it will allow them to draw lessons from their peers to im-
prove their banking system.

The rest of the paper is divided as follows. The second section deals
with the material and methods utilized to evaluate the cost efficiency of
banks. The third section presents the results, discusses the most im-
portant findings, and provides managerial and policy recommenda-
tions. The fourth section draws conclusions and summarizes the most
relevant findings of the paper.

2. Material and methods

2.1. Methodology

There are two main approaches to model cost functions in the lit-
erature: the data envelopment analysis (DEA) developed by Charnes,
Cooper, and Rhodes (1978) and the stochastic frontier analysis (SFA)
introduced by Aigner, Lovell, and Schmidt (1977). DEA is a non-para-
metric method using linear programming. It assumes the data to be
deterministic, and does not account for measurement errors. On the
other hand, SFA is a parametric approach and therefore has the benefit
of accounting for inferences and random measurement errors. It assigns
a functional distribution form to the data. Considering that banking
data are subject to collection, random measurement and accounting
errors, we use the SFA to model our cost functions. The SFA assumes
that any deviation of the actual observations from the cost function
stem from noise and inefficiency; this is contrary to the non-parametric
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DEA approach that assumes any deviation is accounted for as in-
efficiency. Consider a bank i using a N-vector of input W= (W1,…,WN)'

to produce R-vector of outputs X= (X1,…,XR)' at time t for a given
group or country. The stochastic cost function is expressed as follows:

=
= …
= …

+Y f(X ; W ; Z ; β)e ,
i 1, 2, , I;
t 1, 2, ,T

it Rit Nit Kit
V Uit it

(1)

where ZKit and β are respectively K-vector of the control variables of
bank i at time t and an unknown parameter vector associated with a
given country. Yit is the cost function and represents the total costs of
bank i at time t. Vit and Uit are vectors of disturbances and an in-
efficiency vector of bank i at time t, respectively. Vit is assumed to be
independently and identically distributed as the N(0,σvj2)-random
variable which is independent of Uit. As banks tend to have much
higher cost in case of inefficiency, Uit is bounded below at 0 and,
consequently, we expect the distribution of the total error
(ϵit = Vit−Uit) to be right-skewed. Therefore, Uit is assumed to follow
the truncated-normal distribution as N+(qitδ,σuj2) where qit denotes
some exogenous variables (Battese & Coelli, 1995). There are two steps
involved in the determination of the meta-frontier: constructing the
group or country-specific frontier and the meta-frontier. The pooled
estimates of the country-frontiers constitute the explained variable of
the meta-frontier. The cost efficiency of bank (CEit) i at time t for a
given country is:

= = −CE f(X ; W ; Z ; β)e
Y
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The cost efficiency based on the country frontier is the ratio of
predicted value ( =f(X ; W ; Z ; β) YRit Nit Kit it ) adjusted for stochastic dis-
turbances over the explained variable (Yit). The unknown parameter β,
the errors vector (Vit) and the inefficiency vector (Uit) can be estimated
using the Maximum likelihood estimation method. Eq. (2) then be-
comes:
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(3)

An inefficient bank incurs higher costs to produce one unit of
output. Therefore, the estimated cost is lower than or equal to the ac-
tual cost value. In other words:

≥Y Yit it (4)

The estimated cost determines the optimal cost that would be in-
curred if a bank was as efficient as the best practice bank within its
group or country. Given the country-specific optimal cost, the meta-cost
function can be expressed as follows:

=
= = =

+Ŷ f (X ; W ; Z ; β )e ,
j 1, 2, ...,J; i 1, 2, ...,I; t 1, 2, ...,T

ijt
M
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M
ijt
M

(5)

where XRijt, WNijt and ZKijt are respectively the R-vector of outputs, N-
vector of inputs and Z-vector of control variables for bank i of country j
at time t. Yijt and βM are respectively the estimated cost of bank i for
country j at time t and an unknown parameter associated with all
countries in the study. Uijt

M is the technology gap reflecting the extent
to which bank i adopts the technology accessible to all countries or
group considered in the sample. It is positive and follows a truncated-
normal distribution as defined in the work of Battese and Coelli (1995).
Vijt

M is the random noise obtained from estimating the meta-cost
frontier. As Huang et al. (2014) pointed out, the estimation error is
asymptotically and normally distributed, but may not be independently
and identically distributed. The stochastic meta-frontier estimator is
therefore a quasi-maximum likelihood estimator whose standard errors
can be modified by following the method of White (1982).

Similar to the group specific frontier, the meta-cost efficiency is
given as follows:

= = ×MCE
f (X ; W ; Z ; β )e

Y
TGR CEijt

M
Rijt Nijt Kijt

M V

ijt
ijt ijt

ijt

(6)

Note that the predicted value of the meta-cost frontier is adjusted by
the group frontier noise instead of the meta-frontier noise.1 The esti-
mated technology gap ratio (TGRijt ) is by definition expressed as fol-
lows:

= = −TGR
f (X ; W ; Z ; β )

Y
eijt

M
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M
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
 

(7)

In the literature, the cost function has been commonly assumed to
have either a Translog or a Fourier Flexible form. For simplicity and
data limitations we assume that the cost function has a Translog func-
tional form and is specified as follows:
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where TC, W3, Wm, Xp and T respectively denotes total costs, labor
price, mth input price (m=1, 2), pth output (p= 1, 2, 3) and time
trend. V and U respectively reflects random noise and cost inefficiency.
The total cost and the mth input price are divided by the labor price to
allow for homogeneity.

2.2. Data description

The World Bank defines low-income countries as those with a gross
national income per capita (GNIPC) of equal to or less than US$995 in
2017. Our panel dataset covers the period between 2012 and 2017, and
is unbalanced as the number of banks in a country varies over time. The
countries were chosen on the basis of their cumulative number of ob-
servations during the 6-year period. The restriction was set to be greater
than or equal to 30. Tanzania had the highest number of observations
(129), while Malawi and Mali had the lowest (47). The data were
scrutinized for suspicious entries and outliers. Data points with such
characteristics were excluded from the sample. We used the inter-
mediation approach to determine input prices and outputs. Banks in
low-income countries are assumed to be intermediaries between de-
positors and borrowers. In our model, total cost (TC) is defined as the
cost function, which is the sum of interest, staff and other operating
expenses. It represents the minimum cost of operating the bank's in-
termediation process. Gross loans, customer deposits and short-term
funding, and total earning assets are considered as outputs. Total
earning assets are assets that generate interest or dividends, including
stocks, bonds, income from rental property, certificates of deposit (CDs)
and other interest or dividend earning accounts or instruments. The
input prices are labor, fund and capital. The labor price is the ratio
between staff expenses and total assets; interest expenses to total cus-
tomer deposits and short-term funding ratio represent the fund price;
and, capital price is the ratio of other operating expenses to fixed assets.
Other operating expenses include depreciation, amortization, costs re-
lated to the occupancy of buildings, software costs, operating lease
rentals, auditing fees, and legal fees. Staff expenses are wages, social
security costs, pension costs and other personnel expenses. Table 1
contains a summary statistics of input prices and outputs. Nepal has the
lowest labor price, while Mali has the lowest fund and capital price.
Financial statement data was retrieved from the Orbis Bank Focus da-
tabase.

1 See Huang et al. (2014) for a decomposition of the meta-cost efficiency.
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3. Empirical results and discussion

3.1. Financial innovation

The time-varying frontier suggested in Battese and Coelli (1992) is
considered in the specification to counter the small sample size issue
and to limit the number of estimated parameters. Accounting for biased
technological change by interacting output or input prices variables
with time would greatly increase the number of parameters. To avoid
convergence problems, the estimation was made using mean normal-
ized input prices and outputs. The natural logarithm of the total assets,
which is used to represent the size of the bank, is incorporated into the
estimation of the country frontier to account for the size effect. Like-
wise, gross national income per capita (GNIPC) is included into the
estimation of the meta-frontier to account for the country effect. Tables
2 and 3 presents the estimation results for both countries and meta-
frontier, with the parameter gamma (γ=(σu2/σv2)/(1+ σu2/σv2)) ex-
pressing the level of variance due to inefficiency relative to the variance
due to random errors. Gamma (γ) is between 0 and 1. The closer it is to
1, the greater is the variance due to inefficiency relative to random
errors. Tables 2 and 3 reveal that inefficiency significantly represents
more than 70% of the variability for seven of the nine countries. This
confirms the existence of cost inefficiency. However, no cost in-
efficiency was identified within the banks of the other two countries
(Malawi and Mali). The total error distribution is left-skewed, leading
the parameter gamma to be insignificant for the other two countries.
We perform a likelihood ratio test between the Ordinary Least Square
(OLS) method and the Error Components Frontier method, the null
hypothesis of no inefficiency is rejected for both countries. In other
words, although gamma is left-skewed, variation is significantly ac-
counted for inefficiency.

The input prices and output variables have the expected effect on
total cost, except in a few cases where gross loans (Y2) affects total cost
negatively. Results obtained in the meta-frontier model are consistent
with economic theory. In particular, the effects of the cost elasticity of

total customer deposits and short-term funding are 0.97. GNIPC is po-
sitively associated with operating cost. The time trend variable, how-
ever, suggests that on average, operating costs decrease by 0.5% per
year in the low-income level countries considered in the sample.

A considerable disparity can be observed between the countries in
the study in terms of financial innovation, especially between Nepal
and Ethiopia, and the other seven countries (see Table 4), supporting
findings in the literature that similar income levels do not necessarily
imply similar levels of financial innovation (Hui & Jha, 2013; Rioja &
Valev, 2004). Nepal has the highest level of financial innovation
(TGR=0.83) among the nine studied low-income countries, followed
by Ethiopia (TGR=0.72), Senegal (TGR=0.42) and Tanzania
(TGR=0.35). The least innovative spot goes to Malawi, which has an
average technology gap ratio of 0.12. Banks in Malawi would sig-
nificantly increase their efficiency if they adopt the technology avail-
able to banks in other low-income countries. Technologies used in
Malawi-based banks are equivalent to 12% of those available. In other
words, the average bank in Malawi is up to 88% less efficient than the
most innovative banks in other studied low income countries. Overall
innovation increased (by 7.8%, from 0.425 to 0.503) during the
2012–2017 period within the low-income countries. Individually, Mo-
zambique experienced the largest increase in the technology gap ratio
(by 1.23%, from 0.169 to 0.182). Zimbabwe, by contrast, saw the
technology gap ratio decline by 4% from 0.264 to 0.228 during the
same period (See Fig. 1).

Financial innovation, measured by the technology gap ratio, is di-
rectly linked to input prices. Banks on the meta-frontier enjoy superior
managerial skills and favorable banking environments, which are con-
ducive to reducing input prices. Cost-reducing technologies available
for all banks in the industry are therefore within their reach. The
Pearson correlation matrix in Table 5 captures the relationship between
the technology gap ratio, input prices and total costs. As expected, total
costs are negatively related to the technology gap ratio. In other words,
financial innovation helps banks lower their total costs. Overall, labor
price is affected most by financial innovation, as shown in the

Table 1
Summary statistics of input prices (%) and outputs (US$000).
Data source: Orbis Bank Focus database.

Ethiopia Malawi Mali Mozambique Nepal Senegal Tanzania Uganda Zimbabwe Average

Total costs (TC):
Mean 49,549.42 26,466.99 19,944.15 40,030.18 31,941.89 21,887.6 36,457.6 28,870.93 44,363.77 33,279.17
Std. deviation 94,007.82 15,445.06 11,263.38 49,286.74 15,954.19 18,781.16 46,661.79 30,528.24 35,411.15 35,259.95

Input variables
Labor price:
Mean 1.82 4.85 1.60 5.44 1.14 1.64 3.46 3.76 5.00 3.19
Std. deviation 0.61 2.54 0.54 4.30 0.66 0.79 2.12 2.26 2.40 1.80

Fund price
Mean 5.70 7.93 1.72 5.88 121.55 2.28 4.76 4.69 4.25 17.64
Std. deviation 14.89 5.19 0.66 4.46 791.40 1.02 2.56 2.46 3.38 91.78

Capital price:
Mean 52.84 107.13 24.18 88.61 91.86 88.53 195.18 236.60 50.17 103.90
Std. deviation 34.73 83.97 26.45 107.76 71.60 396.97 205.64 245.16 31.52 133.76

Output variables
Gross loans:
Mean 557,365.9 81,321.58 291,358.4 267,337 416,899.1 330,232.8 254,114.3 150,834.6 226,021.8 286,165.06
Std. deviation 1,138,710 62,490.88 154,669.7 415,871.7 208,072.8 307,819.3 354,738.1 167,759.6 244,702.1 339,426.05

Total earning assets:
Mean 1,071,877 161,173.5 457,269.9 426,767.7 529,803.9 429,793.6 367,477.2 245,652.8 340,813.9 447,847.76
Std. deviation 2,660,316 130,943.9 263,418.2 627,931.9 279,898 355,392.3 481,703.8 263,715.1 374,787.9 604,234.10

Total deposits and short-term funding:
Mean 910,578.7 159,991 474,355.5 403,761.3 517,323.6 437,281.2 372,570.2 221,805.4 380,534.5 430,911.25
Std. deviation 2,316,453 126,969 274,984.3 585,942.7 290,888.9 370,987.3 513,169.3 243,954.4 412,438.5 570,643.06

Total cost= staff expenses+ other operating expenses+ interest expenses.
Labor price= staff expenses / total assets.
Fund price= interest expenses / total customer deposits and short-term funding.
Capital price= other operating expenses / fixed assets.
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Table 2
Estimation results of the stochastic frontiers.

Ethiopia Malawi Mali Mozambique Nepal

(Intercept) −8.778⁎⁎⁎ −14.955⁎⁎⁎ −14.518⁎⁎⁎ −6.394⁎⁎⁎ −1.798
Ln(W1/W3) 0.023 0.2⁎⁎⁎ 0.12⁎⁎⁎ 0.207⁎⁎⁎ 0.034
Ln(W2/W3) 0.566⁎⁎⁎ 0.366⁎⁎⁎ 0.464⁎⁎⁎ 0.369⁎⁎⁎ 1.224⁎⁎⁎

Ln(Y1) 0.422⁎⁎⁎ 0.192 0.373 0.65⁎⁎⁎ 1.272⁎⁎⁎

Ln(Y2) 0.052 0.176⁎⁎⁎ −0.072 0.211⁎ 0.012
Ln(Y3) −0.117 −0.538⁎⁎⁎ −0.348 −0.353 −0.567⁎

Ln(W1/W3)2 0.049⁎ 0.076⁎⁎⁎ 0.012 0.072 −0.048⁎⁎⁎

Ln(W2/W3)2 0.047 0.238⁎⁎⁎ 0.138⁎⁎⁎ 0.018 0.163⁎⁎⁎

Ln(W1/W3) ∗ Ln(W2/W3) −0.021 −0.071⁎⁎⁎ −0.063⁎⁎ 0.077 0.003
Ln(Y1)2 −0.006 1.214 3.178 0.556 0.221
Ln(Y2)2 0.045 0.386⁎⁎ 0.552 0.03 −2.26⁎⁎⁎

Ln(Y3)2 0.699 2.497⁎⁎⁎ 2.837 1.857⁎⁎⁎ −2.02⁎⁎⁎

Ln(Y1) ∗ Ln(Y2) 0.638⁎ 0.893⁎ −0.248 0.714⁎⁎⁎ −0.095
Ln(Y1) ∗ Ln(Y3) −0.457 −1.83⁎⁎⁎ −2.998 −1.232⁎⁎⁎ −0.044
Ln(Y2) ∗ Ln(Y3) −0.529 −1.067⁎⁎ −0.07 −0.692⁎⁎ 2.181⁎⁎⁎

Ln(Y2) ∗ Ln(W1/W3) 0.121⁎ 0.048 0.037 0.109 −0.174⁎⁎

Ln(Y2) ∗ Ln(W2/W3) 0.101 0.012 0.338⁎ −0.165 0.014
Ln(Y1) ∗ Ln(W1/W3) −0.016 0.121 0.446⁎⁎ −0.108 0.033
Ln(Y1) ∗ Ln(W2/W3) 0.019 0.137 −0.032 0.059 0.2⁎⁎

Ln(Y3) ∗ Ln(W1/W3) −0.101 −0.15 −0.376 0.025 0.106
Ln(Y3) ∗ Ln(W2/W3) −0.062 −0.163 −0.188 0.106 −0.178⁎⁎

Size 0.661⁎⁎⁎ 1.238⁎⁎⁎ 1.102⁎⁎⁎ 0.528⁎⁎⁎ 0.377⁎⁎⁎

σ2 0.009 0.001⁎⁎⁎ 0.001⁎⁎⁎ 0.021⁎⁎ 0.002⁎⁎

γ 0.93⁎⁎⁎ 0 0.013 0.768⁎⁎⁎ 0.836⁎⁎⁎

Time −0.042 1.532⁎⁎⁎ 0.596⁎⁎ −10.301⁎⁎⁎ 0.084
Likelihood ratio 159.6255 87.95309 94.7607 77.4727 285.0596
# of observations 81 47 47 66 125

W1, W2 and W3 are respectively capital, fund and labor prices. Y1, Y2 and Y3 are respectively total deposits and short-term funding, gross loans and total earning
assets. Size is log (Total assets).

⁎⁎⁎ Denotes significance at 1% level.
⁎⁎ Denotes significance at 5% level.
⁎ Denotes significance at 10% level.

Table 3
Estimation results of the stochastic frontiers (cont.).

Senegal Uganda Tanzania Zimbabwe Meta-frontier

(Intercept) −10.549⁎⁎⁎ −14.018⁎⁎⁎ −7.895⁎⁎⁎ −13.154⁎⁎⁎ 0.07
Ln(W1/W3) 0.098⁎⁎⁎ 0.093⁎⁎⁎ 0.152⁎⁎⁎ 0.158⁎⁎⁎ 0.076⁎⁎⁎

Ln(W2/W3) 0.441⁎⁎⁎ 0.329⁎⁎⁎ 0.435⁎⁎⁎ 0.295⁎⁎⁎ 0.808⁎⁎⁎

Ln(Y1) 0.317⁎ 0.244⁎⁎⁎ 0.609⁎⁎⁎ 0.132 0.97⁎⁎⁎

Ln(Y2) 0.014 −0.124⁎⁎ 0.222⁎⁎⁎ 0.181⁎⁎⁎ 0.053
Ln(Y3) −0.107 −0.212⁎⁎ −0.405⁎⁎⁎ −0.303⁎⁎⁎ −0.045
Ln(W1/W3)2 −0.019⁎ −0.019 0.006 0.063⁎⁎⁎ 0.028⁎⁎⁎

Ln(W2/W3)2 0.247⁎⁎⁎ 0.257⁎⁎⁎ 0.181⁎⁎⁎ 0.079⁎⁎⁎ 0.188⁎⁎⁎

Ln(W1/W3) ∗ Ln(W2/W3) −0.075⁎⁎⁎ 0.019⁎ −0.023 −0.035⁎⁎⁎ −0.018⁎⁎⁎

Ln(Y1)2 −1.019⁎⁎ 0.087 −0.113 −0.67⁎⁎⁎ 0.164⁎⁎⁎

Ln(Y2)2 0.374⁎⁎⁎ −0.136 0.134 0.243⁎⁎⁎ 0.011
Ln(Y3)2 −2.439⁎⁎⁎ 0.471 −0.414⁎ −0.495 −0.059
Ln(Y1) ∗ Ln(Y2) −0.586⁎⁎⁎ 0.134 −0.101 0.254⁎⁎ −0.051⁎

Ln(Y1) ∗ Ln(Y3) 1.945⁎⁎⁎ −0.246 0.285 0.664⁎⁎⁎ −0.088⁎⁎

Ln(Y2) ∗ Ln(Y3) 0.183 −0.064 0.041 −0.451⁎⁎⁎ 0.106⁎⁎⁎

Ln(Y2) ∗ Ln(W1/W3) −0.103⁎⁎ 0.007 0.087⁎⁎ 0.12⁎⁎ 0.011
Ln(Y2) ∗ Ln(W2/W3) −0.005 −0.072⁎ −0.026 0.044⁎ −0.018
Ln(Y1) ∗ Ln(W1/W3) −0.013 0.123⁎⁎⁎ 0.009 0.044 0.015
Ln(Y1) ∗ Ln(W2/W3) 0.546⁎⁎⁎ 0.181⁎⁎⁎ 0.173⁎⁎⁎ −0.026 0.143⁎⁎⁎

Ln(Y3) ∗ Ln(W1/W3) 0.156⁎ −0.161⁎⁎⁎ −0.072 −0.132⁎ −0.043⁎⁎

Ln(Y3) ∗ Ln(W2/W3) −0.539⁎⁎⁎ −0.125 −0.143⁎⁎ 0.094⁎ −0.092⁎⁎⁎

size 0.799⁎⁎⁎ 1.116⁎⁎⁎ 0.615⁎⁎⁎ 1.001⁎⁎⁎

GNIPC 0.00014⁎⁎

σ2 0.041⁎⁎ 0.01⁎⁎ 0.044⁎⁎ 0.077⁎⁎ 1.471⁎⁎⁎

γ 0.971⁎⁎⁎ 0.86⁎⁎⁎ 0.973⁎⁎⁎ 0.987⁎⁎⁎ 0.998⁎⁎⁎

Time 0.014 0.073⁎⁎ −0.003 −0.012 −0.005⁎⁎⁎

Likelihood ratio 120.862 146.6571 195.7675 95.99013 566.0318
# of observations 80 92 129 62 729

W1, W2 and W3 are respectively capital, fund and labor prices. Y1, Y2 and Y3 are respectively total deposits and short-term funding, gross loans and total earning
assets. GNIPC stands for gross national income per capita, while size is log (Total assets).

⁎⁎⁎ Denotes significance at 1% level.
⁎⁎ Denotes significance at 5% level.
⁎ Denotes significance at 10% level.
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correlation table. This is the case for Tanzania, Uganda, Nepal, Mali,
and Zimbabwe. Processes to reduce labor use can help close the gap
between a bank's frontier and the meta-frontier. Labor factors appear to
be greater drivers of banking performance for the average bank. As the
correlation matrix shows, labor price has a stronger relationship with
technology gap ratio than any other prices. However, the technology
gap ratio has a significant negative relationship with fund price for Mali
and a significant positive relationship for Malawi, Nepal, and Zim-
babwe. A negative relationship with the technology gap ratio corre-
sponds to the adverse effect of limited access to customer funds. It could
be that limited access to funding is caused by low financial inclusion. A

positive relationship reflects the extent to which banks are constrained
to improve their intermediation processes and services to compensate
for their interest expenses. Likewise, capital prices in Ethiopia, Malawi,
Mali, Mozambique, and Nepal are positively related to the technology
gap ratio at 1% and 5% levels of significance. Improving services and
processes through technology can reduce labor costs and in turn de-
crease total costs.

Innovative banking markets tend to be more competitive and pos-
sess higher financial inclusion and greater market depth. Nepal stands
out in this study group, enjoying a more favorable banking environ-
ment. As presented in Table 6, Nepal has far greater market depth than

Table 4
Summary statistics for the TGRs and cost efficiency obtained from the country stochastic frontiers and the meta frontier for banks in low-income countries.

Mean StdDev Max Min

TGR MCE CE TGR MCE CE TGR MCE CE TGR MCE CE

Ethiopia 0.72 0.67 0.93 0.06 0.05 0.04 0.84 0.77 0.99 0.63 0.59 0.85
Malawi 0.12 0.12 0.99 0.03 0.03 0.03 0.18 0.18 1.00 0.08 0.08 0.84
Mali 0.33 0.33 0.98 0.04 0.05 0.02 0.43 0.42 1.00 0.28 0.27 0.89
Mozambique 0.19 0.19 0.99 0.04 0.04 0.04 0.26 0.26 1.00 0.15 0.13 0.75
Nepal 0.83 0.80 0.96 0.05 0.06 0.02 0.99 0.96 1.00 0.74 0.69 0.87
Senegal 0.42 0.35 0.84 0.08 0.08 0.09 0.67 0.54 0.99 0.24 0.22 0.70
Tanzania 0.35 0.30 0.85 0.06 0.05 0.09 0.53 0.41 0.99 0.26 0.21 0.59
Uganda 0.20 0.19 0.92 0.04 0.04 0.06 0.28 0.27 0.99 0.13 0.12 0.77
Zimbabwe 0.24 0.20 0.81 0.03 0.03 0.12 0.30 0.25 0.98 0.18 0.13 0.63

TGR: Technology Gap Ratio.
MCE: Meta-Cost Efficiency.
CE: Cost Efficiency.
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Fig. 1. Evolution of Cost Efficiency (CE), Meta-Cost efficiency (MCE) and Technology Gap Ratio (TGR) by country over the 2012–2017 period.
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any other country in the sample, with gross loans to deposits and short-
term funding reaching 22.4 on average. Nepal seems to also have a
higher level of financial inclusion. The average ratio of deposits and
short-term funding to GDP is higher for Nepal than for other countries
in the sample. Furthermore, Nepal has the highest H-statistic and the
lowest Herfindahl-Hirschman Index (HHI) (see Table 7). Likewise,
Malawi exhibits the lowest financial intermediation level with the gross
loans to deposits and short-term funding ratio of 0.52 (see Table 6).
Furthermore, its financial stability proxies reflect the least favorable
conditions among all countries in the sample. These characteristics may
explain their rank within the sample as the least efficient and least
innovative banking system.

3.2. The determinants of financial innovation

Next, we establish the factors that determine financial innovation
and cost efficiency in low-income countries. The explained variable is
the technology gap ratio representing financial innovation. The esti-
mation equation accounts for bank and country specific determinants.

3.2.1. Country specific determinants
The country specific determinants include competition, banking

access, financial inclusion and financial intermediation. The proxy of
competition is the H-statistic developed by Panzar and Rosse (1987). It
is the sum of input prices coefficients in the revenue equation. For
H < 0 there is a monopoly. For H=1 the market is perfectly compe-
titive. 0 < H < 1 indicates monopolistic competition. For direct
comparison we switched the H-statistic with the Herfindahl-
Hierschman Index (HHI) (a concentration proxy) in the regression.
There are mixed results with regard to the relationship between com-
petition and concentration in the literature. Some yield a negative re-
lationship supporting the Structure-Conduct-Performance paradigm;
while some support a positive relationship (Claessens & Laeven, 2005).

Market structure, through competition, plays a pivotal role in building
innovative industries and institutions. Aghion, Harris, Howitt, and
Vickers (2001) argued that competition foster innovation as a firm
seeks to escape competition. This implies that the more competitive a
market is, the more innovative it tends to be. Therefore, innovation is
expected to increase with competition. Banking access is measured
using the number of bank branches (CBB100k) and the population
density (PD). PD is the number of inhabitants divided by land area
measured in square kilometers. Banks have the potential to benefit from
economies of scale as they serve more customers. Financial inclusion is
measured by the ratio of customer deposits and short-term funding to
gross domestic product. This is the extent to which people participate in
the financial market. The level of participation drives the level and
quality of financial services provided, and therefore incentivizes banks
to innovate. The ratio of gross loans to customer deposits and short-
term funding is the proxy of financial intermediation. It is a measure of
financial resources in the form of loans, purchases of non-equity secu-
rities or trade credits provided by banks. Innovative banking systems
tend to have higher levels of financial intermediation (as observed with
Nepal). We also control for economic growth via the gross national
income growth (GNIG). More growth encourages more financial in-
novation.

3.2.2. Bank-specific determinants
Bank-specific determinants include financial stability, capital ade-

quacy (with ETA, or equity-to-asset ratio, as a proxy), profitability (with
ROAA, or return on average assets, as a proxy) and size. Z-score cap-
tures the level of financial stability. It is the sum of return on average
assets and equity ratio (equity/total assets) divided by the standard
deviation of return on average assets. A stable financial system is the
result of a stable economy which is conducive to innovation. Low-in-
come countries are substantially affected by instability due to political
turmoil and bad governance. Therefore, financial instability has a ten-
dency to deter innovation. Size here refers to the natural logarithm of
assets and reflects the effects of economies of scale on cost-reducing
innovations. The equity-to-assets ratio is used to capture the regulatory
environment facing banks in their individual country. It typically has a
positive relationship with cost efficiency, as observed in the literature
(Carvallo & Kasman, 2005; Staikouras, Mamatzakis, & Koutsomanoli-
Filippaki, 2007) supporting the “moral hazard” hypothesis. Banks with
higher equity capital tend to be more risk averse. Profitability, with
ROAA as a proxy, is closely linked to the competitive conditions of the
market and institutional settings.

3.2.3. Determinants of financial innovation with competition proxy
The results of the Tobit (Tobin, 1958) regression are provided in

Table 8. We included the time variable into the regression to account
for time effects. We also estimated the parameters using fixed effects
panel least squares and generalized method of moments for comparison

Table 5
Pearson correlation matrix between TGRs, total costs and input prices.

Total cost Labor price Fund price Capital price

Overall sample −0.009 −0.468⁎⁎ 0.128⁎⁎ −0.088⁎

Ethiopia −0.360⁎⁎ 0.038 −0.131 0.651⁎⁎

Malawi −0.825⁎⁎ 0.102 0.623⁎⁎ 0.339⁎

Mali −0.438⁎⁎ −0.044 −0.422⁎⁎ 0.588⁎⁎

Mozambique −0.534⁎⁎ 0.765⁎⁎ 0.204 0.380⁎⁎

Nepal −0.441⁎⁎ −0.264⁎⁎ 0.335⁎⁎ 0.759⁎⁎

Senegal −0.068 0.459⁎⁎ 0.066 0.074
Tanzania −0.161 −0.011 0.072 0.122
Uganda −0.755 −0.202 0.058 0.136
Zimbabwe 0.525⁎⁎ −0.315⁎ 0.566⁎⁎ −0.506⁎⁎

⁎ 5% level of significance.
⁎⁎ 1% level of significance.

Table 6
Characteristics of banking system in low income countries.
Data Source: World Bank Database and Orbis bank focus database.

PD Z-score GNIG ROAA ETA GL/DSF DSF/GDP CBB100K

Ethiopia 100.05 51.80 9.61 2.59 14.65 1.30 0.02 2.93
Malawi 184.03 9.84 3.75 2.39 13.50 0.52 0.02 3.17
Mali 14.05 27.65 4.90 1.42 10.55 0.66 0.03 5.63
Mozambique 35.46 12.49 5.22 −1.43 20.17 0.88 0.03 4.04
Nepal 199.75 34.41 4.37 1.75 10.20 22.40 0.06 8.77
Senegal 76.44 33.53 4.88 0.37 12.23 0.72 0.05 4.76
Tanzania 60.18 50.15 7.00 0.15 16.58 0.70 0.02 2.42
Uganda 196.49 168.12 4.50 1.59 18.57 0.74 0.01 2.84
Zimbabwe 40.35 15.80 5.19 0.92 18.35 0.67 0.02 9.22

PD: Population density (population/km2); Z-score= (ROAA+Equity asset ratio)/Standard Deviation of ROAA; GNIG (%): Gross National Income Growth; ROAA
(%): Return on Average Assets; ETA (%): Equity to asset ratio; GL/DSF: Gross loans to deposits and short-term funding ratio; CBB100K: Commercial bank branches
per 100,000 adults.
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purposes. Each method produced similar results. The dependent vari-
able is left- and right-censored at 0 and 1, respectively, as the TGR is
bounded by 0 and 1. The estimated coefficients take the expected signs.
Particularly, competition was found to have a positive relationship with
innovation, supporting the Escape Competition Hypothesis (Aghion
et al., 2001).

Therefore, the results confirm our expectation that competition
fosters innovation. As previously shown, Nepal has the highest H-sta-
tistic value and the highest TGR. These results imply that policymakers
should develop policies that encourage market competition, such as
reducing barriers to market entry or increasing market contestability.
The number of commercial bank branches, as well as PD positively
affect innovation. However, there must be at least five (=0.00238/
0.00056) commercial banks per 100,000 adults (given the PD) for
banks to reach as many customers as possible and benefit from cost-
reducing innovations. Likewise, the ratio of customer deposits and
short-term funding to GDP was found to have a positive relationship

with cost-reducing innovations as shown in Table 8. Therefore, banks
have the potential to reduce their costs through innovation, given that
customers have access to their services and the customers' participation
in the financial market for a given PD. For example, Nepal, which has
the highest level of cost-reducing innovations, also has the second
highest number of bank branches and the highest ratio of deposits and
short-term funding to GDP. Government and central banks can promote
financial inclusion with special policies and strategies. For example,
Kabakova and Plaksenkov (2018) revealed that socially and politically
advanced ecosystem foster financial inclusion where enhanced eco-
nomic measures may not be required. Cost-reducing innovations in-
crease with financial intermediation, as the GLDSF proxy shows. Fi-
nancial depth plays a significant role in boosting financial innovation in
low-income countries. As demonstrated in the literature (Mensah, Abor,
Aboagye, & Adjasi, 2015), financial intermediation boosts growth and
vice versa. Nepal has the highest GLDSF in the sample and Malawi has
the lowest. Z-score has no significant effect on financial innovation.
This result suggests that in a competitive market financial instability
does not prevent banks from innovating.

We now examine the regulatory proxy, the equity-capital to assets
ratio. The relationship is negative between equity ratio and the tech-
nology gap ratio. This runs counter to studies that support the “moral
hazard” hypothesis, in which capital adequacy reduces capital and asset
risks, thereby increasing asset quality and cost innovation (Nguyen
et al., 2016). It does, however, support the theory that banks in low-
income countries are constrained by policy makers to preserve a sound
capital adequacy ratio to compensate for credit risk preventing the bank
to explore more innovative ways to reduce costs. It also supports the
literature that indicates that debt pressure may lead to more innovation
(Aghion, Bloom, Blundell, Griffith, & Howitt, 2002). This is similar to
the escape competition effect in that banks innovate more to escape
debt pressure. The profitability proxy was found to have a slight posi-
tive effect on innovation. One explanation is that, banks may be con-
strained to employ adequate innovative practices to reduce operating
cost leading to higher return as the market become more competitive.
Growth triggers higher innovation as the results show. Banks may apply
more preventive measures through innovative practices to palliate
credit risk as intermediation businesses increase. Notably, size was
found to have a negative effect on the technology gap ratio. This result
suggests that small banks benefit more from competition, and this is in
line with the escape competition hypothesis.

3.2.4. Determinants of financial innovation with concentration proxy
When we use the concentration proxy (HHI), the regressions yield

very similar results to the previous ones, except in three cases (see
Table 9). Concentration was found to have a non-linear relationship
with innovation contrasting the competition-innovation relationship.
Most particularly, the relationship is U-shaped, supporting the results
expected under Structure-Conduct-Performance (SCP) paradigm. In

Table 7
Evolution of HHI, H-statistic and Z-score over the studied period.

Hirfindahl-Hirshman Index (HHI) H-statistics Z-score

2012 2013 2014 2015 2016 2017 2012 2013 2014 2015 2016 2017 2012 2013 2014 2015 2016 2017

Ethiopia 0.55 0.43 0.39 0.38 0.39 0.10 0.71 0.69 0.64 0.51 0.11 0.08 45.37 50.78 56.95 51.49 51.10 49.66
Malawi 0.36 0.18 0.17 0.17 0.18 0.21 0.04 0.03 0.05 0.03 0.01 −0.01 10.55 10.48 9.93 9.25 9.02 10.14
Mali 0.27 0.13 0.13 0.12 0.13 – 0.23 0.33 0.23 0.09 0.08 – 19.99 31.45 27.77 26.69 28.17 23.98
Mozambique 0.51 0.27 0.24 0.26 0.24 0.24 0.11 0.19 0.50 0.35 0.20 0.26 20.54 9.92 11.13 12.53 12.21 15.00
Nepal 0.10 0.08 0.07 0.06 0.05 0.04 0.82 0.80 0.73 0.75 0.25 0.33 31.77 29.53 31.08 30.82 35.35 43.44
Senegal 0.16 0.11 0.10 0.10 0.10 0.42 0.66 0.61 0.50 0.48 0.13 – 34.62 30.86 46.01 24.38 35.88 14.82
Tanzania 0.32 0.10 0.10 0.11 0.12 0.17 0.42 0.41 0.41 0.49 0.21 0.68 29.15 77.15 75.63 29.26 30.97 34.99
Uganda 0.24 0.10 0.10 0.11 0.13 0.39 0.37 0.46 0.33 0.53 0.68 – 31.65 343.79 311.75 27.17 28.62 28.16
Zimbabwe 0.22 0.16 0.16 0.16 0.16 0.19 – 0.19 0.04 0.36 0.46 0.11 9.91 16.02 15.71 17.67 17.11 16.13

HHI and Z-score values are calculated by the authors using banks financial statement data. H-statistics for 2012–2015 period are retrieved from Čihák, Demirgüç-
Kunt, Feyen, & Levine (2012), while values for 2016 and 2017 are estimated by the authors.

Table 8
Estimation results of the determinants of the TGRs, with competition proxy (H-
statistic).

ML-Censored
Normal

Fixed effect Generalized method
of moments

C 0.653563⁎⁎⁎ 0.594053⁎⁎⁎ 0.382893⁎⁎⁎

CBB100K −0.021816⁎⁎⁎ −0.021816⁎⁎⁎ −0.006008
GL/DSF 0.000129⁎⁎⁎ 0.000129⁎⁎⁎ 0.000252⁎⁎⁎

DSF/GDP 2.117691⁎⁎⁎ 2.117691⁎⁎⁎ 3.025421⁎⁎⁎

Equity/assets −0.002798⁎⁎⁎ −0.002798⁎⁎⁎ −0.003238⁎⁎⁎

Z-score 0.00000298 0.00000298 0.00000627
H-statistic 0.186657⁎⁎⁎ 0.186657⁎⁎⁎ 0.290262⁎⁎⁎

H-statistic^2 0.060539 0.060539 0.01413
Population density

(PD)
−0.002376⁎⁎⁎ −0.002376⁎⁎⁎ −0.001831⁎⁎⁎

PD*CBB100K 0.00056⁎⁎⁎ 0.00056⁎⁎⁎ 0.000451⁎⁎⁎

Log (total assets) −0.025933⁎⁎⁎ −0.025933⁎⁎⁎ −0.023357⁎⁎⁎

ROAA 0.001809⁎ 0.001809 0.000479
GNIG 0.009177⁎⁎⁎ 0.009177⁎⁎⁎ 0.018615⁎⁎⁎

YEAR=2013 −0.059588⁎⁎⁎

YEAR=2014 −0.057085⁎⁎⁎

YEAR=2015 −0.074164⁎⁎⁎

YEAR=2016 −0.061791⁎⁎⁎

YEAR=2017 −0.141951⁎⁎⁎

Likelihood ratio 648.0223 648.0223
# of observations 541 541 392

Estimates with respectively ML-Censored Normal (TOBIT) method, fixed effect
panel least squares method and the panel generalized method of moments
(GMM), where the dependent variable is the TGR. Lag regressors from 1 period
are used as instrument variables in the GMM estimation, except for CBB100K,
ETA, PD and log (TA), to control for endogeneity.
⁎⁎⁎ Denotes 1% level of significance.
⁎⁎ Denotes 5% level of significance.
⁎ Denotes 10% level of significance.

J.-R. Fontin, S.-W. Lin Journal of Business Research 97 (2019) 198–207

205



other words, a higher concentration leads to less competition and
higher innovation. Under the Structure-Conduct-Performance para-
digm, HHI proxies competition. Because a higher HHI indicates a more
concentrated market, the relationship with innovation is U-shaped
when the first degree coefficient of HHI is negative and the second
degree is positive. Under the SCP paradigm this result is consistent with
both the Escape Competition (Aghion et al., 2001) and Schumpeterian
(Schumpeter, 1934) hypotheses. Schumpeter (1934) stated that
monopolistic markets encourage greater innovation. At small monopoly
rents, the increase in market power impedes financial innovation until
it reaches a certain turning point. Then, as monopoly rents increase,
market power triggers financial innovation. For example, according to
Table 9, the turning point is 0.35 ×( )2.762

2 3.999 . In other words, beyond 0.35,
market power has a Schumpeterian effect on financial innovation. In
sum our result contrast with Claessens and Laeven (2005) who argues
that uncompetitive markets are not linked to concentration, rather to
the market contestability. Z-score affects innovation negatively. Sur-
prisingly, this result suggests that in a concentrated market financial
stability dampens cost innovation. This is in line with the Quiet Life
Hypothesis in that banks may focus on ways to increase their income
neglecting practices to tackle operating cost. Contrarily to the previous
results ROAA yield a slight negative effect on innovation. This is in
contrast with those in the literature, supporting however, the result
found between financial stability and innovation. Beck (2006) states
that inefficiencies lead to wider interest spreads. This implies that
banks' inability to adequately monitor their borrowers leads them to set
higher lending rates to compensate for credit risk and extra monitoring
costs. In other words, banks remain innovative while enjoying high
returns.

Overall, the results are robust. The generalized method of moments
resulted in a slight difference for HHI where the quadratic relationship
is not significant.

4. Conclusion

This study evaluates cost-reducing innovation in nine low-income
countries. We used a new parametric two-stage meta-frontier model
developed by Huang et al. (2014) to calculate the technology gap ratio,
and a Tobit regression approach to estimate their determinants. The
results demonstrate that Nepal has the most favorable cost-reducing
innovations, while Malawi has the worst. These two countries have
markedly different banking environments. Nepal enjoys high financial
depth, banking access, financial inclusion, and competition relatively to
the eight other countries considered. Malawi, however, possesses the
lowest financial depth and competition. There is a positive relationship
between competition and innovation. Under the SCP paradigm, how-
ever, both the Schumpeterian and “Escape Competition” hypotheses are
confirmed, suggesting that competition leads to financial innovation
along the first part of the curve, and that a monopoly leads to financial
innovation along the second part. Financial inclusion, financial depth,
and banking access have a positive relationship with the technology gap
ratio. However, capital adequacy is negatively related to financial in-
novation. Profitability on the other hand yields mixed results. Financial
stability has a negative effect on financial innovation, supporting the
Quiet Life Hypothesis. Size, by contrast, has a negative effect on fi-
nancial innovation.

Policy makers are recommended to set policies that encourage both
market competition and contestability. On the other hand, bank man-
agers can implement standards that allow them to reduce labor ex-
penses through information technology.
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