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Abstract

In late 2017, Hardkernel released the ODROID-MCI cluster sy tem wi ch is based on the ODROID-
XU4 single-board computer. The cluster consists of four nodes, e«cn equ pped with a Samsung Exynos
5 Octa (5422) CPU. The system promises high computational , ~wer under low energy consumption.
In this paper, the applicability of such a systems to scientific prc blems is investigated. Therefore,
flow computations using a lattice-Boltzmann method are en., 'ayer to evaluate the single core, single
node, and multi-node performance and scalability of the c¢.. ~ter. The lattice-Boltzmann code is part
of a larger simulation framework and scales well ac*~~~ - .l high-performance computers. Per-
formance measurement results are juxtaposed to those (“tained on high-performance computers and
show that the ODROID-MCI1 can indeed compete = ‘*h high-class server CPUs. Energy measurements
corroborate the ODROID’s energy efficiency. Its d. w’ acks result from the limited amount of avail-
able memory, the corresponding memory band- “dth, nd the low-performing Cortex A7 cores of the
big. LITTLE architecture. The applicability to sc'ew ‘fic applications is shown by a three-dimensional
simulation of the flow in a slot burner confirmration

Keywords:  Single-board computer, Odroid, Latu. ~-Boltzmann method, High-performance computing,
Performance analysis, Power consumption

1. Introduction

Single-board computers (SBCs, h* ve b come popular in the maker community. Especially their low
price to compute power ratio s ad the.. 'ow power consumption make them attractive for, e.g., home
automation, gaming, or med’ . » “ver applications. A wide range of SBCs is available on the market.
Depending on the targeted applicat.. a and the end user’s flavor, SBCs are shipped with a variety of
CPUs, GPUs, memory, ar 1 i1 erfacing devices such as USB, ethernet, WiFi, and HDMI adapters, or
GPIO pins for measurin, ans controlling. Most SBCs have in common that they are equipped with
low-power ARM-based CPUs. Recent CPUs can be subdivided into 32- and 64-bit systems. ARMv7
CPUs [1] are 32-bit r sster 1s and are frequently found on SBCs in their ARM-Cortex-A implementa-
tion such as Cortex-.. %, 7,8 J,15,17} system on a chip (SoC). In contrast, ARMv8 CPUs [2] such
as ARM-Cortex-4 (73,57, 7,75} support 64-bit. The amount of memory, which is either of DDR2,
DDR3, or LPDI R3 typ , is usually small, i.e., in the 512M Byte to 4G Byte range. It is often the
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Samsung Exynos 5 Octa (5422) Cortex-A15 / Cortex-A7 Octa core (ARM big.LITTLE)

A7 Quad (1.4GHz, Socket 1)
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(a) The ODROID-XU4 consists of 2 sockets equipped with four-¢ e A1 ™ 7 ortex-A7 and ARM Cortex-A15 CPUs.
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(b) Sketch of the ARM Corter -A7 © "7, (c) Sketch of the ARM Cortex-A15 CPU.

Figur 1: . ~tch of the hardware layout of the ODROID-XU4.

amount of memory, whic. det rmines the price of the whole system. SBCs with larger memory usually
base on x86 architectu es. U. hoard GPUs stem from ARM, e.g., Mali-T628, Mali-400, Mali-450MP,
Mali-450MP2, or Me 1-45" " MP4 are often found. Ethernet adapters usually feature 10/100Mbit or
G Bit ethernet and suw. "2 e is uther wired on-board or can be attached via eMMC modules, SD, or mi-
croSD cards. The - ailab..’* ; of different operating systems such as Linux (Debian, Android, Ubuntu,
Raspbian, and s¢ forth) r Microsoft Windows makes SBCs easy to configure, program, and use.

The most promir. ‘ut SB( s are probably the Raspberry Pi-{1, 2,3} [3], its variants Orange Pi, Banana
Pi, and the €' iboa. o [4], to name just a few. The evolution of these SBCs bases on changes of the
SoC and the CPU, . hich includes an increase of the CPU clocking, the number of available cores, and
the amount f avail' ble memory. In 2015, Hardkernel released the ODROID-XU4 system [5], which



is equipped with Samsung Exynos 5 Octa (5422) Cortex-A15 [6] 2GHz and Co wex-:.7 [7] 1.4GHz
Octa core CPUs, i.e., it is powered by the ARM big. LITTLE technology with twe ~ckets and features
heterogeneous multi-processing (HMP). Both CPUs feature a snoop control v .t (' CU) for memory
access. The A15 additionally features an accelerator coherency port (ACP), . - aslation look-aside
buffers (TLBs), and AXI coherency extensions (ACE). The GPU of the ODEKx "™M-XC t is a Mali-T628
MP6, which supports OpenGL ES 3.1/2.0/1.1 and OpenCL 1.2 full prof? The SBC has 2GByte
LPDDR3 RAM PoP stacked and a eMMC5.0 HS400 flash storage socke , tw ~“B 3.0 ports, a USB
2.0 port, a GBit ethernet adapter, and an HDMI 1.4a display port. It . - owered by 5V/4A input.
A sketch of the hardware architecture is shown in Fig. la. Figure- b anu lc show the layout of
the Cortex-A7 and Cortex-A15. Hardkernel claims to have created a SBC, which outruns the latest
Raspberry Pi 3 model by CPU/RAM performance. Recently, Hardke. nel rele ised the stackable cluster
solution ODROID-MC1, which consists of four slimmed ODROII" ..U4, acuvely cooled by a single fan.
To evaluate the ODROID-MCI1 for scientific flow problems, a h; brid it 7/OpenMP simulation frame-
work based on a lattice-Boltzmann method (LBM) is employed. «he I 3M is natively used for large-
scale multi-physics engineering applications on high-performan. ~ computer (HPC) systems, e.g., for
the simulation of the flow in the human respiratory system [8-15]. 't is an explicit method operating
on unstructured data which is a representative of a whnle ¢. =s ¢’ simulation codes, e.g., for all un-
structured (flow) simulation codes that are rather memory-.. ~nd than compute-bound. Note that the
majority of HPC flow simulation codes have, due to t*-~ '"__I..c¢ions peak performances, which are in
the range of 1-5% of the actual peak performance of a "PU. It is of high interest to understand the
capabilities and limitations of SBC systems such ¢ *“» ODKROID-MC1 with respect to hardware and
compute performance, scalability, memory limitatioy. =, v etwork performance, energy consumption, and
price. The present manuscript investigates the: aspe.‘s and comparatively juxtaposes the results to
state-of-the-art HPC systems installed at Germa. 1.7”C centers.

In the following, the numerical methods are ~resent. 1 in Sec. 2. Subsequently, Sec. 3 discusses the em-
ployed hardware and software stack, before pe. “‘rmance and power consumption results are presented
in Sec. 4 Finally, the results are summarized and « conclusion is drawn in Sec. 5, and an outlook is
given in Sec. 6.

2. Numerical methods

Since the LBM is employed to ~ve aate che performance in of the ODROID-MCI1, a brief introduc-
tion into the grid generation a’ d the . '/ is given in the following Secs. 2.1 and 2.2.

2.1. Grid generation

Computational meshes are enerated by a massively parallel grid generator [16], which is suited for
the construction of large ~a': hierarchical Cartesian octree-meshes on (O(10%) computational cores.
The mesh generation s subd! -ided into a serial and parallel stage. In the serial stage, first each
participating process ead the seometry from disk and stores the triangles for fast cell/triangle overlap-
and inside/outside-de. - ions m an alternating digital tree (ADT) [17]. Subsequently, an initial cube
surrounding the ¢ _o.netry ., continuously refined. The refinement constitutes an octree, from which
cells outside the eometr, are removed at every refinement level. The mesh is refined towards an initial
base level [, and .~vels [ 1, are deleted. A Hilbert curve [18] is placed across the remaining cells and
used to decor puse the mesh for further parallel refinement. In the parallel stage, each process continues
to subdividc the ren aining cells it is responsible for towards a coarse uniformly refined computational
mesh on leve’ 13 > . Then, boundary refinement is introduced using cross-process, distance-based,



and recursive propagation algorithms. This leads to meshes on level [, > lg in whic 1 cew.. ~ontinuously
become finer in the vicinity of walls. The refinement is constrained by a maxim' - cell-level distance
of 1 that is allowed between neighboring cells in the mesh. Boundary-refined r eshe enable to highly
resolve free and boundary-attached shear layers and hence improve the overall a. . acy of simulations
featuring high-gradient regions and of wall-shear stress computations. To avo.’ 'oad-.. abalance during
meshing a dynamic load-balancing algorithm is capable of efficiently redis’ ™uting “he work load. In
principle, the cells on level I, are finally employed for the mesh decompc ,itior ... *he simulation. The
mesh is written to disk using the either the parallel methods from HDF5 *9" or Parallel NetCDF [20].
For more details, the interested reader is referred to [16].

2.2. Lattice-Boltzmann method

The simulations employ an LBM, which is part of a larger <.nalation framework. The LBM has
proven to be an efficient method for the computation of low-M \CF ana low- to moderate-REYNOLDS
number flows in complex geometries [8-15]. Easy second-order accurs e boundary condition imple-
mentations and its straightforward parallelizability excels this mi. "hod for the computation of complex
flows in intricate geometries on HPC systems. The codr is hybri MPI and OpenMP parallelized,
makes use of the same I/O methods as the grid generatc=. an’ ha: been validated in [21, 22].

To solve for fluid flows, the Boltzmann equation with the -ight-hand side Bhatnagar-Gross-Krook
(BGK) collision operator is discretized to yield the le” 1. L i equation

fz(X+£lAtat+At) = fi(xat)"_WAJ /F'eq(xa“)_fi(x7t))7 1=0,...,18 (1)

in D3Q19 discretization space [23]. Eq. 1 is solved t. the particle probability distribution functions
fi (PPDFs) with x representing the spatial loca. ", . the time, At the time increment, and ¢&; is
the discrete particle velocity in direction 7. The eq 'ation describes the relaxation toward the discrete
Maxwell equilibrium distribution function j, * 1i.. peed of relaxation is given by

.. czAt
g )

v+ 22AL

with the speed of sound ¢; = 1/1/3 and ..~ ¥ nematic viscosity v. The collision operator, which is the
right hand side of Eq. 1, describes .n a tatistical sense the collision process of particles in a finite fluid
volume, while the left hand side _“ t iis e juation describes the transport mechanisms from one fluid
volume to neighboring fluid ve .umes. ™ 1e conservative macroscopic variables are obtained from the
moments of the PPDFs. For aig rithmic reasons the collision step is separated from the propagation
step. Mesh refinement is realized b, the method of Dupuis and Chopard [24]. In this method, the
transfer of the conservativ ; va iables and the PPDFs across different hierarchy levels in the octree are
tri-linearly interpolated . ~d onverted by an adaption factor that depends on the time steps of the
involved mesh levels.

Solid walls employ t e ir cerpolated, second-order accurate no-slip boundary condition by Bouzidi
et al. [25]. Various . » Ner nann and Dirichlet boundary conditions are implemented for in- and
outflows [13].

1

3. Hardware an.' <of ware stack

In Sec. -, perfor 1ance measurements are performed on four systems, i.e., on an ODROID-MC1
cluster and o. the JT RECA [27] and JUQUEEN [28] supercomputers located at Jiilich Supercomputing



| ODROID-MCI | JURECA | JUQUEEN | HA LEL ."EN
bandwidth [GByte/s] || 14.9 | 680 | 426 | 80

Table 1: Memory bandwidth of CPUs of the systems investigated. The values for the ODRU.MN-MC.  re taken from [26].
Note that both JURECA and HAZEL HEN are equipped with the same Intel Xeon EF 2680 v Haswell CPUs, hence
having the same memory bandwidth.
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Figure 2: Hardware setup for performance meas. ~ments ol the ODROID-MC1.

Centre (JSC), Forschungszentrum Jiilich, and the HA 77" 7T system located at High-Performance
Computing Center Stuttgart (HLRS). Therefore, the e.. nloyed hardware and for the ODROID the
software stack will be presented in the following. < -~ memory bandwidth plays a crucial role in the
performance, Tab. 1 compares the according values ™r cach system presented below.

3.1. ODROID-MC1

The cluster front end is an ODROID-Y 77" ~onioped with a 16GByte eMMC 5.0 module. The

ODROID cluster is a single four-node ODROU.-MC1 with headless slimmed ODROID-XU4 SBCs.
Each node is equipped with a MicroSDHC SDC8G Byte card from Kingston. The ODROID SBCs
are powered by a Meanwell RD-125B r uwe. upply. Shared file systems are mounted via autofs/NFS
from a Synology RS816 server, whicl also fur :tions as a DHCP server. All units are interconnected
via a Linksys SRW2024 24-port Gb't sw..~h. dmployed RJ45 cables are at least of CAT.6e type. On
the Synology server, the available ;wo theruet ports are bonded for link aggregation (LAG). On the
switch, two ports that connect v. th: file server are also configured as LAG ports. Fig. 2 gives an
overview of the hardware setur .
All ODROID SBCs have th . *est Ubuntu release 16.04.4 with kernel 4.9.27-35 armv7l installed.
For code compilation the gnu comp. sr collection 7.2.0 (GCC) is used. Code parallelization employs
the mpich-3.2.1 library. S'.arc 1 memory parallelization makes use of the GCC-shipped OpenMP 4.5
features. The LBM coc * usrs PnetCDF 1.9.0 [20] for parallel I/O and FFTW 3.3.7 [29] for some
flow field initialization To s edule jobs on the ODROID-MCI, slurm-17.11.5 with munge-0.5.13 for
authentication and pr .ix-? 1.0 is employed. For more information on the compilation options employed
for the libraries and 1. * t! e sir ulation framework, and on the Slurm configuration, the interested reader
is referred to App~~ix A, /ppendix B, and Appendix E.

3.2. JURECA s »ercom” uter

The JUR.CA supercomputer consists of 1,872 compute nodes, each equipped with a dual-socket
system cons sting o. two Intel Xeon E5-2680 v3 Haswell CPUs. The CPUs are clocked at 2.5GHz
and have 12 -ores ach. That is, the whole system consists of 44,928 cores. 1,605 compute nodes



are equipped with 128G Byte , 128 with 256G Byte, and 64 with 512G Byte DDR4 men. v clocked at
2,133M Hz. 75 of the compute nodes are furthermore equipped with two NVII*™* K80 GPUs each.
Additionally, the JURECA has a booster module with 1,640 compute nodes w ¢h o .e Intel Xeon Phi
7250-F Knights Landing CPUs (KNL) per node. Each KNL has 68 cores cic .d at 1.4GHz and
is equipped with 96G Byte memory plus 16GByte MCDRAM high-bandwia.. men. ry. Altogether,
the booster module has 111,520 CPU cores. The overall CPU, GPU, and "L pc. = performances of
JURECA are 1.8, 0.44, and 5 Petaflop. The JURECA uses also uses S]'.rm . [~b scheduling and a
Mellanox EDR InfiniBand high-speed network with non-blocking fat tree . >+ blogy for communication.
JURECA is attached to a storage system with a bandwidth of about 157 ZByte, . For code compilation
the gnu compiler suite 7.3.0 is used. Further details on the compile >ptions re given in Appendix C.

3.3. JUQUEEN supercomputer

The JUQUEEN is an IBM BlueGene/Q system and con: sts of 23,672 nodes containing IBM
PowerPC A2 CPUs at 1.6GH z, 16 cores, and 16G Byte of RAMN ver node The overall peak performance
is 5.9PFlop/s. Due to its 4-way SMT hardware threaded floating ~oint units it is capable of running a
maximum number of 4 OpenMP threads per core. The JUODUEEN ;ystem uses the IBM LoadLeveler
as job scheduler and has a 5D Torus network with a ba dwiu.™ ~. 2GByte/s per link and direction.
On JUQUEEN the Clang compiler 6.0 is used with the optic °s given in Appendix D.

3.4. HAZEL HEN supercomputer

The CRAY HAZEL HEN system consists of . (1. 2 1 socket nodes containing each two Intel
Xeon E5-2680 v3 Haswell CPUs, each with 12 corc clocked at 2.5GHz. The system has a peak
performance of 7.4PFlop/s for 185,088 cores. .. mou s contain 128G Byte of RAM. Parallel 1/0 is
implemented via a Lustre File System (LFS), see | 1]. Jurther details on the compile options are given
in Appendix C.

4. Results

The performance of the ODROIL *MC1 i- in the following analyzed from a memory (Sec. 4.1),
compute performance (Sec. 4.2), a-.d powe. _onsumption (Sec. 4.3) point of view using the grid gen-
erator and LBM as introduced i-. Ses. 2 7ad the hardware setup outlined in Sec. 3. While for the
measurements a canonical simiv'ati. cas : is employed, Sec. 4.4 presents some results for a realistic
simulation. The performance f adings a1 juxtaposed to results obtained on the JURECA and HAZEL
HEN supercomputers. For ne |, ~formance analyses, mainly strong scalability [31, 32] results and
mega lattice site updates p~ second M LU Ps [33] are considered.

4.1. Memory consumption.

First, the memory -onsimpu.on for the grid generation described in Sec. 2.1 is investigated. There-
fore, the massively 1 “ral’:l gr'd generator is started using 1,...,4 nodes with a single MPI rank per
node. The number of ce.’~ i continuously increased until the upper memory limit is reached. Tab. 2
shows the amow ¢ of ce'ls that can be generated on the ODROID-MC1. Having 2G Byte LPDDR3
RAM available 1 °r node. the total amount of cells for a single node is approximately 9.5 - 108, which
amounts to ronehi, 22 106 cells using all four nodes of the ODROID-MC1. Considering the memory
footprint of 1 simu’~tion, it is obvious that a simulation run requires way more memory than a grid
generation. The pres :nt simulation framework under application of the D3Q19 discretization model of



H 1 rank ‘ 2 ranks ‘ 3 ranks ‘ 4 ranks

no. cells (grid) [10] 19.0 28.5 38,
no. cells (sim) 106] 4.6 6.9 9
LPDDR3 [GByte] || 2.0 \ 40 60| =0

Table 2: Memory consumption for grid generation (grid) and LBM simulation (sim) Furt” ermc.e, the total amount of
available memory using an increasing number of nodes is shown.

the LBM allows to have a maximum number of cells of 2.3 - 10% per node, I ading to a total problem
size of 9.2 -10° that can be simulated on the cluster (see Tab. 2). ™ sho. .l e noted that the memory
footprint of the LBM is due to the 32-bit nature of the SBC sn aller vu.n on 64-bit systems.

4.2. Compute performance

To evaluate the performance of the ODROID-MC1, diff~rent run sime measurements are performed
with MPI _Wtime () functions. First, the single node performa. ~e i investigated in Sec. 4.2.1. Subse-
quently, Sec. 4.2.2 discusses the inter-node performance o. “he ODROID-MCI1, before in Sec. 4.2.3

the performance is analyzed for the complete systemr ... . cownparison to the performance on HPC
systems is performed in Sec. 4.2.4. For all simulation cas ~ a cubic domain with periodic boundaries
in all Cartesian directions serves as a benchmark . -~ Three mesh sizes are considered. The first

mesh consist of C; = 2.05 - 10% cells and has levels ', = 6 and lg = 7. The second mesh consist of
Cy = 8.89 - 10° cells and has levels I, = 6 and I = 8. "he third mesh consist of C3 = 1.225 - 10 cells
and has levels [, = 8 and lg = 10. The total run o me ¢, excluding the pre-processing and I/0, is
subdivided into the time for the collision st ~ #.. ti.~ time for the propagation step t,, compiling the
communication buffer and distributing incomu. - data to the cells ;, and the communication time t,,
Simulations employ the D3Q19 discretization scheine and are run for 100 LBM iterations.

4.2.1. Single node performance

First, the performance on a s’ igle node is tested using either the fast or the slow socket of the
SBC, i.e., either the big or the "IT [LF part of the ARM big.LITTLE technology is used. For
each of the sockets, pure MP” (M) .~ pure OpenMP (O) measurements are performed, i.e., for
the fast and slow sockets St « 1 S~ the MPI/OpenMP tuples are 73, € {(1,1),(2,1),(4,1)}. Note
that the first entry of these tuples . ~rresponds to the total number of MPI ranks, while the second
entry represents the num’ er f OpenMP threads per MPI rank. For the OpenMP measurements
it is 75 € {(1,1),(1,2), 1,4, and for scheduling' OMP_SCHEDULE=static is used. Note that tests
using guided instead cf ste ic is not faster for these cases. For job submission, slurm is employed
and jobs are pinned ‘o S witn the batch command srun and the CPU-binding masks Y+ =0xf0
and Y~ =0x0f (for -~ s .mp) job script, the interested reader is referred to Appendix E). Table 3
and Fig. 3a show th= res 't of the strong scaling tests. Obviously, both the pure MPI and the pure
OpenMP execut’n scal. well across the slow socket, i.e., their parallel efficiency, which is defined by
the ratio of the e vected ,caling value under optimal scaling conditions and the achieved scaling value

1OpenMP oop Sche luling https://software.intel.com/en-us/articles/openmp-loop-scheduling
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Figure 3: Strong scalability of the LBM using pure MPI and pure Op. MP executions on a single ODROID-MC1 node

using either the fast or the slow socket. The LBM is run fo. 1uu . “ions.]

socket ‘ type H T{iM,o} ‘ te [s]  te [s] f;[sj tm [s]  ty [S] H speedup ‘ par. eff. [%)]
St M (1,1) 106.29  59.°2  4¢ 13 0.04 0.73 1.00 100.00
(2,1) 73.32  36.66 3515 035 1.17 1.45 72.48

(4,1) 65.04  27.66  34.90 1.35 1.64 1.62 40.54

0 (1,1) 106.29  59.0.  46.13  0.04 0.73 1.00 100.00

(1,2) 71.56  36.39 3437  0.04 0.75 1.49 74.26

(1,4) 60.°6  20..0 3317 004 0.75 1.76 44.03

S~ M (1,1) 460 R0 2818 184.72  0.23  1.68 1.00 100.00
(2,1) ‘4743 "+3.47  100.89 0.82 224 1.89 94.33

(4,1) loc70 7471 5816  0.83 2.00 3.44 86.00

0 (1,1) ' 466.80 280.18 184.72 023 1.68 1.00 100.00

(1,2 243.46  142.31 99.24 0.22 1.69 1.92 95.87

(14) , 130.60 72.15 56.47 0.30  1.68 3.57 89.36

Table 3: Absolute run time. f 107 iteration of the LBM on a single node on either the fast socket St or the slow socket
S7. The absolute rv- ..me t; .. >ubdivided into the time for the collision step ., the time for the propagation step ¢,
compiling the comr anicatic. buffer and distributing incoming data to the cells ¢, and the communication time ¢,,.

in percent, ', at 8¢ 0% and 89.36% on 4 cores. In contrast, the scalability on the fast socket is not
optimal. T1 » Openl [P case scales with 44.03% parallel efficiency on 4 cores slightly better than the



MPT case with 40.54%. The timings ¢. and ¢, of the collision and propagation are respc “sible for this
behavior. Fig. 3b exemplarily shows these timing for the OpenMP runs on bot* -~ockets. While the
parallel efficiency of the collision computation slightly increases from 2 to 4 corer, the propagation is on
4 cores almost as expensive as on 2 cores. Since the LBM is operating on an unst.. ~ ured grid, memory
access, especially in the propagation step, becomes quasi-random. In more ac ~il, 1. he propagation
step local PPDFs are accessed in a succeeding manner, need, however, *_ be a. ‘ributed to quasi-
random locations in memory. It is suspected that this leads to page far its, ... °* requires to reload
data from memory more frequently. The memory channels, which are av *1 JGByte/s [26], are hence
overloaded, rendering the propagation step bandwidth-bound. Note *'._t a ac ailed study via a roof-
line model [34] is not possible due to missing tools on ODROID-MC . The sults, however, underline
that the LBM resides on the memory-bound side of the roof-line g ‘oh, w'.ich is a typical behavior
for codes with unstructured memory access patterns. On the slor .ockev vue collision operation scales
perfectly. Again the propagation is responsible for the drop of the ota parallel efficiency. However,
since the slow socket is roughly 4.4 times slower than the fast socact on . core and 2.1 times slower on
4 cores, expensive memory operations are hidden behind expens. ~ computational operations. Looking
at Tab. 3, the impact of the buffer and communication times ¢, ar 1 ¢, are negligible. For OpenMP
runs t, and t,, stay almost constant for varying numbers of &, ~nM ? threads. Furthermore, the buffer
time ¢, slightly increases from 1 to 2 ranks and slightly dec. ~ases again from 2 to 4 ranks. Note that
periodicity is realized via MPI communication and, b= .. .,;, > 0 for all tuples r(ys,0y, i.e., even
for all single rank cases the buffer is filled and informati. ~ is exchanged with the same rank via MPI.

4.2.2. Inter-node performance

Next, the inter-node performance is investig '~d us. 1g either only ST or S~. Therefore, configura-
tion triplets (nodes / MPI ranks per node / Ope. M threads per MPI rank) h{iM’O} e{(1,4,1),...,
(4,4,1),(1,1,4),...,(4,1,4)} are tested. 7' ; e 4 and Tab. 4 show the results of the experiments.
From Fig. 4a it is obvious that the OpenMP sc.’~bility across the whole ODROID-MC1 using ST and
S~ is with parallel efficiencies of 85.63% and 88.367% good. Also the pure MPI run on S~ scales well
across the system. Looking, however, e . riy. 4b, a linear increase in communication time is visible for
the MPI version on S~, which is only 1idden b - the slow computation and compensated by the almost
perfect bisection of the times t, and ¢, . ~de increasing node numbers. That is, it is expected that
for larger node numbers the scalir ; be omes worse. Among all scaling plots of Fig. 4a, the MPI runs
on the ST scale worst. This can . ~ e plai’ ed by the strong increase of communication time from 8 to
16 cores shown in Fig. 4b. Ur ke on. 97 | the fast computation, which also shows an almost perfect
bisection of ¢, and t,, canno* « mpensate this effect in the complete scaling graph. Considering the
OpenMP runs the communication .. mes experience a jump from 1 node to 2 nodes, which is due to
the additional inter-node r om wunication overhead and the already small initial communication times
on a single node (also cc npar : Tab. 3). Interesting is the change in t,, from 2 to 4 nodes. While ¢,,
on S~ stays almost cor stany, *-, on ST slightly increases.

4.2.3. Performance ‘il 2 co plete cluster

To evaluate the _ 2rfori. - ace of the whole cluster, scaling tests are performed on all four nodes of the
ODROID-MCI1 1 sing ali -ores of the nodes. Therefore, different parallelization strategies are employed.
First, the configu ation t iplets ﬁ{iMp} €{(1,2,4),...,(4,2,4),(1,1,8),...,(4,1,8)} are used. For the
triplets with © Cpenwi: threads per node the time difference between the different OpenMP scheduling
options OMP 3CHEDU. E={static, guided, dynamic} is measured (types M/O%"9%% in Tab. 5). Fig-
ure Ha and 1 h. 5 sk ow the results of the measurements. Configuration h{iM,O} = (x,2,4),z € {1,2,4}
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Figure 4: Strong scalability of the LBM using pure MPI an * pu.. ~_ -nMP executions across the ODROID-MCI1 using
either the fast or the slow socket. The LBM is run for 100 ite at ons.

suffers from the distribution of equally sized ~hunk: of cells on ST and S™, i.e, although non-blocking
communication is used, sockets ST need to w. ** tor sockets S~ to finish their work. Considering the
absolute total run times this case is in its execui.on even slower than the cases h{iM,o} = (z,1,4).
Instead of using 2 MPI ranks with 4 O- ... "P threads on each node, starting 8 OpenMP threads per
node slightly enhances the performar ce. An g the parallelization types M/O%9%%  the guided
scheduling outperforms the static an. Jvneaic scheduling, reaches, however, not the performance
of the so far best computing conf jura*ion ,V{iMﬁo} = (z,1,4). The static case distributes the loop
iterations of the collision and p: »ar atior equally on the available cores and hence their run times
are dictated by ST. In contras ., dyn. »i . scheduling allows to use the internal work queue to give a
chunk-sized block of loop iter ..’ans to each thread, the corresponding costly overhead, however, ren-
ders this method the most expensiv  Using guided the chunk-size per thread continuously decreases
and allows for better load- " a. ncing. In Fig. 5b, the run times of the individual parts of the LBM are
shown for case hﬁ JOou 7 (z,7,8). While the communication time ¢,, increases slightly and the time
for setting up the buff-r ¢, . ~vs almost constant, the collision and propagation times ¢. and ¢, are
almost bisected for er :h d ,ubling of the number of cores (see also Tab. 5).

In addition to using . st «tic .ecomposition of the computational domain on the fast and slow cores,
simulations are ru» with <. formance-weighted distributions of the number of cells on the fast and
slow cores with «onfigu: tion h?cM,O} = (4,2,4) with OMP_SCHEDULE=guided, i.e., a distribution D of
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Figure 5: Strong scalability of the LBM using mixed MPI, )pe.. 7 -xecutions across the whole ODROID-MC1. The
LBM is run for 100 iterations.

the number of total cells C = C; on ©® compiite nod =s of

’Vg-l}m-‘, rank %2 =10 (S7)

D= (3)

k . (1—#)}’ rank %2 = 1 (S)

is used. The performance factor £ 1 br sween the fast and slow cores is varied as k.1 € [1.0,13.0] with
a coarse 0k.1 = 0.1 across the w0l int' rval and a fine drky; = 0.01 in the interval [2.0,3.0]. The
corresponding results are show 1« in ki “.a. The optimum is reached at Kin1 = 2.46, requiring only
ty1 = 19.44s for the complete :x.~ution. Asthe times for the collision and propagation computation ¢, ;
and ¢, ; continuously decrease, the ¢ mmunication time continuously increases after a slight drop for
small k.1 < 1.4. The stro g 1 rease of t,, 1 is also the reason for the increase of ¢; 1 for k.1 > Kmin,1-
Although the computatic ~ is “ister than h{iM’ o1 = (4,2,4) using static scheduling, it cannot compete

with b, = (4,1,4) (t, ,1 = 17 62s). That is, even a perfect performance-weighted distribution of the
computational work io0es not allow to increase the speed of the computation in this case. It has to
be noted, however, tn. " exec (tion times may vary. This is, e.g., visible when comparing the inset of
Fig. 6a with dks- o the 1coults of k1. That is, the same execution times are not exactly matched
for the same val es of k.

To furthermore c. ~ck if * ae execution for larger cases using the weighted approach is also slower than
the standard wpproacn, the bigger mesh with C, cells is employed and k.2 and k¢ o are varied again
in the inter als [1.0,13.0] and [2.0,3.0]. The results for the measurements are shown in Fig. 6b and
show a simil = beh- vior as for C;. That is, while the times ¢, and .2 continuously decrease, the
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socket ‘ type H hicM o} ‘ t [s]  tels] tpls] tm[s] bS] H speedv. " par. eff. [%]

S+ M || (1,4,1) ] 6554 27.66 3490 1.35 1.64 1o = 100.00
(2,4,1) | 3437 1379 1785 160 104 | 120 95.35

(4,4,1) | 2148 757 940 377 074 | .95 76.27

0 (1,1,4) | 6036 2639 3317 004 0751 19 | 100.0

(2,1 4) 32.14 1338 1679 118 080 [ 88 93.89

(4,1,4) | 1762 684 858 156 0.4 | 243 85.63

S- M (1 4,1) | 13570 7471 5816 083 2.0 .0 100.00
(2,4,1) | 7082 38.02 2936 208 136 | 1.92 95.80

(4 4 1) | 4000 19.97 1536  3.65 1.l | 3.39 84.83

0 (1,1,4) | 130.60 7215 5647 0.7 142 1.0 100.00

(2,1,4) | 69.35 3682 2855 181 .17 | 1.88 94.16

(4, 3 4) | 3695 1872 1455 107 181 | 353 88.36

Table 4: Absolute run times of 100 iteration of the LBM on the =t UDKOID-MCI using either the fast socket ST or the
slow socket S~ . The absolute run time ¢; is subdivided into the time “~r the collision step t., the time for the propagation
step tp, compiling the communication buffer and distributir ‘~~oming uata to the cells ¢, and the communication time

tm.

socket ‘ type H h{iMp} ‘ te[s] tels 8] tm 8]ty [s] H speedup ‘ par. eff. [%]
5+ M/Ot || (1,2,4) | 7758 37.17 ,747 053 241 1.0 100.00
(2,2,4) | 41.3° 1086 1887 157 200 | 1.88 93.93

(4,2,4) | 23.7 100 974 235 138 329 82.29

M/ot | (1,1,8) | 7200 5027 3276 009 0.97 1.0 100.0

(2,1,8) | 392 945 1633 164 159 | 185 92.39

(4,1,8) | 21.° 998 844 193 116 | 335 83.73

M/O9 |[ (1,1,5, , 60.70 3357 2634  0.04 0.74 1.0 100.0

(2,1 %) | 3406 17.87 1339 200 080 | 1.78 89.11

(41,8 | 1839 869 688 218 064 3.30 82.52

M/O% [[ (1,. ) | 10897 49.78 5842  0.04 0.74 1.0 100.0

(2,,8) | 57.32 2516 29.87 134 095 | 1.90 95.05

l(1,8 ] 3058 1320 1505  1.68 0.64 || 3.56 89.09

Table 5: Absolute 1 'n times ¢ 100 iteration of the LBM on the full ODROID-MC1 using both the fast and slow sockets
S%. The absolute ru  time 7 is subdivided into the time for the collision step t., the time for the propagation step tp,
compiling the ¢ .. nunicauon buffer and distributing incoming data to the cells ¢, and the communication time t,,.
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second execution in the . “er al £ ¢ 2y € [2.0,3.0] with dky 1 23 = 0.01.

time for t,, 2 co1 ‘inuous] - increases, rendering again the runs with hE—LM,O} = (4,2,4) a slightly more
efficient appr~ -h. 1._ .. ever, in contrast to Ci, the complete time ¢, 2 = 71.27s of h{iM)O} =(4,2,4)

is almost m tched a Kmin2 = 2.31 with ¢; » = 72.53s. Furthermore, it should be noted that the ratio
C2/C1 = 4.34 s smal or than the ratio tyin,2/tmin,1 = 4.05 proving a good weak scaling of the problem.
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result at h}, = (4,1,4) for the ODROID-MC1 is displayed.

For the HPC systems the run times are shown for a single

MPI rank and for four MPI ranks (indices 1 and 4).

Figure 7: Performance comparison of the ODROID-MC -nd ti. JURECA and HAZEL HEN supercomputers. Results
for a strong scalability analysis are shown for a large sim la. ™ cuse.

4.2.4. Comparison to the performance on an Hi ™ system

The configuration hl, = (4,1,4) shows the best scaling as well the best run time behavior on
the ODROID-MC1. Therefore, the cc respo. ling result is comparatively juxtaposed to runs on the
JURECA and HAZEL HEN supercow. ~ters f or mesh Cy. For the computations on the HPC systems
a single node is employed and strc 1g scaiw. ™.ty and run times are analyzed. Figure. 7a and Tab. 6
show the corresponding results in absc .ute *un times. Note that due to the memory limitations of the
ODROID-MC1, the minimum n'm. - of r bdes that can be employed for this mesh is four, which is why
only a single data point is sho /m for h,, = (4,1,4) in Fig. 7a. Furthermore, Tab. 7 shows the parallel
performance given in M LUF 5 to. ~elected configurations. On JURECA and HAZEL HEN two scaling
experiments are run, i.e., ee~h with a single MPI rank per node and increasing numbers of OpenMP
threads and with four M' [ ra iks per node and increasing number of OpenMP threads. Latter runs
contain the best performi. v ns with the minimal run times. JU and H H denote the runs on JURECA
and HAZEL HEN, res sective,, the indices 1 and 4 the number of MPI ranks. From the results it is
obvious that using a .ngl  MPT rank on both HPC systems brings not the best time to solution. Case
H H, shows a superlinc.  sca’ ng behavior for a small number of OpenMP threads and a good scaling is
obtained up to 8 «uies. For 4 larger number of OpenMP threads the scalability becomes worse and the
run times for hig 1er core ~ounts stay almost constant. The single core performance for H H; is with a
difference of 33.2. < to .” J; worse than on JUq, i.e., JURECA is 1.22 times faster. Similar to HHy, a
good scaling enavior 1s visible for JU; up to 8 cores, crossing the NUMA domain from 12 to 16 cores
brings, how ver, a st ong drop in performance. The fast runs JU, and H H4 show a similar performance
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MC1 S | telsl [ g0 | tls) || Jus | tls) || HH. | t[s) || «Ha |t [s]

4,1,4) | 7127 [ (1) | 15400 || (4,1) [4698 || (1,1) [ 18732 (w 1) [ 4370
(1,2) | 8231 || (4,2) |2704 || (1,2) | s12c ! (,2) | 2751
(1,3) | 59.35 || (4,3) | 2419 || (1,3) | 57 || () | 2407
(1,4) | 4667 || (4,4) | 1834 || (1,4) | 4773 [ (" 4) | 1812
(1,6) | 3312 || (4,6) | 12.70 || (1,6) | 425 | “4,6) | 12.19
(L,8) | 2732 || (4,8) | 11.88 | (1,8) | =72 | (4.8 | 17.20
(1,12) | 23.70 || (4,12) | 16.24 || (1,12 | 2361 || (4,12) | 11.59
(1,16) | 21.52 (1,16 | 22.1
(1,24) | 16.12 (1°1) | °.39
(1,32) | 15.66 1,32 | 21.42
(1,48) | 17.02 I (1,48) | 2118

Table 6: Absolute run times of 100 iteration of the LBM on the OL. ND-MC( | using only the fast cores and a single
JURECA (JU) and HAZEL HEN (H H) node. For the HPC systen.. *he ru. "..nes are shown for a single MPI rank (1, z)
and for four MPI ranks (4,z) (indices 1 and 4). Run times in red ina. ~te the fastest computations on the individual
systems.

MC-1 by | MLUPs || Ju, ' 2rrmips || HH4 | MLUPs
4,1,4) | 1247 || 4,9 T5.47 49.06
(4,5 | 7283 4 12) 76.70

Table 7: Mega lattice updates per second M LUPs ot .0 iteration of the LBM on the ODROID-MC1 using only the
fast cores and a single JURECA (JU) and HAZEL HEN (.. H) node for selected configurations.

behavior from (4,1) to (4,6) with the TAZE! HEN being slightly faster. While for HH,4 a massive
increase of the run time is visible fc » 32 coi. | i.e., for combination (4, 8), case JU4 continuous to scale
resulting in the lowest run time 2. mi .;y -= (4, 8) with 74.83M LU Ps. For case H H4 the overall best
performance among all run times 15 hier od at mingy = (4, 12) with 76.70M LU Ps. Comparing now
the performance of the ODRC (D-MC1 .o the results on the HPC systems, it is obvious that despite
only Gbit ethernet is used be ,wec. the ODROID-MC1 nodes, the performance of the system is on the
same order as on the HPC' ~stems. Considering furthermore the fastest run at hl, = (4,1,4) with
12.47TM LU Ps, the runs ‘¢ m ngg = (4,8) and mingg = (4,12) are by a factor of 6.04 and 6.15
faster. This is, however, ¢. 'v true by considering the fastest computations. A comparison of the run
times using altogether 16 core. i.e., hl; = (4,1,4), JUy = (4,4), and HH, = (4,4) reveals that the
code is on the ODR"JID- JVIC] only of 3.89 times (JURECA) and 3.93 times (HAZEL HEN) slower.
The ODROID-XU4 ha. a d .l channel memory bandwidth of 14.9GByte/s [26], i.e., the memory
bandwidth for th- UORO1L-MC1 sums up to 56GByte/s. In contrast, the memory bandwidth on the
Intel Xeon E5-2 80 v3 t aswell CPUs is at 68GByte/s. For the dual socket system this adds up to
136G Byte/s, whi ™ is a _actor of 2.43 faster as the on the ODROID-MC1.

It should be noted that the cases considered here are relatively small compared to real production
runs on HP 7 systen s, which leads to the previously discussed scalability limits of the LBM, even on
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Figure 8: Power consumption of a single computation . ” hf) (4,1,4) on mesh Co over time.

HPC systems. To show, however, that the LBM indeed sc. 'es across a large number of core counts,
Fig. 7b presents strong scaling results for mesh C_ wu . -.1225 - 10° cells, which corresponds to an
average production run simulation. The experiments . e run on the systems JURECA, HAZEL HEN,
and additionally on JUQUEEN. Unlike the prev .~ sccling graphs, Fig. 7b shows the run times over
the node counts. Obviously, the LBM shows a ver, goud strong scaling behavior on all three systems.
That is, on JURECA an almost linear bewn.nw. 2= visible up to 128 nodes. On HAZEL HEN the
code scales well up to 512 nodes and on the ma.. ‘vely parallel system JUQUEEN a good scalability
up to 8,192 nodes with a slight decrea<e in parallel efficiency up to 16,384 nodes is visible. The
rather high absolute run times on JU/,UEE: compared to the Intel-based systems are probably due
to serial memory accesses and larger « ~he lin sizes on IBM BlueGene/Q. Furthermore, non-optimal
compilation could be a cause for t} 2 perto. ~ ance loss. That is, on JUQUEEN the IBM XL compiler
suite, which would produce highly opt’ nized machine specific code, cannot be used due to non-existing
C++11 features of the compilers. " sy a e, however, required by the simulation code. Instead, the
Clang 6.0 compiler, which sup sorts C+~ .1, see Appendix D, is used.

4.3. Power consumption

The power consumpti n of :he ODROID-MC1 is measured by running simulation hj; = (4,1,4) on
mesh Cy, cf. Sec. 4.2.4. an.’ )y taking the Watts with a Conrad Electronic Voltcraft Energy-Logger
4000, which is installe . betwee.. the power outlet and the Meanwell RD-125B power supply, powering
the whole ODROID VvIC". T is logger allows to log power consumption in the sub- Watt range over
time with an accuracy . € 0..0/¥. It stores the corresponding data on SD-card with an interval of 1
minute. Since th's accuracy is not sufficient, the data is read from the display of the Energy Logger
4000, which is up lated ea ‘h second. The power consumption of the idling ODROID cluster is measured
at emin = 23.1W. 7o € shows the power consumption over time, i.e., starting from e,,;, and having
an increased conswrption over the course of the computation. For better understanding, the time line
includes a c >scriptic 1 of the different periods of the computation. It should be noted that changing
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system ‘ power [W] ‘ energy/sim. [Wh] ‘ Wh/MLU [Wh] H W factc. | c.orgy factor

ODROID-MC1 54.5 1.079 1.214-1073 1o | 1.00
JURECA 160 0.815 0.917 - 1073 0.1 ‘ 0.76
HAZEL HEN 160 0.805 0.906 - 1073 S 0.75
JURECA 300 1.528 1.719-1073 1.18 1.42
HAZEL HEN 300 1.510 1.700 - 1073 (1o 1.40

Table 8: Comparison of the power consumptions between the different syster s. For he ODROID-MC1 the power
consumption is measured. Two estimates are given for the power consumption of the In :l-based systems (160W and
300W). For each, the energy for the whole simulation, the energy requirement p - ML’ , and Watt factors as well as
energy factors are given. The Watt factors are given by the ratio of the V' uwes of tne ODROID-MC1 simulation and
the HPC system simulation. The energy factors are obtained by the ratic of tF ew vgy results of the ODROID MC-1
and the compared HPC system.

the number of iterations does not change the initial steps ¢ the sir ulations (geometry and grid I/0,
mesh setup, and LBM preprocessing) but only the com, “tatic -7 part. The maximum consumption
emaz = D4.5W is reached in the computation section, which 1. “1lly OpenMP parallelized and employs
all four cores. Using these values and considering the p. nrocessing time of a simulation small compared
to the computational part, the energy result is roughly a. ' 079Wh for this simulation. Considering
furthermore the M LU Ps from Tab. 7 the energy | ~1 . _- 'attice update M LU is at 1.214- 107 3Wh.
Measuring the power consumption of HPC system: *, complicated. HPC centers usually have no
hardware installed to detect the power consumy. . = ot . ‘ngle jobs, which is why the following analysis
is based on estimated values. The thermal design ~ow . (TDP) of the Intel Xeon E5-2680 v3 Haswell
CPU installed in JURECA and HAZEL E 7 '~ a. 120W TDP (Intel Specs). That is, by looking
solely at the TDP of two CPUs using only 8 ¢ ves, a rough estimate of 160 W and a total energy
result of 0.815Wh on JURECA and 0.805Wh on HAZEL HEN is expected for the computation. Using
these estimates the Watts of the Intel 7.PUs re a factor of 2.94 more than on the ODROID-MC1, the
consumed energy is, however, by fact s of 0.7} and 0.75 smaller on the JURECA and HAZEL HEN.
To be more precise, the energy resu!'s per 7 J are at 0.917-1072Wh and 0.906-10"3Wh on the HPC
systems. In contrast, considering ‘ ne  ower consumption of HAZEL HEN, which is at 3.2 MW?2, and
a node count of 7,712, the power ~r sum- tion per node equates to 414,94W. Using again only 16 of
the 24 cores approximately res .Ats in .7 .63W, which is based on the assumption that a core requires
~ 17.29W. This, however, d su. “utes the remaining power consumption of the node over the cores,
i.e., it is necessary to add missing W .tts for the mainboard and the peripherals. Taking additionally
the 8 idling CPUs into ac our , the power consumption can be estimated at ~ 300WW. This estimate
delivers energy results ol ' 52 /W h on JURECA and 1.51Wh on HAZEL HEN. The according energy
results per M LU equa’e to 1.719-1073Wh and 1.7 - 10~3Wh. Based on these estimates, it is obvious
that the power cons mpt on of the Intel-based systems are with a factor of 5.5 higher than on the
ODROID-MCI1. Also * con amed energy is with factors 1.42 and 1.4 for JURECA and HAZEL HEN
higher than on th- “DRUT,-MC1. These results are summarized in Tab. 8.
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Figure 9: Setup and computational mesh for the simula. ‘n of the flow in a three-dimensional slot burner configuration.

4.4. Simulation of the flow in a slot } urner

To show that the ODROID-MC? can . ~de d be used for scientific applications, a three-dimensional
simulation is run on the cluster isinc contiguration hg = (4,1,4) for a slot burner case without
combustion. Figure 9a shows the “~b mat’c setup of the simulation. A mass flux is prescribed at the
two inlets leading into the pler um us.. ~ a Dirichlet boundary condition for the velocity. The density
is extrapolated with a von INc. mann condition at the inlets. A second-order accurate interpolated
bounce-back no-slip condition is en.>loyed at the wall [25]. The slot connects the plenum and the
combustion chamber, whi a 1. erges into the outlet chamber. At the outlet a Dirichlet condition for
the density and a von Ne¢ 'ma- n condition for the velocity is employed. The slot has a width of D and
a length of 7.4D. The -lot n. ' width is b = D/2. The REYNOLDS number Re = v}, - D /v is based on
the bulk velocity in t’.e sl ¢ vy, the slot width D, and the viscosity of air v, and is set to Re = 1, 750.
The computational 1.. <t 1s sk swn in Fig. 9b and consists of C3 = 7.9-106 cells. The base level is given
by lo = 7. The me~* is w. "¢ rmly refined to Ig = 8. The wall is refined up to level lg;1 =9 using the
boundary refiner ient m« "hod described in Sec. 2.1. Additionally, the slot and the slot outlet region
is refined to [y = 10. T ie level increase is visible in the magnification insets of Fig. 9b. To reach

2HAZEL | "N Specs nttps://www.hlrs.de/systems/cray-xc40-hazel-hen/
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Figure 10: Simulation results of a slot burner configuratio. ™The cross-sections and the vortical structures, which are
visualized by the A-criterion, are colored by the velocity n “gni aac. The cross-sections on the left are snapshots at
t = 500, 000.
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(a) Profile « ~= D = 2b. (b) Profile at z = 2D = 4b.
Figure 11: Compa: son of tl. profiles of the temporally averaged velocity magnitude < |v| > to the results from [35]

(Res = 7,000) at 1 e two p sitions z = D and z = 2D downstream of the slot. The velocity is normalized by the
temporally averr~~d n.. ~ um slot velocity < vmaz >.
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a quasi-steady state the simulation is advanced for t = 500,000 LBM iterations. [he ~rresponding
residuals of the density and velocity components are monitored to guarantee an - ~mptotic behavior.
Figure 10 shows the corresponding results of the simulation. On the left side 1 crc ss-section though
center of the geometry at time step ¢ = 500,000 is shown. The cross-section is c. ' ed by the velocity
magnitude in LBM units. The inset shows the region where the jet from the si.” ente.. the combustion
chamber. The contours correspond to intervals of the velocity magnituds The .. ages on the right
show the change of the vortical structures in the jet over LBM iteration ¢ € (2% 000,...,500,000}.
It is obvious that due to the strong shear layer between fluid at rest and ." = jet fluid the flow features
unsteady fluctuations. The vortical structures are visualized by the # _riteri ~, which is determined

by
3 2
A= <Q> +[det(V®v)} n, ()
3 2
with the velocity vector v and the Q-criterion
1
Q=5 (197~ I5P) >0 (5)

and the vorticity tensor ) and the strain tensor S.
It should be noted that from the REYNOLDS number tho «#i~~ ity and hence the relaxation factor is
calculated by Eq. 2, i.e., by

1 1\ b D
T (6)
wAt 2 Re

That is, 0 < wAt < 2 must be ensured to keep « . sche. e stable. This can be achieved by keeping the
REYNOLDS number low or by increasing the resol. *io.. Since latter is not possible due to the memory
limitations of the ODROID-MC1, the RE® .~ ns ~umber is Re = Reg/4, where Res = 7,000 is
the REYNOLDS number from Schlimpert et al. [*5]. Fig. 11 furthermore compares the profiles of the
temporally averaged velocity magnitude < |v| > at z = D and z = 2D downstream of the slot to those
of [35]. The results are obtained by & erag g the solution over 500,000 LBM iterations starting at
t = 500, 000 and normalizing them by he maxi num temporally averaged slot velocity < ¥4, >. From
both Fig. 11a and 11b it is obvious *hat ."e r _solution at level [, which resolves the slot diameter by
D = 6- Ax, is not sufficient to rec’ nstr «ct the full velocity profile. The maximum normalized velocity
for both cases is, however, matcl. 1 v ell. "¢ is clear that the velocity profile of the present solution is
due to the smaller REYNOLDS .umbe. “! mner, i.e., the flow is in the laminar regime. Outside the jet
core the velocity is slightly ¢ «. ~redicted. Such a behavior for coarse solutions is also found in [35].
Furthermore, comparing the finding. at z = D and z = 2D shows the fine solution at Reg = 7,000 as
well as the coarse solutior at 2eg = 1,750 to feature a more flat velocity profile at z = 2D.

v = Atc? (

5. Summary and cr aclusio.

An LBM simulatio. - ode ’ aat is usually employed for large-scale flow simulations on HPC machines
has been used to -.casure . .e performance of an ODROID-MCI1 cluster consisting of four ODROID-
XU4 nodes. Th memo. r limitation of the cluster allowed to generate a maximum of 38 - 106 cells
with a massively ~aralle’ grid generator, a computation is, however, only possible on a maximum of
9.2-10° cells . nis means, that from a memory point of view a single ODROID-MC1 is limited to the
simulation ¢ “small ¢ 'ses. An extension by further nodes, e.g., by another ODROID-MC1 or additional
nodes (ODRND-M'1 Solo) can break this limitation.
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A single core core performance analysis revealed the fast cores to be roughly 4.4 t' nes .. ~ter than the
slow cores. Considering the whole node, the fast cores are still a factor of 2.1 fast- *or both pure MPI
or combined MPI/OpenMP measurements. The decrease of the performance diffe -ence was due to
band-width limitations, especially in the memory-intensive propagation step ot .. = LBM. A change of
the OpenMP scheduling for these cases did not show a significant change in t.. run . mes. Inter-node
performance measurements using either the fast or slow cores revealed v-" ~ a s.. sle MPI rank per
node and four OpenMP threads to deliver the smallest time to solution Am ... -* all measurements,
this configuration showed to have the smallest communication times, henc. ~r sulting in the best scaling
performance. Using all cores of the cluster and distributing with differ- .. Ope..™ 1P scheduling schemes
showed the guided option to distribute the loops the most efficient y due v = the best load-balancing
withing each MPI rank. Assigning the same amount of computation. ! cells - o the fast and slow cores
lead to idling the fast cores that had to wait for the slow cores rom wuese findings it was evident
that inclusion of the slow cores in the computation does not m ke - .1y ense, i.e., using only the fast
cores lead to the best results. Changing the cell distribution on vne fars and slow cores according to
the performance difference between the CPUs did not change ti.. - facu. That is, despite the additional
slow cores represent additional computing power, the compitation is limited by the memory bandwidth
making an inclusion of the slow cores pointless. Varying cell a.. “rib» ,ions were tested with two different
configurations with a different total amount of computation ! cells. A comparison of the performance
of the ODROID-MC1 to state-of-the-art supercomput-~ 1. .s the JURECA and the HAZEL HEN
system showed that by using the same amount of cores, e ODROID-MCI1 is only = 3.9 slower than
the HPC systems. This is due to the slower memo’ = *“~ndwiath and the lower CPU clocking. Looking
at the potential of a full JURECA or HAZEL HEN nc .e, a single node leads to a =~ 6.1 times faster
computation, i.e., by using Intel’s hyper-threa: mg te.'nology on all 24 available cores compared to
the 16 fast cores of the ODROID-MC1. The capehu. ‘es for large-scale computations of the code have
been shown by high scalabilities across the ™PC sy. tems JURECA, JUQUEEN, and HAZEL HEN.
The power consumption has been determinea v measuring the Watts for a sample computation on
the ODROID-MCI1. The findings showed the OD1.,JID system to have a much lower power footprint
than Intel-based HPC systems. In more .c.-il, the system consumes 54.5W under full load using only
the fast cores. This is by a factor of 5 » below he power consumption of Intel-based nodes assuming a
consumption of 300W. For this case the "lop/; per Watt ratio is better on the ODROID-MCI1 than on
the HPC systems using the same 7 movnt o1 cores on both the HPC systems and the ODROID-MC1.
Considering, however, only a TD 2 of (60T~ the HPC systems are slightly better than the ODROID-
MCI.

It has to be mentioned that . ~ ODRO1D-MC1 is much more competitive than an HPC node. The
current price (status as of Nov. 2.'8) of an ODROID-MC1, excluding SD-cards, cables, and power
supplies is at $US220. In ¢ ... ~arison, the price of a JURECA node, excluding any quantity discounts
that are usually given to APC centers, is at approximately $US9,000 - $US10,000.

Finally, the applicability to ngineering applications has been shown by running a three-dimensional
simulation of the flow m a slot vurner configuration.

To summarize, the U R JID-MC1 is a promising system for the simulation of scientific flow prob-
lems. Its drawbe ks res It trom the limited amount of available memory, the corresponding memory
bandwidth, and “he low- >erforming Cortex-A7 cores. Performance-wise it can compete with single
nodes of HPC <ys. ~c considering small simulation cases. Its scalability still has to be tested for
larger node -ounts, it is, however, expected that the Gbit connectivity is not sufficient to allow for
high scalabi ity, and hence for simulation cases that run on current HPC systems. It will certainly
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be unable to compete with the high memory-bandwidths, high-performance netwo: < co.. ~activity, and
hyper-threading technologies that are key to HPC systems. It is, however, fair t~ +“ate thac for local-
ized cluster solutions the ODROID-MCI1 is definitely a prospective procurement opti mn. This certainly
depends on the application. It should be noted that since the LBM investigatea .~ ,his study operates
on unstructured data and uses explicit time stepping, the results can be consi. red 1, sical for a whole
class of simulation codes that are rather memory- than compute-bound. 7 des 1. the simulation of
flow problems belong to this class.

6. Outlook

The investigations revealed the propagation step in conjunction w'*h ths limited bandwidth being
the limiting factors in the performance of the ODROID-MC1. Te getv a deeper insight, the impact of the
memory layout and access patterns on the performance will be a alv .ed. A detailed inspection of cache
line misses and prospective performance gain using prefetchi~o mecha- .sms will be performed. Since
only a single ODROID-MC1 was tested, only constrained inforn.. “ion was collected on the scalability
of the system. Therefore, further nodes will be added to t™= cluster to investigate how the inter-node
performance (strong and weak scalability) develops for la “ver 1.. 1~ sounts and for larger problem sizes.
Also taking the step from 32-bit based systems to 64-bit sys. ms suited for HPC, such as the ARMvS8
Cavium ThunderX2?, makes sense. That is, similar c. parisous such as performed in this manuscript
could help to validate the suitability of ARMv8 systems "t scientific computing. Since the present
study concentrates on memory-bound computatic «. - ~*hads, it furthermore makes sense to extend
the investigations to more compute-bound applicatic ¥« in the future.

Acknowledgments

The authors gratefully acknowledge the Gaus. Centre for Supercomputing e.V. (GCS)*, the Jiilich
Aachen Research Alliance, High-Performance Computing (JARA-HPC)® Vergabegremium, and the
Partnership for Advanced Supercompt .ing 1. Burope (PRACE)® for funding this project by providing
computing time on the supercomput. '« JUQ! EEN and JURECA at Jiilich Supercomputing Centre
(JSC), and the HAZEL HEN syste as at . » Jdigh-Performance Computing Center Stuttgart (HLRS)
through the John von Neumann Ir titv e for Computing (NIC), the JARA-HPC partition, and PRACE
partitions.

Conflict of interest decla.atio.

The authors declare t".at t ere is no conflict of interest.

Supplementary mes .eri- Is

Underlying research . at rials can be obtained by contacting the authors of this manuscript.

3Cavium Thunder. " ht+ s://www.cavium.com/product-thunderx2-arm-processors.html
4GCS http: , wiw.gauss-centre.eu

5JARA-HF _ https. ‘/www.jara.org/hpc

SPRACE, L "tp://ww .prace-ri.eu

22



References
[1] ARM Architecture Reference Manual, ARMv7-. and ARMv7-R Edition, ARM Ltd., 2014.
[2] ARMv8-A Reference Manual, issue b.a Edit. n, * RM Ltd., 2017.
[3] G. Halfacree, E. Upton, Raspberry Pi Us ~ Gude, 1st Edition, Wiley Publishing, 2012.
[4] A20 User Manual, rev. 1.1 Edition A lwinner Technology Co., Ltd., 2013.

[5] R. Roy, V. Bommakanti, ODRC ‘D-XU4 Jsers Guide, rev. 20170310 Edition, Hard Kernel, Ltd.,
2015.

[6] Cortex-A15 Technical Refer mce Mar ial, rev. rOp3 Edition, ARM Ltd., 2011.
[7] Cortex-A7 MPCore Tect iical Reic.ence Manual, rev. r2p0 Edition, ARM Ltd., 2012.

24



8]

[12]

[14]

[15]

[16]

[18]

[19]

G. Eitel, R. K. Freitas, A. Lintermann, M. Meinke, W. Schréder, Numerical “imu.. *ion of Nasal
Cavity Flow Based on a Lattice-Boltzmann Method, in: A. Dillmann, G. '™ Yer, M. Klaas, H.-
P. Kreplin, W. Nitsche, W. Schroder (Eds.), New Results in Numerical a.d E perimental Fluid
Mechanics VII, Vol. 112 of Notes on Numerical Fluid Mechanics and Mu. ‘< .sciplinary Design,
Springer Berlin / Heidelberg, 2010, pp. 513-520.

G. Eitel, T. Soodt, W. Schroder, Investigation of Pulsatile flow m 1+~ Upper Human Air-
ways, International Journal of Design & Nature and Ecodync nics 5 (4) (2010) 335-353.
doi:10.2495/DNE-V5-N4-335-353.

A. Lintermann, G. Eitel-Amor, M. Meinke, W. Schroéder, Lattic -Boltzn inn Solutions with Local
Grid Refinement for Nasal Cavity Flows, in: New Results in Nu_ ~eric-. and Experimental Fluid
Mechanics VIII, Springer, 2013, pp. 583-590. doi:10.1007 978-3-642-35680-3_69.

A. Lintermann, M. Meinke, W. Schrider, Investigations of Nasal Cr vity Flows based on a Lattice-
Boltzmann Method, in: M. Resch, X. Wang, W. Bez, E. ." ~ht, H. Kobayashi, S. Roller (Eds.),
High Performance Computing on Vector Systems 20'1, Spring ar Berlin Heidelberg, Berlin, Hei-
delberg, 2012, pp. 143-158. doi:10.1007/978-3-642-._"44- 3.

A. Lintermann, M. Meinke, W. Schroder, Investigations « ” the Inspiration and Heating Capabil-
ity of the Human Nasal Cavity Based on a Latt.. ~-Boltzmann Method, in: Proceedings of the
ECCOMAS Thematic International Conference on Si. -lation and Modeling of Biological Flows
(SIMBIO 2011), Brussels, Belgium, 2011.

A. Lintermann, M. Meinke, W. Schroder, . . *d n. chanics based classification of the respiratory
efficiency of several nasal cavities, Computers in Jology and Medicine 43 (11) (2013) 1833-1852.
doi:10.1016/j.compbiomed.2013.09 .lT

A. Lintermann, W. Schréder, A Hicrarchical Numerical Journey Through the
Nasal Cavity: from Nose-Lik- "ndels to Real Anatomies, Flow, Turbulence and
Combustiondoi:10.1007/s1049/ -017-9. 76-0.

A. Lintermann, W. Schréde , Simu ~.on of aerosol particle deposition in the upper hu-
man tracheobronchial tract Ev.opean Journal of Mechanics - B/Fluids 63 (2017) 73-89.
doi:10.1016/j.euromech*lu.” )17 J1.008.

A. Lintermann, S. Schlir p. *. J. Grimmen, C. Giinther, M. Meinke, W. Schroder, Massively par-
allel grid generation on HPC sy. ems, Computer Methods in Applied Mechanics and Engineering
277 (2014) 131-153. <0i.'0.1016/j.cma.2014.04.009.

J. Bonet, J. Peraire, a. alternating digital tree (ADT) algorithm for 3D geometric searching and
intersection prob’:ms Inteinational Journal for Numerical Methods in Engineering 31 (1) (1991)
1-17. doi:10.1 '02/ame .620310102.

H. Sagan, Sr ace-Filling Curves, 1st Edition, Universitext, Springer New York, New York, NY,
1994. doi::).1007,378-1-4612-0871-6.

M. Folk . Pou..ual, Balancing performance and preservation lessons learned with HDF5, in:
Proceer ings of he 2010 Roadmap for Digital Preservation Interoperability Framework Workshop
on - US DPIF ’ .0, 2010, pp. 1-8. doi:10.1145/2039274.2039285.

26



[20]

[27]

[28]

J. Li, M. Zingale, W .-k. Liao, A. Choudhary, R. Ross, R. Thakur, W. Gropp, R Lat.. v, A. Siegel,
B. Gallagher, Parallel netCDF: A High-Performance Scientific I/O Interfac- ‘n: Proceedings of
the 2003 ACM/IEEE conference on Supercomputing - SC 03, ACM Press Nev York, New York,
USA, 2003, p. 39. doi:10.1145/1048935.1050189.

R. K. Freitas, A. Henze, M. Meinke, W. Schréder, Au 'vsis of Lattice-
Boltzmann methods for internal flows, Computers & Fluids 47 (1) (2011) 115-121.
do0i:10.1016/j.compfluid.2011.02.019.

G. Eitel-Amor, M. Meinke, W. Schroder, A lattice-Boltzmann m .vi.0d wiv.. hierarchically refined
meshes, Computers & Fluids 75 (2013) 127-139. doi:10.1016. j.comp. luid.2013.01.013.

Y. H. Qian, Simulating thermohydrodynamics with lattice RGn  _dels, Journal of Scientific
Computing 8 (3) (1993) 231-242. doi:10.1007/BF010609" 2.

A. Dupuis, B. Chopard, Theory and applications of an ¢ 'ternativs lattice Boltzmann grid refine-
ment algorithm, Physical Review E 67 (6) (2003) 1-7. doi:.".1103/PhysRevE.67.066707.

M. Bouzidi, M. Firdaouss, P. Lallemand, Momentum v. ‘nsfer of a Boltzmann-lattice fluid with
boundaries, Physics of Fluids 13 (11) (2001) 3452-34:5. do1:10.1063/1.1399290.

V. Nikl, M. Hradecky, J. Keleceni, J. Jaros, The ‘mvestigation of the ARMv7 and Intel Haswell
Architectures Suitability for Performance and Energ, Aware Computing, in: ISC 2017: High
Performance Computing, Lecture Notes in Co. \pu. .. “cience book series (LNCS, volume 10266),
2017, pp. 377-393. doi:10.1007/978-3-319-5¢ % ,7-0_20.

D. Krause, P. Thornig, JURECA: General-pt. -pu = supercomputer at Jiilich Supercomputing Cen-
tre, Journal of large-scale research facil*ies JL,'RF 2 (2016) A62. doi:10.17815/jlsrf-2-121.

M. Stephan, J. Docter, JUQUEEN: Ib." Blue Gene/Q Supercomputer System at the
Jillich Supercomputing Centre, Jorrnmal of large-scale research facilities JLSRF 1 (2015) Al.
doi:10.17815/jlsrf-1-18.

M. Frigo, S. Johnson, The Desi~n a1’ Tm slementation of FFTW3, Proceedings of the IEEE 93 (2)
(2005) 216-231. doi:10.110¢/JPT OC.2004.840301.

W. Yu, J. Vetter, R. S. Caron, . Jia .g, Exploiting Lustre File Joining for Effective Collective 10,
in: Seventh IEEE Intern‘ -ional Sy.aposium on Cluster Computing and the Grid (CCGrid ’07),
IEEE, 2007, pp. 267-27 .. do_ *10.1109/CCGRID.2007.51.

M. Véazquez, G. Hov .eau -, S. Koric, A. Artigues, J. Aguado-Sierra, R. Aris, D. Mira, H. Cal-
met, F. Cucchietti, 9. “swen, A. Taha, E. D. Burness, J. M. Cela, M. Valero, Alya: Multi-
physics Engineeri’ g Sin.. 'ation Towards Exascale, Journal of Computational Science (2016) 6—
27d0i:10.1016/.jc cs.2015.12.007.

C. Moulinec, J. G. "Tri'Je, J. Gotts, B. Xu, D. R. Emerson, Sleeve leakage gas impact on fuel
assembly ter .peratr ve aistribution, International Journal of Computational Fluid Dynamics 30 (6)
(2016)4197 24. doi 10.1080/10618562.2016.1218481.

G. Weliu, L. Zeiser, G. Hager, S. Donath, On the single processor performance
of simole lati'ce Boltzmann kernels, Computers & Fluids 35 (8-9) (2006) 910-919.
doi:10.'016/7.compfluid.2005.02.008.

27



[34] S. Williams, A. Waterman, D. Patterson, Roofline, Communications of the «CM =2 (4) (2009)
65. doi:10.1145/1498765.1498785.

[35] S. Schlimpert, A. Feldhusen, J. H. Grimmen, B. Roidl, M. Meinke, W. Sc +6¢ er, Hydrodynamic
instability and shear layer effects in turbulent premixed combustion, hysi.. of Fluids 28 (1)
(2016) 017104. doi:10.1063/1.4940161.

28



VITAE

Dr.-Ing. Andreas Lintermann is .  ostdc toral researcher at
RWTH Aachen University. He is head ng t . "“mulation Laboratory
“Highly Scalable Fluid & Solids Enginee. - ;7 of the Jiilich Aachen Re-
search Alliance - High Performance Zompuu. g, which is a collabora-
tion between RWTH Aachen Unive sity anc Forschungszentrum Jiilich,
and is associated with the Profile Area ¢ omputational Science and
Engineering at RWTH Aacher university. His research focuses on
bio-fluidmechanical analyses o res .ira. ory diseases, lattice-Boltzmann
methods, high-performance ~omputins, high-scaling meshing methods,
and efficient multi-physics coup ‘ng strategies.

Prof. Dr. Dirk Pleite. ‘= research group leader at the Jiilich Super-
computing Centre auu . “essor of theoretical physics at the University
of Regensburg. At T.lich, he is leading the work on application ori-
ented technolo_, deve »pment. Currently, he is principal investigator
of the POWER . cce.:ration and Design Center and the NVIDIA ap-
plication L. -+ .. ™i."<h. He has played a leading role in several projects

for developing . =ssively-parallel special purpose computers, including
QPACE.

L ~iv.-Prof. Dr.-Ing. Wolfgang Schrider holds the Chair of Fluid
Mechanics and is head of the Institute of Aerodynamics of RWTH.
He chairs the profile area Computational Science and Engineering at
RWTH and is Co-Director of the High Performance Computing section
of the JARA. He is the Editor-in-Chief of the series Notes on Numeri-
cal Fluid Mechanics and Multidisciplinary Design and a member of the
editorial board of several fluid mechanics journals. Since 2005 he au-
thored and co-authored more than 150 articles in peer reviewed journals
in computational fluid dynamics and aeroacoustics, measurement tech-
niques, turbulence, single and multiphase flows, and biomedical flows.



Highlights:

e The parallel performance of an ODROID-MC1 is analyzed using a lattice-Bolt.mannu ~de.

The results show the computations to be memory-bound.

Inclusion of the LITTLE cores of the ARMv7 does not increase the overall ~erfc ‘mance.
e Comparisons to HPC systems reveal the ODROID to be roughly 4 times lower.
e Power consumption studies show the ODROID to be able to keep up with Hr ™ systems.
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