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Abstract

Sentiment analysis has been a hot area in the exr'~rau.” rield of language
understanding, however, neural networks used in i ars eve 1 lacking. Presently,
the greater part of the work is proceeding o.. reccg.aizing sentiments by
concentrating on syntax and vocabulary. In ~ddition, the task identified with
natural language processing and for computi,.™ the Z..ceptional and remarkable
outcomes Recurrent neural networks P*M-~ and Convolutional neural
networks (CNNs) have been utilized. Keepiny, in mind the end goal to capture
the long-term dependencies CNNs, neeu to ey on assembling multiple layers.
In this Paper for the improveme. : in ‘'nderstanding the sentiments, we
constructed a joint architecture which p'aces of RNN at first for capturing long-
term dependencies with CNNs usin alowal average pooling layer while on top
a word embedding method usina GloVe procured by unsupervised learning in
the light of substantial (wittex corpora to deal with this problem.
Experimentations exhibit hette, ~xr cution when it is compared with the baseline
model on the twitter’s ¢ orp’ ra vhich tends to perform dependable results for
the analysis of sentimr at be. ~F.narks by achieving 90.59% on Stanford Twitter
Sentiment Corpus, £9.42% on Sentiment Strength Twitter Data and 88.72% on
Health Care Refor ., Nataset respectively. Empirically, our work turned to be an
efficient architecire with slight hyperparameter tuning which capable us to
reduce the nu.nber o, parameters with higher performance and not merely
relying on <> olvional multiple layers by constructing the RNN layer
followed ¥ y convo.dtional layer to seizure long-term dependencies.
Keyworc:: Sent ment Analysis, Word Embeddings, Recurrent Neural Network
(RNN-,,, Convolutional Neural Network (CNNs).
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1. Introduction

Over the most recent years a phenomenal development in online .. for
instance, Facebook, Twitter, LinkedIn, Instagram and some m-.re 1ave been
utilized among these, Twitter is with 319 million dynamic users-. ™ aese stages
can be a remarkable source of information for some tremendotis a “liations that
empower them to acquire from this covered information for oet' .. >~hievement,
yet due to the immense mass of information abides as .‘'istomers, posts,
comments, messages, marking, minutes, following ge 1eral «‘istomer feelings
can be exceedingly intricate. The data on the web as the <ubs’ance is classified
in the form of factual and sentiment where, fac ual . the target wordings,
concerning elements, issues or occasions whereas the sent’ nent is the subjective
phrasings, like assessments, convictions, differen. preferences. There are
various levels (coarse to fine) on which to partu. ™ th: classification related to
sentiment. Sentiment analysis of Twitter informa..~n is completed on a sentence
level, which is in the middle of the represen.ctional level of sentiment, there are
two sorts of sentiment present in a sent ...2 ~*e direct and comparative.
Sentiment classification is an errand t.  natural language processing (NLP)
with a large number of applications, tu. example, techniques of storing and
recovering information, grading '« &>~ wveb and so forth. It is necessary to
process the text, remembering the ei.d goal to analyze it and information
extraction in an unexpected way. Text classification today inquires about to
begin by outlining the best [~ature extractor to picking the idea like in most
machine learning classif.ers There are very well-known techniques towards
exemplifying a sentence -/ ut’izing Bag of words (BOW), then classifying
through the Support *. ~ctor Machine (SVM) or Logistic Regression (LR) [1,2].
Few of experiments in siew of joining neural networks have progressed
towards becomir g p ogressively prominent recently, it has turned out to be
imaginable to prep.= more complex models on the considerably extensive
datasets. Dee ) ne ural network techniques mutually actualize a feature extraction
along with ~lass,“cation. Overall, neural network based methodologies get a
documen as an put which is an exemplification of the sequence of words as
the represe..*~** _n of hot vector by multiplying with weight. After feeding into
the n ural nc*'work, which forms numerous layers in a sequence bringing about
the pre“~ti~.n of childhood [3].
\er 1w. networks, such as convolutional neural networks, recursive neural
netwc *k and recurrent neural network have achieved comparable results when
https://about.twitter.com/company




applied to text sentiment. These models expect experts to determi-.. *he correct
model and set going with hyper-parameters, having a size of t.-= f'iter. Some
experimental works used recursive neural networks to per.~rm _2ntiment
analysis on the sentence level, while some proposed a str ctu e based on the
tree by utilizing the capabilities of long-short-term memor, 7r works (LSTMS)
to enhance the semantics [4]. Contemporary work donr vy [5] 1o comprised of
a multi-layer of the convolutional neural network alor. 1side v ith max-pooling
operation, observed that utilizing convolutiona’ 0 cawch the additional
dependencies need numerous layers. [6] explored tt.~ ~ ux ¢ “the neural networks
of the convolutional neural network with the recu,.~nt nieural network with an
objective to encode character input, executed .~ learn ne input sequence of the
high-level feature. Among the many models, an erfective model associated
recurrent neural network for NLP was p. -wuseu 0y [7]; it affirmed that it is
prepared to catch the long-term dependencies €. 2n on account of a single layer.
The enhanced execution of these descn.>e’. methods essential benefits by the
accompanying angles: The distribut.'» 2l v ctors with high dimension supply
comparative semantic-situated woru~ with high comparability. The
convolutional neural network is rea\ to take local features from words or
expressions in the best place~ ~f the text. It takes words in a sentence in a
successive order and can te <e long term dependencies of text instead of local
features.

Our work embraces ¢ - ce ryir g out sentiment analysis by using deep learning
techniques with the iitent 1 .lassify tweets using RNNs at initial because it
recurrently and sequ.entic.'v managing each word in a sentence which is useful
to locate a dense anc low dimensional semantic representation on account of
sentence embedas. ~ and after that feeds to CNNs which could be very helpful
for who want to ‘apiay scale the sentiment by employing these two networks
together accoi.' agl' . To perform sentiment analysis identified with a deep
neural ne’work ~oecifically in the language model, we found that RNNs as an
option for hoolir y layers because pooling only extracts important features while
ignor’.ag th~ others which is in result compromises on evaluation measures.
Conv. lutior 4l layers extract local features since they bound the receptive fields
of (>~ hidden layer. In addition, it has special spatially local correlation by
enfc .ing a local connectivity pattern which is in between neurons of adjacent
layers, which is useful to locate local indications with respect to the class. Bi-




LSTM, GRU and Bi-GRU are the variants of the recurrent neural network,
which is obliging in sequential data processing in texts due to its cap ity to
make use of long-term information, while the convolutional la* ¢. is able to
locate local indicators, regardless their position.

This paper acquaints a join framework distinctively which 1. in be. veen the
recurrent neural network variants such as Bi-LSTM, GR!, a d Bi-GRU and
afterwards connected with the convolutional neural netwo..” 3., shown in figure
1. In our work, aiming for the mapping of features, pre-t ained wurd embedding
using GloVe take as input, which contains windows of var ous lengths and
weights feeds to the recurrent neural network. Hav'’.iy the apilities of RNNs to
learn long-term dependencies, it can be seen as a \ ~~.eser tation of the phrase.
The vyield of the recurrent neural network view.™ as a contribution to the
convolutional neural network and global av-rage roaoling layer. The deep
learning technique that we implement also c.Mpaiatively differs from many
existing methods based on first applying -uiuus weights and length windows
while pooling moves left to right rather thai, in the whole phrase resultant
features in our convolutional model has . 2r uential information. Besides taking
the favourable position of the encoc= fec‘ures which is classified from the
convolutional neural network an” rcapahilities owned by the recurrent neural
network. Keeping in view, we preser.. the sentiment analysis of twitter because
it is an interpersonal interactir= ~ite that is growing with the use of short forms,
and diversity of languages r takes it a more challenging task. Following are the
main contributions of this work.

1. [Initialization of e r.om-.in-specific word embeddings by unsupervised

learning usine GloVe [ 3] which is trained on large twitter corpus.

2. We take the¢ woi' embedding firstly as the input to our deep neural
architectu’ 2 n order to capture the long-term dependencies initially with
RNN mou.' 4tilizing its variants Bi-LSTM, GRU, Bi-GRU.

3. Inthe pre' ious stages, all parameters related to the network along with
the wo, ' em' eddings by utilizing the same architecture, additionally fed
to (he ccavolutional neural network with global average pooling, which
is vapabl . of containing the windows various length and weight for the
generation of the number of feature maps. Results showed that our
archi ecture with few of parameters attains modest results.

7~ rest of this paper is organized as follows. Section 2 proceeded with the
relav> 1 work. The architecture of neural networks for the analysis sentiments is
presenwed in Section 3. While Twitter dataset description is in Section 4. Section




5 contains the procedure of experiments. The discussion is in Secti’.n 6. The
paper is concluded in Section 7.

2. Related Work

The majority of the current work on Twitter sentiment clas. fica..~n can be
clarified in the respect of supervised methods [9,10] which ar_ . asea un training
through linear classifier likewise, in Naive Byes, Supp.t * ector Machine,
Random Forest, Maximum Entropy and logistic regrr..ion udlizing feature
mixtures such as Word N-grams, bag of words, Parts of Spe ch Tagging and
Twitter specific features which are capitalized worr'., emuacon, and hashtags,
however, these methodologies, such as a bag of v or.s la :k with words order
and omit the information about semantics thouy.” wu.u N-gram experiences
information sparsity besides, on account of fea*res ant classes, these classifiers
unfit to share parameters. while lexicon ba.~d wenniques which determine

sentiment polarity of a tweet or sentence b~ Z.coi ..g them from pre-established
dictionaries with weights to recognize their >=ntiment orientations, such as
SentiWordNet [11] whereas in many ca. s ‘. tweet is verifiably connected with
the semantics instead of expressly.
Deep learning strategies are currently scttled in machine learning for the image
and voice recognition accomplishing areat exhibitions. Many techniques have
started to update models for nattiral language processing. It has turned out to be
more typical in various ne.ural le1guage processing applications; awesome
work included word vecte ' repi e itation through neural networks and perform
classification by avoidir 1ta ,k-s" ecific engineering [12]. To represent the word
and real vector and t-, catc.. * vords closeness of two vectors by utilizing the
distance between th:m . *ard embedding by utilizing subsampling of frequent
words but critical w Yandle different parameters like size of training window,
vector and rate ‘dratified with sub-sampling, as a part of [13]. Various
procedures h7ve heen effectively proposed for the task related to sentiment
classification -~.eci'.cally for the semantic modelling, for instance, the
convoluti’.nal n~ural network has multiple layers, positioning latent, dense and
low dimesiona' word vector as input prescribed in [14]. Recursive neural
tensor, whirh represents a sentence as word vector and parses the tree for
comg 'tation of the vector for the purpose of high nodes in the tree utilizing
si~ilar tensor capacity for only the capturing of compositional effects endorsed
in|.%;.

Ancther examination presented in [16] on the classification of the sentence
obtains remarkable results using pre-trained word vector representation




involving the convolutional neural network but low with random init’ alization.
[17,18] investigated text classification and obtains the best outco.ae. for the
sentiment analysis, yet the model is intricate and costly to prepare *.. 'ight ot the
fact that they apply the convolutional neural network to high di.~er .ional text.
Later on, another model which is the same just the replac>men. of high
dimensional vector representation as input to convolutio’.al neural network
concentrating on the extensive text rather on sentences. \"~r qe execution of
sentiment classification based on short texts a new de” p convo,utional neural
network, which deal with limited contextual data i-om cl aracter level to
sentence level by using two convolutional layers pionosed in [19]. For the
representation of the distribution of words a Bi-L T v ne iwork model for the
Japanese language performing sentiment analysis v.hicni 1s capable of handling
syntactic as well as the semantics of text and «!~0 reqt .res the training of POS-
tag data proposed by [20].

A model in light of regularization of L «y-erin-short memory comprising
of linguistics like intensity, polarity, and nega..vity in words to deal with the
sentiment exhibited by focusing on phra.~ '2vel explanation and not relying on
parsing tree structure in sentence exp -..nea Yy [21]. Classification of sentences
that are factual or related to sertimen. made out of a blend of deep neural
networks like long-short-term memo - and CNNs employs different embedding
of linguistics and word2vec bi***+ithout intertwining expensive and deep feature
set introduced in [22]. For the reson identified by the polarity detection in
respect of semantic repr.senta..~.1 of tweets, a random walk layer (RWL)
approach in view of re_rr.nt roncerning tweets that were the post and their
respective network proposeu 'y [23]. To anticipate the valence arousal ratings
for dimensional poc.arity ~lassification of text, comprised of long-short-term
memory and conv ulu ‘onal neural network regional, a model known as regional
CNN-LSTM exu.cing the use of parser for the identification of regions
discussed in I'_4]. A methodology by [25] in the regard twitter based sentiment
characterizatiu. (n Foosting way utilizing an alternate mix of measurements as
meta-leve. feattves in numerous angles, for example, strength, emotion and
factors inu catin’, the polarity identified along-with opinion, which is generated
by se' eral cngoing sentiment classification architectures and resources yet it is
restricted to emotion-oriented features which will in general increase low
ec ..-~tinns of data resultant a poor conclusion characterization since emotions
are \ ' th multidimensional objects while for the classifying tweets is one single
dimensional task which is category based. Numerous Tasks, for example,




characterization of the picture [26] and Recognition of Speech [27] inrwuded the
combination of CNNs and RNNs. A model builds on CNN-RNN fr ¢ v.nturing
sub word information, a high-level feature input arrangeme-.. related to
character level executed by [28] functions admirably only .~ t'.e case of
accessibility of several numbers of classes. Recently a mou~l w..ich uses
independents BD-GRU (Bi-Directional Gated Recurrent Ur.c) \3vers for phrase
Level demonstration and POS with the intention for polariv, <! ssification reply
on reviews of the customers collected from www.’..com with emotional
expression namely hierarchical multi-input and output r.odel (} IMIO) presented
by [29]. For the effective expectation stock prices *.1ygereu with stock market
an inventive work on neural networks dependent ¢~ _onc -short term memory
with embedding layer and automatic encoder resp.-tively to tackle the initial
weight of random selection through the sp.-ializer stock vector which is
equipped with high dimensional historical daw. ~f trie multi-stock by [30]. With
the end goal to watch and foresee user tra; -..uiy with the time coordinating the
emotions of a human with an intellinent fra.nework, a hybrid intelligence
infrastructure-based cloud which use \A'/-AT model) for the enthusiastic
representation of user’s information - teci.nique is utilized by [31] which is
referred to as “genetically optimi~=d aa.otive Fuzzy Logic’’ be that as it may,
conceivable with the conduction ana.’ Zes in broad scale. Additionally, for the
training of many complex mor'-'~ applied to extensive datasets which have been
used unsupervised learnir « throu jh word2vec proposed in [32]. For the
enhancement in the profi_iency -. representation, a model called differential
state framework is emg ay*d b, [33] to hold long-term memory by learning
among moderate anr’ quick .volving information-driven representation. To
propel the exactnecs o1 (e deep learning method for sentiment analysis by
fusing domain kn »w\ dge a methodology by utilizing regression and weighted
cross-entropy as v .raded loss function explored by [34]. Presently, there are
many technio’.es F owever, we are motivated by work effectively done on neural
networks in the  2spr ct of natural language processing proposed in [35] in which
pre-prepe ed u:rsupervised learning of features through GloVe errand of
catching .he coe itents abled with the recurrent structure and development
utiliz’'.1g the convolutional neural network for the text representation by using a
nume. aus cc avolutional and max-pooling layer.

'+ i important that the convolutional neural network utilizing numerous
laye.- can merely learn to extract local features that resided well inside the
conteny, yet it fails to catch the long-term dependencies due to the locality of




the layers; Convolutional and pooling which composes a very de.p neural
network serving with many convolutional layers likewise with th: 1 nath of
input that is straightforwardly corresponding to layers, so the rer .. ent neural
network has the capacities to address this issue through seque. *ia! modelling
which in turns performs better outcomes when the network is -ained through
domain-specific word embedding which incredibly influe ice nn e general
execution of neural networks in numerous viewpoints.. Fov *ae stipulation of
this paper which is concomitant with the necessity of rur work oring into line
with the aforementioned literature with some more inc \nspici ous components

are exhibited in the underneath table.
Table 1: Exhibition of Preferences and Hindrances of Relev. t "_itere ure

Literature

Reviews

Advantages

[91.[10]

With the regard of productive sentence
structure and its
representation, a bag of words or N-
grams models is utilized then traii "uy
through linear classifier on account (*
many supervised methods likew.x in
Naive Byes, Support Vector Machi e,
Random Forest, Maximum Entry,V and
logistic regression.

efficier*

Disadvantages

1 ese methodologies, such as a bag of
lack with words order and omit the
.~formation about semantics though word
*' gram encounters data sparsity besides, on

LR ARSI RV IS

| account of features and classes, these

classifiers unfit to share parameters.

[11]

Lexicon based techr.ques which
determine sentiment pola.‘tv of a tweet
or sentence by checki’.g them .rom pre-
established dictiona: =s ' vith weights to
recognize their se itime:.: rientations,
such as SentiWo aivt

In the case of Lexicon methods, we need to
depend on the nearness lexical features
through we can get the sentiment behaviour
unequivocally while in social media
normally a sentiment in a tweet is implicitly
connected with the semantics.

[12]

Rather than jus depending on an
unlabeled data.~ which is vast in size,
the trainirg ~lgonchm is capable to
discover .~ rd epresentations which
in swir,. to u..eloped NLP tagger for
all the purpo s.

Despite the fact that multilayer neural
system design that can deal with various
NLP assignments with both speed and
exactness, yet needs to avoid task-specific
architecture however much as could be
expected and also exploiting man-made
data features.




Investigated a few expansions of the
skip-gram model that improve both the
nature of the vectors and the training
speed. By subsampling of the incessant

It is crucial with the chices that influence
the execution which ic v nendent to model
architecture, for in<tance, vectors and
training window  cas! re, the rate of sub-

[13] words, we acquire critical speedup and | sampling.
furthermore take in more levelled word
representations. Additionally, a simple
alternative to the hierarchical softmax
called negative sampling is portrayed.
Proposed the system that is skilled to | Use of Multiyle convolutional layers
deal with information sentences of | alongside *he Jse of a few activities
differing length and  prompts | ident’.ied *.*th dynamic pooling is required
feature(element) chart over the sentence | whict, *ien 2le to persuade a feature graph
[14] that is prepared to do expressly catching | that “ares various levelled structure
short and long-run relations. Moreover, | comewh: t like to that in a syntactic parse
autonomous to a parse tree and can be | *ree *’ale it is not tied to virtuously
connected to any dialect demonstrate. | svn.~tic in associations.
The author tended to semantic wora @ Polarity discovery in sentences most likely
spaces in the respect to express *ha | required more extravagant regulated
implication of lengthened articulatic.s ‘ supervised training and evaluation
by catching the compositional i ->2cts ' resources and all the more great models of
proposing another model Titled the | structure towards understanding
[15] Recursive Neural Tensor 'ewvc.K | compositionality in NLP undertakings.
(RNTN) that is outfitted .ith
satisfactorily catching the 1. 2ation for
both positive and negat™ /e expi 2ssions
with an extension 7t dn’>r.nt tree
levels. 4
Introduced a basic r'esiy.> of CNN rather | The main downside related with this model
than numerous layers, and the | it doesn't perform well on random
hypermeter with tu.'ng with the | initialization of words, in any case, can be
utilization of r re-} repared word vectors | enhanced to some degree require more
[16] through u. - Jdpervised leaning | layers, further, by sampling each dimension

accumulatr d remai.:able results in deep
learning ' ‘'.P Tas<s.

so that randomly initialized vectors have the
indistinguishable fluctuation from the pre-
prepared vectors, likewise, model
performance was bad prepared the vectors
as a major aspect CNN Training .




[17],[18]

Proposes a 1D structure specifically a
word arrange of content information for
an exact estimate by applying CNN on
textual data with high-dimension,
which prompts specifically learning to
embed little text regions for the purpose
of characterization.

It was a direct adjustr.ent of CNN from
picture to content, a b7 -,> however requires
a new variety which utilize. bag-of-word
conversion in the onvolution layer.
Besides, an extensi.* which consolidates
various convolutiu.> layers is additionally
required for h’ gher nrecision.

[19]

The arrangement to extricate features
from the character- to sentence level
utilizing convolutional neural networks
in this model including unsupervised
pre-training; to identify nullification
with the viability and commitment of
features identified with a character as
well as sentence level.

The model ex,' ‘ined with the requirement
for featur:s extraction usage of multiple
convolutinal |wyers from words and
senten~25 . I.pective of its size which
requi es *.ci.niques that go beyond bag-of-
words Add donally, to fill the hole of
relevai.: data researched to utilize strategies
u.~t car exploit the prior information
taned vast arrangements of unlabeled

aYalat s It

[20]

This work effectively handles .
unpredictability in  building t."
dictionary and feature resources hv
utilizing a distributed representatior. ot
words with a model which is co..>nosed
of Bi-directional LSTM in a new way
by training the model w.n L. tributed
word representation, fui.~ermo e from
POS label data to har.dle the syntactic
and semantics in the -ext.

This work just spotlights on the superiority

| of sentiment classifier using BiLSTM with

an additional weight on the system via
preparing in two different ways, such as
Distributed and POStag which is then
additionally required to distinguish the
semantic relationship among lexicon and
features.

[21]

This model co.cenu.ted on the
changing conduv.u ~f users towards
opinions, refutetion ana particularly the
words with .nei’ intensity by using
sequential L S1.. s not relying on phrase
level anno’atic 1 anu structure of parsing
tree.

This works as simple as it lacks the
modification scope of words with their
intensity and  refutation,  Although
utilization of bi-directional LSTM through
minimization operator.

[22]

In this work, c<perimentation through
CNN¢ with + STMs which are trained
throngr, *r2’ous sorts of distributional
word reresentations, without joining
an ' cost'y, extensive features for the
~laim categorization can likewise be
ffortlessly  adjusted to  other
en Yeddings to classify the text from
any level (Sentence-Document)

Upgrades will just conceivable with the use
of more extravagant semantic embeddings,
for example, genuine and word sense
embeddings ought to be trained from a
broad corpus additionally requiring the
joining between suggestion predicate
associations.




[23]

Proposed the heterogeneous MSC
recurrent random walk network in a
distinctive way by exploiting both the
users’ posted tweets with social
relations while training end-to-end
through back-propagation method from
scratch.

In contrast to the ruast investigations,
Especially with the usr * recurrent random
walk network learnirn in tris model, Still
exist the issue in ‘ae 1 2gard of microblog
sentiment classifica® in through network
embedding, whic.. exploiting semantic
representatior an.! social circle of the user
connection te en’.ance the precision.

[24]

This paper intends to see steady
numerical characteristics which are in
the form of multiple dimensions, for
example, valence arousal (VA) space
insinuated as sentiment analysis, a
regional CNN-LSTM demonstrates by
means of catching regional information
that exists in articulations with long-

Notwithst .dinn the way that regional CNN
and LSTI 1 antic) yate the VA evaluations of
texts ir 2 gucZ (nanner however with some
hustl's k. first-word vectors from
vorabuiary  through embeddings, then
region.' CNN fabricate text vectors after
tu.~t  jiformation is  consecutively
vorawated crosswise over regions using

term dependencies transversely over { ' €1 1. So a blend is required for Regional

sentences.

“NN and LSTM although still there is a
nacessity to the utilization of a parser to
recognize areas.

[28]

The introduced neural network -w"el
that is a combination of CNNs (na
RNNs alluded as a general e.~oaing
architecture that utilizes both neural
network layers to profic.ent, encode
character inputs with siy~ificar ly less
convolutional layers ¢ sntrasie” with the
typical convolution +rcktec’are which
is not merely drsign ‘o document
classification tac<s ar regular dialect
inputs.

" The proposed model, for the most part,

performs better, in any case, when various
classes are substantial, the preparation
measure is little, and when the quantity of
convolutional layers is set to a few (2-3).

[29]

For the cons.der tion of lexical and
semantic infoi.> ation identified with
emotional 2xp-essiuns HMIO based on
bi-directiva" recurrent neural network
is intre.uced « at is composed of two
Bi-GF U inapendent layers for the
represe, *atic,1 and generation of
se itence  with  parts of Speech
re.nectiv .ly than for the consideration
nf lexical information through attention
"y he output of softmax instigation in
the respect of attention for featuring the
word.

Like the common deep learning models, this
model additionally comprises two layers
which are named as input and output.
Moreover, supporting tags are set in the
central layer to limit the learning of POS,
while the central yields are also viewed as
part of a hidden feature for anticipating
concluding sentiment tag by consolidating
this mentioned embedding layer into the
respective layer for updateable training
further, has to engage independent Bi-GRU
layers by applying for the representation of
the content words and parts of speech.




[30]

For the effective expectation stock
prices triggered with stock market an
inventive work on neural networks
dependent on Long-short term memory
with embedding layer and automatic
encoder respectively to tackle the initial
weight of random selection through the
specialized stock vector which is
equipped with high  dimensional
historical data of the multi-stock.

In spite of the fact that the models
demonstrate by ac'ac‘ing dependable
precision for the uporades to.vards forecast
of stock market pri_es 0 a specific degree,
yet, a few insufficic~ :ies are found in the
part of the contribuan of historical data so
there ought tc oe ~nnsidered to incorporate
a factor ~f textual  information
augmentati~~ on *her stock exchanges.

[31]

With the end goal to watch and foresee
user trajectory with the time
coordinating the emotions of a human
with an intelligent framework, a hybrid
intelligence infrastructure-based cloud
which use (AV-AT model) for the
enthusiastic representation of users
information a technique is utilized by
which is referred to as ‘“genetic~llv
optimized adaptive Fuzzy Logic’ e
that as it may, conceivable w: > the
conduction analyzes in broad scale.

The mode, ‘< cor strained in the necessity for
discre e fo~'ses which ought to be in time
for . e‘timation of the essential
com."nen Of expectation. We have to
demonst.ate a cloud computational
inte,*~r.ice infrastructure  which is fit to
’cowiinate the feeling demonstrating as
' recommended in the model which requires
ex.2nsive  scale  tests  completing
information handling, assumption
‘ examination, and capacity on information
containing one million Facebook clients

[35]

Depp Neural model which inc,.wco 2* >-
prepared unsupervised learniny of
features through Glovs :rand of
catching the contents r:curren ly and
development by  uti.”iny,  the
convolutional neura' ne’work for the
text representation, Fy using
convolutional and max-pooling
operations.

Although the model is effectively retaining
the order of information specifically with
words alongside the managing the issue of
information sparsity, catch more effectively
the relevant information of the sentiment
errand yet it is conceivable of the hidden
layer  which  comprises of three
convolutional and max-pooling layer.

3. The Archir .cture ¢ Neural Network for the Sentiment Classification

In this sec*ar, we will examine the architecture of recurrent neural networks
(RNNs) 7..u con.olutional neural networks (CNNs) for the purpose of
classifica ‘on of ¢ 2ntiments on twitter dataset. We intend to build a single model
of rec' .. ant nicural networks with the convolutional neural network.

Th > recur 2nt neural network has a capability of its own memory cell which
can be uu.iced to process the input in a sequential manner. Being equipped with
its e, this neural network, for sequential information, a word in a sentence
from 1 °ft to right can be observed. In a convolutional neural network, several
layers are used to extract the local features which have significant characteristics




related to many text classification tasks, especially in natural ianguage
processing. A model with the combination of recurrent neural n .tvw.>rk and
convolutional neural network performs better when diverged fror. . ~st models
in which the output of the convolutional neural network over ti ~ c.aracters is
managed as input to the recurrent neural network proposed in |c=1. o the best
of our review, recurrent neural networks with the ability of i"s ¢ ¥n memory can
handle the long-term dependencies and work extremely *v.il on sequential
input, On the other hand, convolutional neural networks . eplaring pooling layer
with global average pooling used for the extraction of i cal fe: tures.

The core idea behind is that the output of toker. will nut only entirely able
to store information on the initial token, additiona:*# stor s the information of
the previous token. RNN layer which will ge. <ernence matrix by word
embedding as input for each token. RNN layei ‘= gener iting a new encoding for
the original input. The output of the RNN laye: .~ then taken into a convolutional
layer which will abstract local features. N™ «c piccisely, the convolutional and
global average pooling layer’s output will be the.> pooled to a smaller dimension
and ultimately output is produced by the ~I-ssitication layer; softmax.

Our proposed model has the suc:..~dii.y portions: Word embedding and
Representation of words as featues. R\ 'N Layer (Bi-LSTM, GRU, Bi-GRU),
Convolutional and (GAP) Global ave.~qe pooling layer and Softmax Output as
shown in figure 1.
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irdre 1: Model Architecture Based on GloVe-RNN-CNN for classification of
sentiments



3.1. Word’s Representation as Feature

The Most recent approach used for the word representation whi _h (~ntains

all words in a given vocabulary are plotted and described as an r < mensional
vector. There are multiple examples of neural networks that em. o' the use of
word embedding to solve problems related to text classificau. [3:, 38, 39].
Unsupervised learning means pre-trained like word2vec, 7510 /e and random
initialization of word embedding are typically drilleu. C,ur experiments
performed word embedding using random initializat’onn and also by using
unsupervised learning GloVe; which is a global log-bi linear 2gression model
used in various models for named entity recogniti., anaiugies of words etc.
Unsupervised learning like GloVe utilizing the wo. 7= oy f nding similar words
for the purpose of representation of the vector. Re,.eseintation of the tweets as
semantic features can be accomplished by ut.:*7ing t} e unsupervised learning
such as GloVe. For the purpose of the traininy ‘/ecwor specialized tools related
to Glove presented in [8] and concerned r. .uei prescribed in [40].
We prepared the GloVe using an extensive . 2-trained corpus containing 2
billion tweets, 27 billion tokens and 1.2 n.l)’on vocabularies. Further, we decide
to interpret the words in a tweet conwv. ing 1 our dataset as a 200-dimensional
vector.

Let "T" for the tweet and for the tu, =ns "m", GloVe produced a table of word
vector W, € R P>V for mappi~.3 nurposes, which is to be used for comparison
related to each token thc prese its in the tweets where “D” represents
dimensions, W, for word /ector « .d for vocabulary “V” is used. Subsequent to
mapping each word "w' ~s v; 7. RP,

The feature vector F, for a twzet "T" concatenated “@” with word embedding
is as per the following:

i, =w; & w; Ow;....0w, 1)

3.2. Recurren. ™ eur’ . Network

Recurr :nt ne*iral networks with the vital idea to utilize the information in a
sequentia, mann .r. In these Networks, a word with a specific time step in the
seque ice is connected. The maximum sequence of the input length in the
resuliont is ' roportionate to the time steps amount. From its name, recurrent
c! 2-" delineates that for a comparable task identified with the component in
the rouping, there is a requirement for the output of the past calculation as it
stores all the calculations in its own particular memory cell. The formal
architecture of the recurrent neural network shown in Figure 2.
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Figure 2: Recurrent Neural N *wor.: “rchitecture
So, tweets containing the set either negafive nr sositive polarity, as feature

vectors subsequent to changing feed as an in. 't which is given to the recurrent
neural network (RNN) layer is given be ow

hSt :f(X.It‘l' I/I,\A\."Q t"1+b) (2)
0; = softmax\’ ns; ) (3)
Where,

e [, Fortime stept, is a. ‘npu’, for the respective word in the sentence that
can function as a 1ot ' vord vector.
e 0, Fortimestedt,. is7.aoutput.

e f: Anon-lincarity “nction such as hyperbolic tangent (tanh) or Rectifier
Linear Ur.at ‘ReLU), however for the first hidden state, typically
initializea .~ all zeroes which are represented by hs_;.

From the abc e f yure, outputs can be seen by the respective time step, however,
relying upor the ~vand this may not be fundamental. In the case of sentiment
detection our gal is to focus on the final output, not with the concern to
recognize >~ ~ularity in every word identified with a specific sentence. In a
recur ent ne.ral network layer, the same case in which there is no requirement
of inpu: wi*’y the respective time step moreover, with hidden state, it is able to
ac.Im amwce sequential information. However, researchers found that greater
imprc /ement in the recurrent neural network can be refined by presenting LSTM
(Long Short-Term Memory Network) Bi-LSTM (Bi-directional LSTM).




3.3. Long-Short Term Memory

It is usually known as “LSTMSs” and designed to deal with th”. 1. a-term
dependency problems. Long-short term memory network car .-dress the
vanishing gradient problem [39] with this layer when it is tr.‘ne’. to utilize
backpropagation with the time. It “LSTM” is composed of thrc. intei..al Gates
that control the stream to and from the memory blocks as she wr in figure 3, how
to optimized hidden states hs; and result R; in the followin,, @ uations:

e Gate Vectors:

i =0(C; . [hse—1, 1] + P;) 4)

o = 0(Cop - [hs¢-1,1t] + Po) ®)

fe =0(Cs . [hse_q, 1] + Pf) (6)
e Adaption:

R, = tanh(Cr. [hS;_q,1:] + Po) (7
e Update State:

Ry =fe* (Re—1 + iy * Xy (8)

hs; = o; * tanh(R;) 9)

From the above C and P represents ce:! p.-ameters; i; , O;, f; are gate vectors
while the sigmoid function is o a. = w.2." vector is I;.

Ry
- gy~
/ ‘.J put . - e

N

Forget Gate

Iy
Figure 3: Long-Short Term Memory Block

3.4. Bidirectional Long-Short Term Memory




In spite of the fact that to deal with sentences which have syntactic .s well as
semantic information, LSTMs is thought to be an appropriate mr. ~dology.
However, its architecture merely relies on the previous context which cai. Ye a
cause of not functioning well in some cases especially in the tex’ cle ssification
tasks where the coming context is additionally imperative in orde. *o understand
the structure. Bidirectional LSTMs has contributed a vital job iri .>'1me, ~us zones
particularly identified with content grouping issues [41, 427 Accu.dingly, bi-
directional LSTM has the ability to capture both cor.ext:, Lr-avious and

upcoming with its two hidden states forward h_s)t and backv. ~rd (IE from the
LSTMs result, it finally produces z by LSTMs by iterat'ng as “ollows.

e Forward Layer:
se=1to ST
e Backward Layer

se= STtol

—_— —

Z = W@ hst +W@ hst + b, (10)

3.5. Gated Recurrent Unit

Gated Recurrent Unit (GRU) is anou.ov variant of Long-short term memory
which is proved to be better the. . ™ Yel which is purely based on regular
LSTMs. Gated Recurrent Unit (GRU) ~as only two gates by consolidating the
input gates and the forget rates nresented in [43,44] when contrasted with
LSTMs which contains thn>= gat's namely input, output and forget gates
respectively. Furthermor ., it conoines the hidden state with the cell state as
shown in figure 4 and the =~ .low .ng equations are used to update the parameters.

u

Figure 4: Gated Recurrent Unit

Tg = O-(Vl/rlt + XT' hS t—l) (11)




ug = O-(M/ult + Xr hS t—l) (12)
E’t = tanh(WIt + X(‘I‘g @ hSt_l, xt)) (l:')l
hSt = (1 - ug) hS t—l) + uQEt (1 ]}

Where ¢ Logistic Sigmoid function, Candidate hidden fayer 1 “presented by h,
,© Element Wise Multiplication, 7; shows reset g.*2 w'ile update gate

representation in u,.

3.6. Bidirectional Gated Recurrent Unit

In the regard of recurrent neural networks, fu - Instar >e, GRU, a bi-directional
gated recurrent unit is another form of long-_~art-term memory architecture,
however, quicker than LSTMs. With the ct, -~y ot the long-short-term memory
for capturing long-term dependencies, the Bi-ai. actional gated recurrent unit is
accused with the ability to store the sequ >r_e of information in both directions
such as previous and upcoming. Nun.~ 2'1s « chievements have been effective in
regard to the sequence of informa*i~n re.ated to both directions in many regions
[45]. Bi-directional recurrent unit pro.ss the sequence not in the same direction
which is then concatenated as .- autput for instance hidden state generated as:

[hs, Uhs,, hs, 'hs,. .....,hs_hs_] (15)
Where arrows demonstr7 e tF e directions of processing.
For the representat’on - th 2 word vector of the specific tweet, the input

sequence of final w'.i.. working not in the same direction. The bi-directional
Gated recurrent mr~'~l is as per the following:

" =hs, [hs, (16)
3.7. Back-Pr ipar,aticn Through Time

In order t-, trair the recurrent neural networks, we employed backpropagation
algorithm = expa :sion which is Backpropagation through time in which error is
dealt *.irough repetitive connection back specifically particularly when we need
to werk wit . time steps utilizing chain rule and error is additionally back-
pr-nanatea by [46]. In this manner, backpropagation through time will be
hely. © .« for recalling data which reside in hidden layer for many time steps that
will be at last equipped for training deep model computationally controllable in
the respect of obtaining the gradients by [47] However, One Critical Issue




related to this is the necessity of an expansive memory utilization to i igest and
recalls data for the various time steps in the hidden layer wrci. causes
computationally an inefficient algorithm for backpropagation .. errors on
RNNs because of settled memory. This triggers the algorithm tc -e-¢ valuate the
state by forward-propagating inputs beginning from the earlie.* stai..ng point
till time t when it (t) has to be reinstated since backpropar ati n occurs in the
reverse time-based direction, in resulting the past forw.- steps cannot be
reprocessed since the shortage of memory. Additionally . recun.ng (t) forward
steps to repeat before back-propagating gradients one-s ep rev' rse which at last
requiring t (t + 1) =2 forward passes to back-propag-..c errors with time (t) steps,
the resultant complexity is O(t2) in time and ¢ "} in ,pace which can be
lessened by storing only hidden states of time pu.~ts ur RNNs for the errors
which need back-propagating fromtimettot-* with " ne usage of internal state
of RNN re-evaluated by executing forward ope.2tion by taking the contribution
of the recently hidden state while the bac. vaiu uperation can pursue instantly
as described by [48]. More insights abrtit the ucage portrayed can be found in
[49].

Recurrent neural networks with rep~aw. g modules consistently made out of
the simple architecture. In any ca.> v, Z.count of Long-short term memory is
not as simple as RNNs because it compr.ses various layers which are interacting
in a particular manner witr two -tates, namely cell state and hidden state,
however, detailed descriptio. n th s above sections. In our work, tweet in the
form of the token will br tre-ied as input to an underlying layer of RNN Layer
BI-LSTM as word emYeu. 'ng 1t has the capability to capture the information
about the (initial) ¢ 1. ~nt token yet, in addition, the previous and upcoming
tokens. After the o'*nut produced by this initial layer, for the extraction of local
features will act s a. input to the convolutional layer. Furthermore, pooled to
global average poon..™ layer resultant the sentiment characterization of tweets
as positive o' ner ativ : with softmax output.

The lorz tern, “.ependencies that exist in the sentence specifically in our
work in he twets, bi-directional gated recurrent (Bi-GRU) unit attempt to
procese *vho.z .nformation which is present in the form of tweets having two
hidde 1 state ‘ectors which are fixed. Bi-directional gated recurrent unit with all
the hiauz~ sates to the arrangement of vector representation, first the outputs
ot .Mis uit given to convolutional neural network and a filter is utilized to link
hidde. states which are in a consecutive way. By global average-pooling layer,
an activity which capitalizes the sentiment features. The features created by




these filters with different sliding window sizes are then linked to t"ie vector
representation of the tweet. To put it plainly, the output of the cc ve ' itional
neural network based on the output produced by the recurrent ¢-...1 unit will
then give to output layer for the classification of tweets correspc ~di.gly.

3.8. Convolutional Neural Network

At first, intended for image recognition, the convolutiona. ne'.ral network was
designed which is clarified in the above sections. Whil-, .1 the _imilar case on
account of deep neural network an enhanced architec ure col \posed with 9 —
layers of convolutional neural network for the ide”...ficauun abnormal breast
(Analyze Macroscale Image) proposed by [50] o. < nall scale MIAS dataset
using the learning of cost-sensitive for balanciny *'hiic (0 deal with extensive
training set by data augmentation a deepen ccmparisc 1 in three phases first in
respect of numerous layers, furthermore .~ thc correlation between the
enactment capacities as rectified linear ... (\cLU) with its variants for
instance, leaky ReLU and parametric ReL.' additionally empowered the
comparison also with pooling techniqu>s .ucn as, average, max , stochastic
including these pooling operations "ase.' on rank, empirically found that
combination of parametric ReL!] wit: the usage of rank-based stochastic
pooling operations admirably on an reviously mentioned methods henceforth
to show signs of improvement execution of CNN, enhances towards the
initiation capacities as leak® rectifit 1 linear the supplanting of common pooling
with rank-based stochasti” pooi.»c.

However, it has turnea ..~ 0 a sersatile model for the wide range of NLP tasks
achieving interesting >titcomes [5,6]. CNNs comprises of various layers in the
terms of convolutinns which are associated along the actuation capacities as
Rectified Linear 'Jnit or tanh, that are connected to the results. In a conventional
Networks depeaden. ~n Neural, the commitment of every neuron associated with
each yield i« th: arcompanying layer which is known as an affine layer.
Converselv tou.”'s convolutional neural network works with various
methodol )gies 1> which utilization of convolutions over the input layer is
utilized to e the outcome with neighbourhood associations, furthermore
each ayer w th many numerous filters along with applied different kernel for the
purposc t~ combination the overall output. While in the case of pooling
oprav ... and training, neural networks specifically CNNs filter size rely on the
task 1 >r which the values to learn. In NLP undertakings, matrix of full words on
which a filter normally slides it implies there is a closeness between the widths




of both the input matrix and with a respective filter yet area size may '.ot be the
equivalent, despite the fact that it comprises of two to five words .n .. sliding
window at some random time. Convolutional neural networks 7.. associated
with the assumptions related to independence between the conce. nec inputs and
their respective outputs. Essentially, word embedding given to o con. dlutional
layer which will then create different filters resulting will le7.n miltiple features
then applied these features sequentially to the differen. i isions of input.
Afterwards, the output is normally pooled to smaller ¢"inensions and later fed
into a coupled layer as explained in [16]. The t oical tructure of the
convolutional neural network explained well in [517 > beneath in figure 5.
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Figure 5: CNN Dist*~~tive Architecture as depicted in [51]
3.8.1. Convolutional Layer

In this layer for the ext act’un ¢ local features, multiple features are utilized.
The following equatic.1 will u=.nonstrate how a filter F; learns feature Map m;
as below:

M = 00 W +b') (17)

Where W rep’ esents wie matrix weight, V. are token vectors, b for bias,

ii+w-1
while the con. tutisnal operation is [ . Furthermore, in a sentence, for the
extractior of Ic al features identified with each window use of same weight
matrices. . 'owe' er, to get sufficient and various features, additionally filters

with "aultip’= lengths along with different weight matrices are utilized.
3.8.2 M.: i-ooling layer, Dropout and Output Layer

Max »ooling layer performs two significant tasks, first discard the values that
are nor- maximal and pick a maximal value, this is the reason with a specific




end goal to deal with the characteristics of the tweet. There is one certainty
which is about the convolutional neural network is over-fitting so 7 cu.>~ept of
dropout layer regularization is essential which is subsequently prr..<e a dense
connection in both max-pooling and convolutional layer propo.~d 1 [52]. For
the ampleness of the convolutional neural network a novel 1..>del .1 remote
sensing image segmentation in the respect of polarimetrir sy thetic aperture
radar [53] comprising of multiple layers; 11 a deep vom olutional neural
network Furthermore, comparing the pooling operatio’.s such «s average and
Max, broadly exhibits to superior to Alex Net on accc'int of salidation. Later
on another model with the correlation between d’«ierent echniques such as
average, max and stochastic pooling on pooling '~.yer ‘or the detection of
alcoholism utilizing data augmentation based on ~anventional convolutional
neural network led with consequence of five c~nvolu ion layers and two fully
connected layers along with stochastic pooliny ‘< bewter than individual pooling
consist of max and average as well in lig: - ur uie fact that such pooling picks
the pooled map reaction by selection after a mui.:nomial dissemination moulded
as of the initiations of particular pooling ar:a |54].

However, with a definite objective ‘w~nt1.*ed in this paper is to interrogate the
computational complexity whether it les. or not, a global average pooling (GAP)
layer while ignore the pad tokens 1. the case of implementing this operation
identified by replacing traditi~~~! max-pooling which is applied to the output
created by a convolutiona’ layer vhich then additionally replaces the fully
connected layer and drorout au. .0 itself a regularizer further, it specifically
coordinates between the me ypir 4 of features and classifications. The one issue
with the fully conne'.ced lay . that hampers the speculation capacity of the
overall network is uver-.*ting on the other hand dropout by [55] inclined to
haphazardly set pJru n of the initiations to the fully connected layers to zero
during training w..~. performed as a regularizer, so Global Average pooling is
persuaded to narage wne speculation capacity and to a great extent forestalls
over-fitting[5u;

In 7 dditic™, In the global average pooling to stay away from the above-
mentionec. nrobl :m does not need any optimization of parameters. In the same
case, e concentrated on the average value related to each feature map, rather
than \ ~cludir g fully connected layers of the specific feature map. The average
v o> ~feach feature map generates a particular value; confidence for every class
and .’ cerwards, the subsequent vector is then inputted straightforwardly into the




softmax function to get the likelihood distribution. The acco.apanying
expression depicts the probability appropriation over analysis of ser.in.cnt.

exp(x;(k,0))
2 o @R (% (k. 0)

Where, x; (k, 0) as average pooling result with a parameter sc* 9 corresponding

to the class j, and class space is represented as x . "-or th¢ minimization of
negative log-probability, a stochastic gradient descent i explo’.ed.

P(i; |k,0) = 1< j<|X) (1

3.8.3 Computationally Convolutional Neural Net vork ", “ost

As of late numerous CNNs involved on expe. ding additional time when
contrasted with as in the recent literature a“aremen ioned in [56] as far as
training and testing. The explanation for the L.~aa vust of computational can be
tended to with the system by taking into e~z ..utions of number factors, for
example, the depth [57,58] and width [59,60, ~f the network which is alluded
with the extent of layers and filters ana *he amalgamation of these two factors
in like manner. Then again the comp. .>tion. ! power can be handle halfway with
hardware prompts additional expense, a. far concern memory issue can likewise
be settled by utilizing the littler size of mini-batch. In our work the architectural
plan, the time cost of the filllv connected layer is not involved resultant
enhancement in 5-8% in the compt ‘ational time, in any case, with convolution
layer, the computational ¢/ st ini .>rr.1 of time can be settled by the accompanying
articulation:
[,

o 2 W, T w1 19)
\ I

Where, convol':tioi..! layer index and the number is depicted by 1., d., while
W, , W, _; i< wir.th #nd input channels with corresponding indexed layer and
fw.c filter lo~gth (e .y lec is a feature map for output.
However comp 'tational cost with time complexity in the aforementioned
expreseisn ....cad of the actual running time relies upon the presented
archi =cture, Jue to its affectability which is depended on the elements of cost of
implemic=*.dons and particularly with the hardware by [61].

Hov. < ver, all the works discussed in this section is on consuming many layers
thus far our work inclines to perform of single convolution layer taking the
global average pooling operation in ignorance with the padding, although it is




considered as deep neural network due to the combination of tv o neural
networks; RNN and CNN but comparatively with less overhrau =nd in
computation.
4. Twitter Data Set Description
Tweets normally composed of scarce meaning, incompic*® ex, essions,
ineffectively organized sentences due to the presence “,r Trequently used
acronym, irregular grammar, and words that are not prese..* i*. the lexicon that
will clearly affect the performance of sentiment classi”icdtion o3 explained in
[62,63]. In our case, the tweets containing the most extr. me ler jth in the dataset
is considered as the settled length for frameworks v.iu1 the craving to unify the
tweets of multiple lengths while padding of zero on ~~.oun of the shorter tweet.
However, for the optimal evaluation of our situa.*2n we choose to pick the
different combination of words identified witi. negatic ns, "#", POS, Emoji and
user mention "@" for the features. A series € pre-processing is required on
tweets so as to reduce redundancy, anor. -ucs> i the miniaturized scale blog
content.
4.1 Preprocessing of Tweets
Even though word embedding is v - ' no, ular to work with the textual frame
of information, there are very generic .>chniques that don’t assume anything
from the given text. Nonetheless, 1. itter is not quite the same as other text
structures like it contains Men*:=ns (@user) and Hashtags (#topic) that can have
an imperative sentiment in ust 14t characters in length, which led numerous
users to utilize shortenir ys in « ' ery casual manner. There are various pre-
processing techniques I ‘en’fier. with tweets some of them we use with the
similar prescribed orc'ar pres. ited in table 1, which empowers confrontational
possessions clarifieu in |11 while the selected datasets along polarity as well
are explained belr w1 Table 2.
Handling Non-t.><.ish words and Unicode
There m'.st k2 a standard form of the tweets so, to clean the dataset at the
initial step we ~ssi ced that the tweets that are not in English and Unicode like
“W018¢ " be ¢ -acuated which were caused miscellanies in the process of
crawling.
Har dling ('ser Mentions and URLS
In ,~~_ral, normally people tweets by mentioning a user with the hashtag
0.'ard @ and numerous tweets are seen with the URL. In our work, we
remc ‘ed the URLS, hashtags and @ however, we assume with the concerned
of this paper, tweets with # and @ have significance related to sentiment. We




used a dictionary with the most frequently used English words ar i tried to
guess the correct split by using the Viterbi algorithm.
Abbreviation Replacement

People used to compose ordinarily casual and self-made si.>*. words via
web-based networking media, particularly on Twitter where the .. *eet length is
restricted because of this reason tweets are complex to ur sers w.™ In order to
interpret the right implications, it is, therefore, necessarv tu ~xpand the short
informal words. For Instance, tc, brb and so forth inste ad of " ke care™ and "be
right back™.

Slang Word Replacement

These are the words which take rapidly activ > va. . «n a particular context
or in a specific network in social media c>rrespor dence. Due to different
structures, classification algorithms often cai.”0t recognize them. We created
a compressive list of slang words and the - 1urmai replacements, for example,
“F2F” for Face to Face and “SP” fc - Snonscored. We utilized the acronym
dictionary Internet Slang Dict presenteu ¥ 1 [65].

Removal & Replacement of Numbe »

Numbers do not contain any ... nt so we need to remove and replace
the numbers in order to refine our dataset, For example, exceln8 to "Excellent"
and 2good to “too good” :tc. 1.is is the inspiration driving why this pre-
processing technique insnecw. ™ af er slang word replacement.

Emoji & Emoticons Reolar ement

Likewise, short #.1d inio* aal words, people used to express their attention
by using emoji, that co'ld contain some polarize information for sentiment
analysis. We usr a1 gular expression to find the emoji and replace them with
positive and nega:* /e words respectively by using an emoticon dictionary [66].
Contractior Rer acement

It is obvious :2 1 se common contractions in English by users on social media
like I'm We've Weren't, isn't and so forth, so there is an emergency to replace
the contra **~1,s resultant prescribed contractions as” I am”, "we have", "were
not' and" 1. not" respectively. Moreover, if it does not in this way, each token
for "1 . .u "m" created for I'm and So on. We handle this by utilizing Tweet-
NP (6/].




Reappearances Handling/ Replacement

Users use lots of punctuation to express their feelings, interest v social
media, so most likely to contain sentiment information, For . tance, we
replace’”’ with continuing and !!! with excitement and ??? with '* 4ency. This
replacement is quite necessary before to deal with punctuation
Handling Negations with Antonyms Replacement

This pre-processing technique identified with the tnu.'al approach in
which we look up in every tweet for the negation wor Is and "ereafter change
it into its antonym. For Instance, “not good enough” wi.. . replaced with the
word “Satisfactory”. In Addition, we use wordne fo- chi task.
Dealing with Punctuation

Due to a limitation in tweets length, the i."nortan :e of punctuation marks,
plays a quite interesting role in the sentimei.: anaiysis. For the most part, an
exclamation mark represents somethir, w r1ocus while inverted commas
depict something new or important, <~ 2 cauuous thought ought to be taken
keeping in mind the end goal to acknow. " dge while removing the punctuation
this can prompt to the accuracy of tr.~ . "eets characterization.
Remove Stopwords

There is a chance of Function woras in a tweet with a high recurrence which
does not derive any sentin ent ai. 1 subsequently is not valuable features. By
utilizing the natural lanruay. tor (kit (NLTK) stopwords list for removal of
these sorts of words.
Handling Lowercasi ig

People use to :xpi s their feelings in the way they want, for example,
usage of capita’ wi. rds which sometimes infer the importance or intensity
related to the top.~ like OHH, HA HA etc. Moreover, we detect these words
up to the ce cair limit of characters because to handle the lower case first we
need to pre-pi~ec s the capitalized words, then lowercasing the words which
are mer (ed bei. g the same words eventually diminish the dimensionality.
Prolorged ‘"~ ds Replacement

Chese \ 'ords identified with the casual composition style which is utilized
as a pa. . -+ Web-based life these days such us okaaaaaaay, byeeee, muccch etc.
1. c2crease these words with their unique words with the end goal of not
treati g them diverse words which will enhance the quality of the dataset,




however, these types of words are typically dismissed due tc the low
occurrence.
Spelling Correction

Today, every user, tweets by using cell phones, it is possi.'~ (0 type the
words with wrong or incorrectly spelt, we utilized “Typo Corpu.” wnich lists
the most common typo to recover the words.
Part of Speech Tagging

It clarifies how the word used in a sentence and enc burage. us to understand
the structure of the sentence, ordinarily tweets are ir imc~ . grammar, so the
explanation of this is to disregard the parts in the t ver s tt at do not contain any
sentiment, however, in our case we just engageu 2rb., adverbs and noun.
Lemmatization and Stemming

Lemmatization is the process of groupn.2 toyether words which are in
modified form to analyze as a single iterr, v 1s recognized by lemma whereas
stemming, is the process of removing -~ endinys of the words to perceive their
root. By doing this, comprehend nume. ~Js words that are merged and their
dimensionality is additionally lessencq.

Table 2: Twitter's Pre-Processing 1.~hniyues in the prescribed manner [64]

Sequence Techniques

1 Han .linr; Noh-Eninsh words and Unicode
2 H inar. 2 'sser Mentions and URLS
3 Aby 2viation Replacement
4 ¢ lang Word Replacement
5 ~ Pamoval and Replacement of Numbers
6  "-moji Translation
( Contraction Replacement
C Reappearance Handling/Replacement

| 9 Handling Negations and Antonyms Replacement
LU Dealing with Punctuations

1 Stopwords Replacement

12 Handling lowercasing




13 Orthographic Words Replacements

14 Spelling correction
15 Parts of Speech Tagging
16 Lemmatization and Stemming

5. Experimentation
Keeping in mind the end goal to precisely assess our prou0seu :achniques, we
test the system on the accompanying datasets.

5.1. Selected Datasets

1)

2)

3)

Stanford Twitter Sentiment Corpus? with 1. Mill?on tweets taken from
[68] set apart as positive and negative. To .~ocure two test datasets,
unified modelling is utilized, STSC-4k ~nd L>TSC-1.5K having 4000
and 1500 tweets individually. Althougn *he dataset is not substantial,
despite this has been pragmatic in \.'merous fields illuminated in [9],
[61], [62], [25], [69], [70].

Sentiment strength twitter test® da." 1set developed by [71] contains the
aggregate number of tweets is 1.-'? out of which 1252 are positive and
1037 are negative, whicl, v 2%, whatever is left of the tweets are
named as neutral or irrelevant a. done in [72].

In March 2010, this d «ase. ~ontaining tweets with #hcr" constructed by
crawling as explaineu in [77 |. This dataset contains a third type of label
that is neutral otter t3an rositive and Negative by manual annotation.
However, in our > .oer we utilized 163 positives and 536 negatives
labelled out _€ total 839 tweets in (HCR) Health Care reform test
dataset*, decnite the fact associated with the time of its crawling it is
being intr ma'.y researcher's recent consideration in [74], [75], as shown
in table 3 wi.~ respective polarities.

“http://help.sentiment140.com/for-students
3http://sentistrength.wlv.ac.uk
*http://bitbucket.org/speriosu/updown




Table 3: Twitter's dataset along Tweet's Polarity

Datasets Total Tweets  Positive Tweets "eey tive Tweets
STSC-4K 4000 2000 2000
STSC-1.5K 1500 750 750
SS-TDS 4242 1252 1037
HCR-TDS 839 83 536
5.2. Baseline

In this section, only for reference . ntitied with the recurrent neural
network and the convolutional neural ~~hwork evaluation, we at first depict
baseline models, which are long sho.t erm memory (Bi-LSTM), gated
recurrent unit (GRU), Bi-directional ‘') and convolutional neural network
model tested with random ir':2'izaon and also trained with GloVe
respectively. By then we show how we >xpand these baseline models, by joining
RNN layer on its variants wit*. <: 'N (refers to Bi-LSTM-CNN, GRU-CNN, Bi-
GRU-CNN) exploring diff.ent av 2nues regarding random initialization and
also trained with GloVe rach mou:l individually as shown in table 4,5,6 and 7.

Table 4: "aseline .Methods with Random Initialization

3as:line Narrative
Rand-Bi-LSTw
Rand-GR!sy Methods with random initialization
Rand-Bi-Gk'

Rand-C NN




Table 5: Baseline Methods Using Pre-Trained Word Vectr. G yVe

Baseline “worrau se
GloVe- Bi-LSTM
GloVe-GRU Methods .3ing pre-trained vectors
GloVe-Bi-GRU from Gl Ve

GloVe-CNN

Table 6: Proposed Methods with Ra: Aom 'ni”alization

Proposed Narrative

Rand- Bi-LSTM -CNN
~"ethods with random initialization,
Rand-GRU-CNN pi-LSTM, GRU, Bi-GRU with

. —  CNN
Rand-Bi-GRU-CNN

Table 7: Proposed Methods Using Pre-Trained Word Vector GloVe

Propos.d Narrative

GloVe- Bi-LSTM - N\
GloVe-GRU-CN.,!

Methods using pre-trained vectors
from GloVe, Bi-LSTM, GRU, Bi-

GloVe-Bi-GPR J-.>JNN GRU with CNN

5.3. Experim. nt7« Se’up

When e built up our model, we have to dissect our selected datasets into
word emvL~ddinr, and feature vectors that will be continued to test different
situat’ons tc locate the best parameter. Our early experimentation entailed in
assess.nqg th: best parameter incorporates the embedding dimension, epoch,
be o, 27, filter windows and learning rate.

I a Neural Network, we can train with the mini batches (also called batches)
of multiple training cases at once, which permit to diminish the substantial



dataset into smaller portions. Sometimes accuracy and number of 'iyers are
straightforwardly relative which implies with the expansion of the nu. ~her of
layers tends to expand the precision, much of the time, with the ex ansion of
the number layers, accuracy descent drastically which referred .- Vanishing
Gradient Problem” [38]. Surely the computational executiov,. tending to
diminish with an expansion in the extent of the single hidc'2n | .y.~ it does not
have any impact on the accuracy of the neural network mou~!. In case if we
have too little-hidden layer will be a cause of damagin j the p. rformance when
feature expected to be as input. In the respect of o' sti.~*..e, one layer with
respect of convolution layers is utilized also a ficld .ize of (3,3,5) while the
dimensions related to hidden state is considereu » be 128. Over each batch,
global average pooling is connected, for the n~urpose of keeping the average
output of vectors concerning each word (tin.c step) Furthermore, the output
identified with previous operations are ad.. wnaily concatenated.

In our Experiments, same pre-pro~~<cing s.eps performed to the selected
datasets and for the best appraisal of o.* model and in the wake of testing
various mixes of windows filter, sev 1 ‘< observed to be the ideal decision.
Moreover, a batch size as 256, .;'wui2 "'emain between 10 to 50 for all the
datasets and the learning rate to 0.01, huwever, for the baseline models dropout
was set at 0.5 to regularize t'iem. \*/hile going on a series of experiments, it is
likewise seen that in the con.~luional layer for the better performance the
activated function hyperooli. ReLu is found to be the best under our nature of
work.

5.4. Empirical Resu'¢ an Analysis

The assessmer. m. tric of our experimental work for the purpose of sentiment
classification is u.~> accuracy as appeared in table 8 which incorporates the
accuracy of cur ¢ itasets. We tested a progression of work in view of baseline
methods which .~ prise each model with random initialization and also with
pre-traine d wor.' vector for our reference in order to make a competitive
comparicor, >~*.veen them. However, we did our best to the proposed model that
consists of 1 e joint framework of baseline methods also tested with random
initializain and pre-trained word vector using GloVe with the intent to
col 07 (e the best accuracy.




Table 8: Baseline Methods Accuracy with Random Initializatiu.” ©.1 datasets

Accuracy / %

Methods STSC-4K  STSC-1.5K SS-TDS ~ 4CR-TDS  Average
Rand- Bi-LSTM 72.93 74.81 81.95 76.40 76.52
Rand-GRU 74.26 75.69 7.0 81.11 75.75
Rand-Bi-GRU 79.81 75.11 80.6." 77.24 78.21
Rand-CNN 66.71 65.30 71.07 69.87 68.23

Table 9: Baseline Methods Accurac', “'siny nre-Trained Word Vector GloVe
on datasets

Accuracy / %

Methods STSC-4K  STS™-1.5K SS-TDS  HCR-TDS  Average
GloVe- Bi-LSTM 78.21 14.79 80.24 81.63 78.71
GloVe-GRU 80.0 5 - 7710 79.21 81.39 79.44
GloVe-Bi-GRU 9.9 81.97 81.28 80.11 80.61

GloVe-CNN ©70.54 72.42 71.69 69.35 71.07




Table 10: Comparison based on Proposed Method's Accuracy Usinc Random
Initialization and Using Pre-trained word vector GloVe with the joint ar” i..~cture of

Recurrent Neural Network and Convolutional Neural Network on Datas~t<

Accuracy/ %

Methods STSC-4K  STSC-15K  SS-TOUS ~ 1{CR-TDS  Average

Rand- Bi-LSTM -CNN 80.41 82.14 £5.02 79.91 81.99
Rand-GRU-CNN 84.67 85.60 82.2" 80.11 83.24
Rand-Bi-GRU-CNN 85.29 86.63 8346 81.55 84.23
GloVe- Bi-LSTM-CNN 85.92 87.60 32.79 88.72 86.25
GloVe-GRU-CNN 86.51 83 FR 89.46 84.91 86.10
GloVe-Bi-GRU-CNN 90.59 il 85.59 86.98 87.58
GloVe-DCNN[76] 87.62 - 81.36 - -

SCNN-CHAR[19] 86.4 — - - -

RNN[15] 82.4 - ] i ;

The average accuracy < ¢ G.0V'.-Bi-GRU-CNN is 87.58% as compared with
Rand-Bi-GRU-CNN which 1. 84.23%, while the other method’s accuracy by
using GloVe-GRU-CNN, CloVe- Bi-LSTM-CNN is at 86.10% and 86.25% as
compared with P ind- SRU-CNN, Rand- Bi-LSTM-CNN which are 83.24% and
81.99% resper.ively «> shown in figure 6 and in table 10. With the end goal of
accuracy in v, of *.1e individual dataset, GloVe-Bi-GRU-CNN accomplishes
the most :levat~d change in the precision is 90.59% on a dataset STSC-4K,
while Glo .’e-GF.U-CNN and GloVe- Bi-LSTM-CNN with 89.46% on SS-TDS
and € 3.72% on HCR-TDS as shown in figure 7. While in the baseline method
for the .~~* accuracy is found in 81.97% by GloVe-BiGRU on STSC-1.5K as
cor.’n7 cea with Rand-Bi-GRU which is 80.69% on SS-TDS can be seen in table
8 and « respectively also depicted in figure 8.
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Figure 6: Comparative analysi. >f av *rage accuracy using random
initialization and Glove on the L aseline and proposed methods.
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6. Discussion

From the above results, we are pre.~ntly ready to assess the models that are
set up by utilizing GloVe effe .uv o'y to accomplish the preferred execution over
the models that are not pre- :vained for the sentiment task on selected corpora.
Further, pre-training utili .in¢ Giu /e learning on the dataset, particularly when
managing with large corp ‘< rela’ed to tweets comparatively effective for finding
the words which are f the sa.ne sort which is then used for the semantic and
the information in regards  the sentiment that dwell in the middle of words of
the tweets Likew se, 1e issue of Semantic sparsity with expansive corpora can
be unravelled tn a s, cific degree by utilizing pre-trained vectors GloVe. In this
paper, our ey plor atory work performs precisely when our architecture gets a
sentence level .~ature representation using pre-trained GloVe, RNN Layer
being (Bi-LSTN GRU, Bi-GRU) and CNNs along with GAP by maintaining
error prop.atir ¢ extracts local features of the input given by the RNN layer so
as to :hoos features from the tweets which have the sentiments for enhancing
the pe. form-.nce of the classification. Furthermore, the assessment grids, such
as +uu. .27y or precision of the model in the respect of deep learning not simply
relyn 1 on classifiers but rather several elements like vanishing the gradients,




feature extractors, especially dataset and its size because still, it i< an open
research to locate the model that fits on all sort of datasets.

Moreover, numerous procedures for the development of the r_.-esentation
of sentences vigorously depended upon tree structure using r.~ur-.tve neural
networks as explained in relevant literature [4], [15] shows tin.. ~on.lexity of
O(n?);ndenominates as text length, which is tedious r.a ¢~rount of long
sentences, so these systems are not reasonable. In Contra.: a model on text
based on words using recurrent neural Network with a J(n) t:me complexity in

a fixed size hidden layer by [77] of all previous text, wh.~h ic advantageous for
the contextual information henceforth towards lrng ~..*ences yet biased to
concentrate later words rather to prior words that car at last trade off on
viability.

In the case of numerous NLP undertakines i har ule previously mentioned
issue related to biased and with time complexitv . ~nvolutional neural networks
with max pooling layer, turns out to be sucu>ssful to oversee discriminative in
contextual as well as incarceration the sc.. ~~tic information as compared to
recurrent and recursive neural netwrrk ye needs to use modest convolutional
kernels which is vital to the span ¢€ v."ndow that may take the model to
relinquishment of some basic data .. indow is little, though huge parameter
space as the window measure which is 1.uge to train as introduced by [12], [14].
Intentionally , to manage the com, utational cost in term of time complexity in
the aforementioned studies p, ~hler in a manner by relating RNN variants such
as Bi-LSTM,GRU, Bi-C RU riggered activated with less noise accordingly for
contextual informatior ca, trirg and hold a larger scope of the word ordering
in noteworthy de¢ .~ when learning with GloVe word representation
Secondly, we empl~v convuiutional neural network in a global average-pooling
operation which unf voidably chooses the features with a key role for the
classification ¢ tex. *2 internment the text which is generally significant. By
combining t -0 rzure’ networks, utilizes the advantage of both neural models;
recurrent ~.3 coi. Jlutional and exhibits a time complexity O(n) since the

overall mdel is ( cascade of the two neural networks, in this manner, the time
comp!.Aity ur uur model is as examined which is straightly connected with the
degre 2 of thi text dimension as compared with [15] where the computational
ceetis U1“) and reported training is 2 to 5 hours though for the situation is

goir.~ (o0 a few minutes by utilizing single string machine.
The Hybrid neural model with the regard of this paper, a few specialists
endeavour to consolidate the upsides of CNN and RNN. [6] extricate local and




global features by utilizing described neural networks independently. At firstly
modelling of sentences by RNN [78], and after that utilization CN'¢ . 7et the
representation of sentences while [79] supplant convolutior “‘ters with
profound RNN variants; LSTM. The fundamental contrasts in ~ur work with
them contained in the way like, they see their models as CNix 2nd _zt a little
window size of 3, while we propose to utilize an alternate * vin Inw estimate as
little window estimate influences the model to lose the cap. it to capture long-
term dependencies Furthermore, we use global averagr pooling, however, not
mean pooling, in light of the fact that worldwide t.is poc ing is better in
position-invariance maintaining [80]. Strangely, rumbining RNN and CNN
with this particular pooling into a solitary system .i¥_wis . seemed to enhance
precision. In spite of the fact that the contention wa. maue that the CNN models
accomplish the best precision for their nu..her of parameters, the joined
structures outflanked every single other mul=l un unadulterated exactness
scores. Further, we can observe our moc - caccuuon if there should arise an
occurrence of expansive datasets on the accor.nanying situations particularly
with this work as the word embeddir.xs are pre-prepared on a lot bigger
unannotated corpora [8] to accomyw.ch Latter speculation given the small
amount of training data since thes~ are t\1e-tuned during training to enhance the
performance of classification by bre>king down its semantic properties as it
identifies with larger dimensi~=~ can give a predominant execution, utilizing it
as a feature and to initialize eural r 2tworks in various perspectives like corpus
domain which could reall, comp>' e to corpus size after that, training on a huge
corpus, for the most par._erianc zs the nature of word embeddings, and training
on an in-domain cc.pus c.. fundamentally enhance the nature of word
embeddings for a partic.'ar errand whereas faster models give an adequate
performance muc’( 0. the time, on the other hand on the bases training corpus
which is of large .v.ent more unpredictable models can be utilized, while the
early stoppinr, meric 10r repeating ought to depend on the enlargement set of
the anticipateu - 1de’ caking as divergent to the validation loss related to training
embeddir 4. In reural language models, training on large corpora depicts the
training ti.ne, ra‘ner than the training data which is the principal factor that is
for th . cons*raining the performance. Training time in this way to be considered
while expar ding the limit so large training sets and a fixed training time
ir . 2'~e competition between slower models with greater limit and observing
mot. Jaining data. Scaling the training to expansive datasets can significantly
affect perplexity, notwithstanding when data from the appropriation of intrigue




is small. Our target here is to choose the association as far as neural aetworks
size in term of training time, hidden layers, region size, filter sele.tic> word
error rate, and last but not least, the size of the training set when t'.. = are large
datasets. In our case, the network design is relatively modest as . <in 4le layer of
RNN is enough to hold long-term dependencies especially wi.> the .2gard of
this paper its variants Bi-LSTM, GRU, Bi-GRU along with .ne CNNs with one
convolutional layer using global average pooling replacing *h . fully connected
layer and dropout loads on network , up to this point, <, nchronuus increments
to the size of the training set tend to improve the pe.formar ce of the neural
network; as such, more data helps, requires more paameters to be trained. We
keep on being surprised even a simple archi.>~dare works fills in and
additionally for the complex undertakings. Anc*her part of research can
likewise centre around the examination of la. e data by applying two neural
networks due to the number of neurons and ti.. nurnoer of hidden layers in the
network that can also directly influence €. ~cuuuni in light of the fact that few
layers can process quicker than a majer one. =/ and large, the number of the
hidden layer can expand the exactness ¥ "earning. Be that as it may, it will
influence the learning time considera ' mc e than a little layer. Consequently,
our proposed strategy enables the neura: network to learn bigger informational
collections the precision is practican. * identical to the network trained by the
large data corpus while the tr2*=*ng time is drastically diminished.

Our experiments support ni nerous key discoveries for the viable execution of
neural networks in the rvent * fittle, medium and also substantial(Large)
datasets. (i)Evaluation ¢ D ume n Specific Word Embeddings (ii) RNNs with
CNNs utilizing Glob 4l Ave.:ge pooling give corresponding data to content
characterization errinds. "*’hich design performs better relies upon the fact that
it is so vital to s:mdntically comprehend the entire task. (iii) Learning rate
changes executio:. ~ :nerally easily, while changes to the hidden size and batch
size result in  xte’.sive variances.

The per,> me', outcomes in table 10 obviously depicts comparison with
the prese «ly proposed methodologies based on neural networks that our
proposed archite .ture is brought about in accumulating the effective accuracy
which .. eruer better or equivalent for the task identified with sentiment
analy sis in r 1merous perspectives , such as, joint architecture yet simple and
prosper *~ vy diminishing the dense connection created by convolutional layer
in -esp cu. number of layers and parameters as far as, in terms of parameter
tunin_ relying on the capabilities of recurrent neural networks. Moreover, there
is a considerable measure of tunable hyper-parameters associated with in deep




learning, tuning numerous hyper-parameters in the meantime can be
exceptionally costly, particularly when the datasets are expansive. ~ 1.." again,
settling hyper-parameters over all datasets and models wou!? not Le a
reasonable methodology in our examination in light of the fact t'.at t'.e datasets
and model structures are altogether different and hence may r~aun. altogether
different hyper-parameter settings. Following figures in this cactiv.” exhibit the
convergence of the accuracy in the part of comparing the ¢ rve® 1. >resenting to
the exactness on a particular dataset which attains the max. \um accuracy of
both training and testing set in our deep neural netwo’ < whi~h prescribes that
the model is not overfitting exorbitantly. Further, we ca likew se find in figures
(9-14) that our proposed network converges aftr. abou. the recommended
number of epochs, and its accuracy is then consistet n th e test corpus.
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7. Conclur.cn

Althot gh CN Ns extracts higher level features, so as to capture long-term
depenr'_iicies, 1t requires numerous layers. This will a cause of very deep
netw. rk tha contains the excessive number of convolutional layers. To
overcon.. «1is problem, in this paper, we abridged our work with a new, simple
anc ef.icient framework that is a joint architecture between the RNNs variants
which will capture long-term dependencies and reduces the loss of local
information with CNNs utilizing global average pooling that replaces the fully




connected layer. Briefly, we use pre-trained word vectors using ‘sloVe to
represent a feature vector of the tweet, then fed it to the recurrent net’. ar .>~twork
which learns the long-term dependencies, afterwards inputs to ~...>volutional
and global average pooling layer for the purpose of retaining thr relational
sequence and local features in the tweet to perform sentiment a ~lvsi..

Our methodology shows reliable classification acrurasv on various
benchmark datasets and illustrated that it is conceiva.'= © utilize small
architecture despite the fact of joint architecture .. better classification
accuracy. This empowers approaching researchers ‘o furter explore the
proposed methods to the highest degrees in ma'.y areas such as machine
translation, information retrieval and many other ~r tice ions, particularly in
natural language processing. Finally, we conu:''de that the architecture
composed with RNN layer and CNN on the t.;» of pr -trained word vectors in
a mentioned manner reveals reliable outcoi.”=s as compared with random
initialization for the classification of sentt. <> un Twitter.
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Research Highlights

Convolutional Neural Network utilizes many layers learn to extract local features.
Recurrent Neural Network abled to catch the long-term dependencies in single . yer.
GloVe domain-specific word embedding capably to realize the executic - of models.
It engages one layer RNN and one convolutional layer with glob .l a»~-aae pooling.

Joint architecture for the sentiment analysis on small, mediur. and larye datasets.



