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Abstract

Important changes have characteris d . “search and knowledge production in
recent decades. These change: .. ~<< ciated with developments in informa-
tion technologies and infrastructu. <. The processes characterising research
and knowledge production are changing through the digitalization of sci-
ence, the virtualisation r: resea ‘ch communities and networks, the offering
of underlying systems an servi .es by infrastructures. This paper gives an
overview of gCube, a .oftware system promoting elastic and seamless access
to research assets (c ta. serv ces, computing) across the boundaries of insti-
tutions, discipline: ana , * viders to favour collaboration-oriented research
tasks. gCube’s .. hmnology is primarily conceived to enable Hybrid Data
Infrastructures facilitai.1g the dynamic definition and operation of Virtual
Research Ent ron nents. To this end, it offers a comprehensive set of data
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management commodities on various types of data and a .ich .., of “medi-
ators” to interface well-established Infrastructures and Inic mation Systems
from various domains. Its effectiveness has been p oved hy operating the
D4Science.org infrastructure and serving concrete, multidi ciplinary, chal-
lenging, and large scale scenarios.

Keywords: Virtual Research Environments, So ial .Net orking, Science
Gateway

1. Introduction

Research and knowledge production - acuces have been changed in recent
decades [1, 2]. These changes are inducea “v developments in information
technologies and infrastructures. T.= «. .. ses are impacting the whole re-
search lifecycle — from data collection « - .d curation to analysis, visualisation
and publishing. Science is digita. ~llaoorative and multidisciplinary, re-
search communities are dynamically ~ggregated, working environments con-
ceived to support research tass. are virtual, heterogeneous and networked
across the boundaries of research performing organisations. Scientists are
thus asking for integrated cuv.-onments providing themselves with seamless
access to data, software services and computing resources they need in per-
forming their research - ctivi. s .ndependently of organisational and technical
barriers. In these se’ ¢ing ,, anproaches based on ad-hoc and “from scratch”
development of the ¢. 1sag:d supporting environments are neither viable
(e.g. high “time t - market ) nor sustainable (e.g. technological obsolescence
risk).

The as-a-_/ . ‘ce delivery model promoted by the Cloud computing [3, 4]
is a suitable nod .| for providing scientists with the services, infrastructures
and envirommen. - they are expecting [5]. This model consists in services (a)
delivered over the [nternet rather than provided locally or on-site and (b)
managed .- pre essional and dedicated providers rather than the primary
consu.ers. 1.8 model makes it possible (i) for the service provider, to
lever ge ecor »mies of scale to keep developments and operational costs low;
(4) for “he < rvice consumer, to acquire the services and the capacity needed
i". an e'astic way. The presence of services delivered with the as-a-Service
¢ livery model is potentially reducing the efforts and costs needed to im-
plen.c..o research supporting environments yet it is not nullifying neither the
et 1w nor the costs. Depending on the typologies of service(s) that are made




available by service providers, scientists might be request’ d te .m'ement and
operate on their own what is missing to get the research su, ~orting environ-
ment they need. In practice, there might be a functi .nal mismatch between
scientists’ expectations and service providers’ offerir. vs. For nstance, in the
case of Infrastructure-as-a-Service, scientists (actally, “-_anical staff sup-
porting them) are supported in the creation of virt» . machines (compute,
storage, networking) yet they have to install ana config .re on their own the
software they need.

The consumption of the available service~ and th. ir exploitation to realise
the scientific workflows should be an eas;, tasn ** .t does not require extra
skills nor distract effort from the pure scienti.  investigation (long learning
curves, “entry barriers”). Science Gate. 2vs (SGs) [6] and Virtual Research
Environments (VREs) [7] have been nroposc ' to close the gap between ser-
vice providers’ offerings and scientific ~or auunities’ expectations. Very often
SGs / VREs are ad-hoc portals "nilt » serve the needs of a specific com-
munity only. The development ot ~u " environments aiming at facilitating
scientists tasks is challenging “~m th - system engineering perspective. Sev-
eral technologies and skills are n.~ded [8, 9]. Moreover, (a) people having
the requested expertise (mainly expertise related with IT) are not always
available in the scientific _onte. ‘s calling for VREs, and (b) technology is in
continuous evolution thu. offerir ; new opportunities for implementing exist-
ing facilities in innova’ ive wa, - or integrating innovative facilities in existing
VRESs. This should csco wrag scientific communities from building their own
solutions. Rather i, sho 1d uggest them to outsource the task of developing
and operating V:. -al Research Environments to providers delivering them
with the as-a-Service 1..~del.

This pape g es an overview of gCube!. gCube is a software system
specifically ¢ nce.ved to enable the creation and operation of an innovative
typology c¢. e-Inw. structures, i.e. Hybrid Data Infrastructures, that by ag-
gregatine a w :alth of resources from other infrastructures offers cutting-edge
Virtual Re. ~rc! Environments as-a-Service. gCube complements the offer-
ings . the rggregated infrastructures by implementing a comprehensive set
of va 1e-add¢ d services supporting the entire data management lifecycle in
acc~rda..  with collaborative, user friendly, and Open Science compliant
I ractice.  gCube supports the D4Science.org infrastructure that hosts hun-

' ““ube Software System website www.gcube-system.org




dreds Virtual Research Environments to serve the biologi al,  co. gical, envi-
ronmental, social mining and humanities communities woi. -wide.? Overall,
the VREs are connecting more than 6000 scientists sr.ead 2!l over the world.

2. gCube System Overview

In order to offer VREs as-a-Service, the gCub . Lyste a1 has been designed
according to a number of guiding principles des. “ibeu pelow.

Component orientation. gCube is primarily « -oanis :d in a number of phys-

-y

ically distributed and networked services. . ™ese services offer functionality
that can be combined together. In »7''I_. it consists of (a) auxiliary
components (software libraries) supportin, service development, service-to-
service integration, and service cap. u..l' '~ extension, and (b) components
dedicated to realise user interfaces (p..ets) facilitating the exploitation of

one or more services.

Autonomic behaviour. Some « -..;~ 1ts are dedicated to manage the op-
eration of a gCube-based infrastru.“ure and its constituents, e.g. automatic
(un-)deployment, relocatior replication. These components realise a mid-
dleware providing the re alting ‘nfrastructure with an autonomic behaviour
that reduces its deployme. * anc operation costs.

Openness. gCube svopli' s a set of generic frameworks supporting data col-
lection, storage, lirking tre isformation, curation, annotation, indexing and
discovery, publisl .~ and snaring. These frameworks are oriented to capture
the needs of diverse ay ~lication domains through their rich adaptation and
customisation cay abilities [10].

System of Syste. ~s. gCube includes components realising a rich array of me-
diator se'vice. for interfacing with existing “systems” and their enabling
technolog. *« .ncl ding middlewares for distributed computing (e.g. EMI [11]),
cloud “_.g. Glo: as [12], OCCI [13]) and data repositories (e.g. OAI-PMH [14],
SDM X [15], DGC WP*3.). Via these mediator services, the storage facili-

2The ‘ist of supported VREs is evolving and it is always available at
h *ps:// ervices.d4science.org/explore.

“Upol  Geospatial  Consortium  Standards and  Supporting  Documents
nv . ‘/www.opengeospatial.org/standards




ties, processing facilities and data resources of externa' infr su. .ctures are
conceptually unified to become gCube resources.

Policy-driven resources sharing. gCube manages a 1 'source pace where (a)
resources include gCube-based services as well as thii ' nar’'y ones, software
libraries, portlets and data repositories, (b) resc.arces ~xploitation and visi-
bility is controlled by policies realising a number ~* over ay sets on the same
resource space. This approach is key to have « Aexi’l¢ and dynamic mech-
anism for VRE creation, since VREs are actually 1 alised through dynamic
aggregations of resources.

As a Service. The gCube offering is exnnend ~~ yrding to the “as a Service”
delivery model [3]. The advantage is tha. the actual management is in the
hand of expert operators who mana; . ““~ intrastructure (i) by providing re-
liable services, (i) by leveraging econc m'as of scale, and (#i7) by using elastic
approaches to scale. Via gCube 1 . 'es (. °rvers enriched with microservices)
the system offers storage and compt ing capacities as well as management of
service instances (dynamic (u. 'ac !~ ment, accounting, monitoring, alert-
ing). Via gCube APIs the system _‘ves a flexible and powerful platform to
which developers can outse~~e data management tasks. Via gCube services
the system offers a numl or of rexdy to use applications.

These guiding principw ~ all’ w providing VREs as-a-Service, i.e. autho-
rised users can aggrer ate - by using a wizard — existing resources (including
data) to form innove ‘ve wor'.ing environments and make them available via
a plain web brows r or ev ~. via a thin client. Of course, the set of resources
that can be agg  cg.."~d cannot be considered sufficient for any exploitation
scenario. Wher~ver a gap between gCube capabilities and user expectations
emerges it m.st | 2 filled by activities ranging from the development of ser-
vice plug-ins ' dng capabilities to existing components (e.g. for accessing
specific dr ca, ~xplo.ting a specific protocol, making available a specific ana-
lytics me-ho ) tc the development of new portlets, web apps, or even new
services devis. 7 to support domain specific workflows.

g(ube ke 7 components resulting from the above principles are organised
accord‘ng to rig. 1.

vhe gateway is a portal based on Liferay technology*. In the reality
t1e gate vay is conceived to be deployed by a number of servers hosting

‘Lueray website https://www.liferay.com/.
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Figure 1: gCube Functic =l Areas

Liferay instances all made available by a p1c v guaranteeing high availability
and load balancing. The gateway L suws ' *he portlets implementing GUI
components facilitating access to the .- rvices. Moreover, for every VRE a
proper application context (i.e. a .. is reated with the portlet needed by
the specific VRE organised according to the specific needs.

The rest of the areas are des.“ibeu in the next sections.

2.1. Core Services
gCube core services Jffer th  basic facilities for resources management,
security, and VRE manage. ~ent described below.

Resource Manageme 1. " his set of services (Information System, Resource
Management Servi e a.. ! Fosting Node) offers facilities for the secure and
seamless manage ..t (discovery, deployment, monitoring, accounting) of re-
sources (propriecary o. third party ones) encompassing hosting nodes, ser-
vices, softwars an ! datasets. The Information System acts as the registry of
the entire in. -ast ucture. It gives global and partial views of the resources
and their ,perat..mal state through query answering or notifications. The
Resource Ma .agenent Service is responsible for resource allocation and de-
ployment s. ate ies (e.g. dynamically assigning selected resources to a given
conte .¢ such as a VRE, assigning and activating both gCube software and
exter ral soft 7are on hosting nodes). The Hosting Node is a software com-
por-nt . . once installed on a (virtual) machine transforms it into a server
1 ianage. by the infrastructure and makes it capable to host running instances
0. servic s and manage their lifecycle. This type of node can be configured to
host a worker service thus making the machine capable to execute computing
te sks (cf. Sec. 2.3).



Security Framework. Facilities for authentication and ar .hor sav. ,n are sup-
ported. They are based on standard protocols and techno. ~ies (e.g. SAML
2.0) providing: (a) an open and extensible AA ar aitectaire; (b) interop-
erability with external infrastructures and domains »btainiy g Identity Fed-
eration (e.g. OpenID). For authorisation, gCube implic.-~ .is a token based
authorization system with an attribute-based a cess cctrol paradigm. For
authentication, users are requested to sign-in wi... thei account (including
third-party accounts like Google or LinkedIn). ™nce logged in, the user is
provided with a user token that is transp-rently t sed to perform calls on
behalf of the user. Whenever a user actio. imp.~= a call to a service requir-
ing authorization, the gCube security framew. -k (a) automatically collects
the credentials to be used by the crede. ©1al wallet, i.e. a service where the
credentials to access each service are stored 1. 2ncrypted form by using VRE-
specific symmetric keys, (b) decrypt. th. user credentials with the specific
VRE key, and (¢) performs the ~ntho. zed call by passing the credentials
and the user token. In this way th> . "nection to the service is established
in a secure way while the to! - is vsed to verify that the specific user is
authorized to call the service.

VRE Management. Facili'ies “r the specification (wizard-based) and auto-
matic deployment of co’ vlete V REs in terms of the data and services they
should offer are suppor ted |.%1. [hese facilities are implemented by dynami-
cally acquiring and a‘ gre ating the needed resources, including user interface
constituents, from the - sou ce space. This is a very straightforward activity
consisting of: (i) a design phase where authorised users are provided with
a wizard-based .pprc. ~h to specify the data and the services characterising
the envisaged .. -ironment. This is enacted by allowing users to select the
items of inte’ »st # .nong the available ones; (i) a deployment phase where au-
thorised us-rs a. ~ provided with a wizard-based approach to approve a VRE
specificat’on. Jnce approved, the deployment starts and the manager is en-
acted to 1.~ itor Jhe automatic deployment of the real components needed to
satisfv vue spec fication; and (i47) an operation phase where authorised users
are [ 'ovided with facilities for managing the users of the VRE and altering
the V.°% sr.cification if needed. Details on this approach have been pre-
s .nted i previous works [16, 17] while a screenshot of the wizard supporting
t e VREF specification is in Figure 2.
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Figure 2: Virtual Research Environment d “»ition puase: selecting the expected facilities

2.2. Data Space Management Ser .~

Data occupies a key role in science and scientific workflows, thus VREs are
called to support their effective . ~anagement. However, data to be managed
are very heterogeneous (formats, typologies, semantics), disaggregated and
dispersed in multiple site (1. 'uding researchers’ drawers), possibly falling
under the big data um’rella. n the context of a VRE, it is likely that
compound informatior uni. a2 produced by using constituents across the
various solutions. Te cops with this variety, gCube offers an array of solutions
ranging from those an..” g a’ abstracting from the heterogeneity of data (file-
oriented and infor aation oujects) to those focusing on specific data typologies
having different .evels ~f semantic embodiment (tabular, spatial, biodiversity
data). Indeper u tly of data typologies, all these solutions are characterised
by (a) suppr ot fco aggregation of data residing in existing repositories; (b)
scalability straiv. ies enabling users to dynamically adding more capacity;
(¢) comp che’ sive metadata to capture key aspects like context, attribution,
usage lice.. 3, lir eage [18]; and (d) policy-driven configurability to adapt the
data s ace to .pecific needs, e.g. by selecting repositories and datasets. In
parti ular, t1 = following facilities are supported.

F .e-oriented data. The Storage Manager is a Java based software library
¢ 1pportl g a unique set of methods for services and applications to manage
file. ofF iently. It relies on a network of distributed storage nodes managed
v, Tocialized open-source software for document-oriented databases. In its




current implementation, three possible document store ,ystr.ns [19] can be
seamlessly used, namely MongoDB, Terrastore and U.STO. ¢ [20], while new
ones can be added by implementing a specific media’ or.

Information Objects. The Home Library is a Java . ~sed software library
enabling objects consisting of a tree of nodes wit} assc-*ated properties. It is
compliant with the Java Content Repository AP1 ~» . im» lemented by relying
on Apache Jackrabbit for the object structurc and __,de properties. Node
content is outsourced to other services. Every data o be managed in a VRE
has a manifestation in terms of Informatinn C*iect,. The unification of the
entire data space makes it possible to realise .. vvices across the boundaries of
specific data typologies. Among these v ., ..g scrvices there is an innovative
search engine [21] that makes it possible to . ~amlessly discover objects in the
data space.

Tabular data. The Tabular Data "anay °r offers a comprehensive and flex-
ible working environment for acces.’ng, curating, analysing and publishing
tabular data. It enables a use. '« ..z 't data — from a file or a web location
— that are represented in formats .. “luding CSV, JSON and SDMX. In the
case of “free” formats, nam~' CSV, the system offers facilities to transform
data in a well-defined ta' te forn at where the types of the columns are basic
data types including tem, ~ral -.nd spatial dimensions as well as references
to controlled vocabul ries, e.g. Code List. Table formats can be defined in
an interactive way a. we 1 as oy relying on templates. Besides constraints on
table column type , tem}.’~ .es can contain additional validation rules as well
as specification .t J~ta operations to be performed when an error occurs.
Once a tabular data rescurce is created, it can be manipulated and analysed
by benefittin’, of vell known tabular data operations, e.g. adding columns,
filtering, grou, ™ g, as well as advanced data analytics tasks (cf. Sec. 2.3).
To guarar .ee a preper and real time management of the data lineage, the
service 1 'ies on r a underlying cluster of RDBMs where any operation on a
tabular data. * .eads to a new referable version.

Spati 'l data. gCube owns services realising the facilities of a Spatial Data In-
froetruc.~ (SDI) by relying on state-of-the-art technologies and standards
[ .2]. It « Fers standard-based services for data discovery (a catalogue), storage
a. 1 acce ss (a federation of repositories), and visualisation (a map container).
The catalogue service enables the discovery of geospatial data residing in ded-
ic .tea repositories by relying on GeoNetwork and its indexing facilities. For




data storage and access, gCube offers a federation of rr posi ori., based on
GeoServer and THREDDS technologies. In essence, the 1. astructure hosts
a number of repositories and a GIS Publisher Servic - that enables a seam-
less publication of geospatial data while guaranteein, load b lancing, failure
management and automatic metadata generation. ™ rcl’~~ on an open set of
back-end technologies for the actual storage an i ret .c al of the data. Be-
cause of this, the GIS Publisher Service is desigi..d wi’a a plug-in-oriented
approach where each plug-in interfaces with a ,*ven back-end technology.
To enlarge the array of supported technol-=ies it 1 sufficient to develop a
dedicated plug-in. Metadata on availabl. dauv. ~ ¢ published by the cata-
logue. For data visualisation, the infrastructui. offers Geo Explorer and GIS
Viewer, two components dedicated to s. »oort browsing and visualisation of
geospatial data. In particular: Geo Fxplorer = a web application that allows
users to navigate, organize, search «1d uscover layers from the catalogue
via the CSW protocol; GIS View - is a veb application that allows users to
interactively explore, manipulate a~a mnalyse geospatial data.

Biodiversity data. The Species Nata wiscovery and Access Service (SDDA)
[23] provides users with facilities for the management of nomenclature data
and species occurrences. .i> ata are stored in authoritative yet heteroge-
neous information syste s, SDI A is mainly conceived to dynamically “ag-
gregate” data from the e sys.~n s and unify their management. It is designed
with a plug-in based arc' itecture. Each plug-in interacts with an informa-
tion system or datab.~ by .elying on a standard protocol, e.g. TAPIR, or
by interfacing wi’ 1 its pruprietary protocol. Plug-ins conform queries and
results from the juer, 'anguage as well as data model envisaged by SDDA to
the features of . »articular database. SDDA promotes a unifying discovery
and access 1r :che iism based on the names of the target species, whether the
scientific o~ the ~ommon ones. To overcome the potential issues related to
taxonoms het srogeneities across diverse data sources, the service supports
an autom. *'c qreory expansion mechanism, i.e. upon request the query is
augms wved wivi “similar” species names. Also, queries can be augmented
with criteria \iming at explicitly selecting the databases to search in and the
spatia. ~nd “emporal coverage of the data. Discovered data are presented in
2 nomo_enised form, e.g. in a typical Darwin Core format.
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2.8. Data Processing Services

In addition to the facilities for managing datasets, VREs ~ffer services for
processing them. It is almost impossible to figure ¢ at “al’” the processing
tasks needed by scientists, thus the solution is to he 7e envi onments where
scientists can easily plug and execute their tasks. - C'ube viers two typologies
of engines: one oriented to enact tasks executicns -, s stem level, another
oriented to enact task execution at user level. Botn of t'.em are conceived to
rely on a distributed computing infrastructure to e..~cute tasks. A description
of these two engines is given below.

System oriented workflow engine. The Proces. Fxecution Engine (PEng) is a
system orchestrating flows of invocatio.. ' (processes). It builds on principles
of data flow processing appropriately expand~d in the direction of interoper-
ability [24]. According to this, PEn, mc uics the plan (flow of execution),
the operators (executable logic), *he ti usport and control abstraction, the
containers (areas of execution), the s.-te nolders (e.g. storage), the resource
profiles (definitions of resource~ charw teristics for exploitation in a plan). It
allows to distribute jobs on seveir.' machines. Each job defines an atomic ex-
ecution of a more complex process. helations and hierarchies among the jobs
are defined by means of Tirec. Acyclic Graphs (DAG). DAGs are statically
defined according to the "ob Des :ription Language (JDL) specifications [25].

Data analytics engin .. Twe Data Miner (DM)® is conceived to provide end
users with an enviro. » ent 0 execute computational analysis of datasets
through both serr «ce prov:.ted algorithms and user defined algorithms [26].
At VRE creatior tim. the DM is configured with respect to the algorithms to
be offered in t* _* context. The DM currently supplies more than 200 ready
to use algori hm .mplementations which include real valued features clus-
tering, function. and climate scenarios simulations, niche modelling, model
performar ce ¢ valuation, time series analysis, and analysis of marine species
and geo-. ‘¢ enc d data. New algorithms can easily be integrated, in fact
the DI come. with a development framework dedicated to this. A scien-
tist v illing t integrate a new algorithm should develop it by implementing
some . asic ~ava interface defining algorithm’s inputs and outputs. In the
¢ se of non-Java algorithms, e.g. R scripts, the framework provides facilities

Skormerly known as Statistical Manager. In practice, DataMiner results from the re-
ep meering of the Statistical Manager service.
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to integrate them [27]. Integrated algorithms can be sh red wiu.. coworkers
by simply making them publicly available. The DM is dc. @ned to operate
as a federation of DM instances, all sharing the sar ¢ cap~biuties in terms
of algorithms. Depending on the characteristics ot the alg >rithm and the
data, each DM instance executes the algorithm lo~~lly .~ _atsources part of
it to the underlying infrastructure including gCuv oe v i, =rs (cf. Sec. 2.1). A
queue-based messaging system dispatches inforn..csion ibout the computa-
tion, which includes (7) the location of the softwa. ~ containing the algorithm,
(ii) the subdivision of the input data spar~. whicl establishes the portion
of the input to assign to each node, (i7" the '~ ation of the data to be
processed, (iv) the algorithm parameters. Vv vkers are data and software
agnostic, which means that when ready "o perform a task, they consume in-
formation from the queue and execute the sc *ware in a sandbox passing the
experimental parameters as input. L M -asvances and workers share a data
space for input and output cons’~ting f a RDBMS, the Storage Manager,
and the Home Library (cf. Sec. 2..\.

2.4. Collaborative Services

VREs are easy to use (e.g. requested skills do not exceed the average
scientist’s ones), have lim’.ed ac ption costs (e.g. no software to be installed),
look like an integrated w. ~le (e.',. the boundaries of the constituents are not
perceived), and have < a adde’ value with respect to the single constituent’s
capabilities (e.g. simrHlifs dat . exchange).

gCube offers it, Vi.™s via thin clients, e.g. a plain web browser. All
the facilities so f-. described are made consumable via specific components,
i.e. portlets, thav are v "b-based user interface constituents conceived to be
aggregated, cr afiy 1red and made available by a portal at VREs creation.

To comp.. “e ‘s offering and provide its users with added value services,
gCube equ.ps its 'REs with (i) a social networking area, (ii) a catalogue,
and (74) a us :r wanagement dashboard.

Social .vetworn.ng. gCube offers facilities promoting innovative practices that
are ¢ mplian with Open Science [28]. Among the services there is a Home
Social - ~<er Hling a social network timeline where VRE users as well as appli-
¢ &ions ~an post messages, information objects, processing results and files.
¢ 1ch poris can be discussed and favourited (or questioned) by VRE mem-
bers L.. a very open way. Every member is also provided with a Workspace,

12




i.e. a folder-based virtual “file system” allowing comp’ex i 0. aation ob-
jects, including files, datasets, workflows, and maps. Objec = residing in the
workspace can pre-exist the VRE or be created durir g the VR lifetime, all
of them are managed in a simple way (e.g. drag & di ), car be downloaded
as well as shared in few clicks.

Catalogue. gCube offers a catalogue-like facility YV.XE - sers can rely on to
have a flexible and powerful publishing enviro.. men. .o announce, or being
informed of, the availability of research artefacts. "he publishing platform
is based on the CKAN open source techrolog - 7 ais technology has been
largely customised and extended to meet tu. needs arising in gCube appli-
cation scenarios. One of the major extc . ious 1o related to the “data model”
to be supported by the platform. CKAI ~atively supports the notion of
dataset, i.e. the managed item. Eacn oo - -h items is characterised by (i)
a basic set of attributes (e.g. author, " 1e, description), (i7) an open-ended
set of additional attributes capti-e' by any (key, value) pair, (ii7) a set
of resources forming the payload of he item, and (iv) the organisation the
dataset belongs to. This mode: “as veen extended by adding the notion of
publishable “item type” that by using a templating approach enables to char-
acterise the publishable it i1 pologies by carefully defining the additional
attributes (with control’ »d voca ularies and allowed values) characterising
them. In addition to that, .. is possible to define systematic tagging strate-
gies per item type a- we'. as systematic assignment of items to groups, i.e.
collections of items a.“aed .or discovery and management purposes. This
make it possible " r every community served by a VRE to carefully define
the publishing p actic >« as well as the objects to be published (e.g. datasets,
software, servi ..\ and how they are expected to be described and managed.
The catalogr : is - quipped with a dedicated portlet allowing to navigate and
access the avau hle content (taking into account the access policies of the
items anc org .nizations) and supporting search (keyword based and faceted)
and brow. by *ag, organization, group, type) facilities.

User Manay ment. gCube offers a rich array of portlets organised in a dash-
boara “o ena .t VRE managers to easily manage the users of a VRE. Manage-
o _u facuities offered includes (7) to be provided with an ever updated list

“UnaN is an open-source system conceived to enact the construction of data hubs and
da a ,ortals http://ckan.org/
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of current VRE members with their roles; (4) to easily r ana‘ e 1.. mbership,
i.e. accept / reject requests for new membership, withdraw . embership; (i)
to create and manage groups; (iv) to assign / revoke roles “o members.

3. Related work

Virtual Research Environments, Science Gatc ays, " ‘irtual Laboratories
and other similar terms [7] are used to indicate w.™-based systems emerged to
provide researchers with integrated and user friendly access to data, comput-
ing and services of interest for a given investiy. *ic'. that are usually spread
across many and diverse data and computing .. frastructures. Moreover, they
are conceived to enact and promote cc. “poration among their members for
the sake of the investigation.

There are many frameworks the® ce . e used to build such systems.
Shahand et al. [9] have identifie¢ elevc « frameworks explicitly exploited to
develop Science Gateway including r. acae Airavata, Catania SG Gateway,
Globus, HUBzero(+Pegasus), TCAT Tob Portal, and WS-PGRADE/gUSE.
Such frameworks are quite diver. ~ e.g. Apache Airavata offers its facilities
via an API while the Catania SG Gateway offers its facilities via a GUI and
a RESTful API. However che, share certain characteristics that make them
operate at a lower level _ € abstre :tion with respect to the one of gCube. For
data management, the se fra.. ~ vorks mainly focus on files while gCube tries
to capture an extens’ /e d ma‘n offering specific services (cf. Sec. 2.2). More-
over, such specific cerv. =s e e conceived to make it easy to collect data from
/ interface with e “sting data providers thus to make their content available
to VRE membeis. Foi 1ata processing, the frameworks analysed by Shahand
et al. focus or cx. ~uting jobs while the gCube Data analytics engine (cf. Sec.
2.3) compler =~nt< this key yet basic facility with mechanisms enabling scien-
tists to eas’ly piw_ their methods into an environment transparently relying
on distrit uter. computing solutions. Moreover, every single algorithm once
successfuli, nte rated is automatically exposed with a RESTful API (OGC
Web 7 rocessing Service) thus making it possible to invoke it by workflows.
Fina. vy, the 1 ilechanism gCube offers for the creation of a VRE is unique (cf.
Sec 2..) T. essence, authorised users can simply create a new VRE via a
v 1zard Jriving them to produce a characterisation of the needed environment
i, terms Hf existing resources. The software (including GUI constituents) and
the uava needed to satisfy the VRE specification are automatically deployed,
ne sysadmin intervention is needed.
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4. Conclusion

This paper provided a comprehensive description 7 Jhe ac ‘gn principles
characterising the gCube software system and the fas ilities t is system offers
to enact the operation of an IT infrastructure enabli. o thr development of
Virtual Research Environments, i.e. ready to use veb-h~sed working environ-
ments specifically conceived to provide their des. » .ced ommunity with the
facilities (services, data, capacity) they need. .“rtua' c¢search environments
are expected to be used primarily via a plain web b, »wser. A screenshot of a
typical home of the GUI is in Fig. 3 where the <er i< provided with the list of
VRESs he/she is member of (right column), sc me statistics on his/her activity
and a direct access to the workspace (* I C laum), access to the catalogue
and the messages and discussions occurri., (central column). Fig. 3 show-
cases a typical home page of a VRE v.i... “~ own specific menu for accessing
the facilities it offers. In addition to w ', GUIs, there are RESTful APIs for
accessing and using VRE services " = p. »grammatic way.".

The development of a new VR.' by gCube is a task usually requiring
few ours including the use of ti.> Wiza.d to define the VRE, the approval of
the specification and the deploy o1 -he components including the portlets.
Once the VRE is in plac, .. = VRE managers can customize the GUT (if
needed) by reshuffling t} : portle s across menu and pages, add some content
(e.g. in the workspace' anu “ns.ly start inviting members. This is the ideal
scenario based on thr ass .mption that everything needed to create the VRE
has been already dev ' ,ped In case there are pieces of technology to be
developed the tir e and c..ort needed to develop such technology depends
on several facto s inc'ding their complexity. In some cases, it is a matter
of simply expl- ' ‘ng some gCube services. For instance, if a VRE Manager
/ member is willi ig to make available to the rest of VRE members his/her
own analytics 1. *hod (already implemented), he/she should just import such
a method by elying on the data analytics importing mechanism (cf. Sec.
2.3). Anc b ex ample of extension is about the enlargement of the available
data ¢..cces. A number of mediators have been developed for accessing
biodi rersity nformation systems, the one of interest are simply selected at
VRE . ~ecif ation time yet new ones can be developed to deal with new
s urces Entire web sites can be integrated in a VRE by relying on a specific
1 ortlet t king care of embedding the content of the third party web site and

"More information are available at https://dev.d4science.org/

16




invoking the third party website with a security token ene line tne web site to
get information on the user invoking it. All in all, the patter. ‘ governing VRE
development are many and diverse. Developing a » .w component suitable
for being integrated in a VRE also depends on tlL» degre = of integration
expected, they range from a legacy component si~ply ‘=’ cgrated from the
GUI perspective with aspects of authentication ¢ ad # .v. orization up to fully
fledged new gCube components designed to inter..ce wi h the rest of gCube
components.

The experiences made while exploiting g’ 'ube to ¢ perate the D4Science.org
infrastructure somehow demonstrate that “he p. »~.ples governing the VREs
delivery and the system openness are key in tu. modern science settings [29].
The currently supported VREs are ava. ~ble via dedicated portals, some of
these VREs are openly available for exploita. on and test.® Several use cases
have been developed by relying on gt ibr -vased VREs, e.g. to estimated the
spread of the puffer fish Lagocer-alus <celeratus in the Mediterranean Sea
due to suitable environmental cona.*1.. < 1n this area and favoured by climate
change [30]; to develop a bayr ~~n h. rarchical approach for the estimation
of length?weight relationships in .’~hes [31]; to develop a global record of fish
stocks and fisheries [32]; to develop a workflow where by sharing photos of
an object or an environmr :nt 1v 's possible to produce a virtual reality scene
as a navigable 3D recon. ~uctior that can be shared with other people [33].
Overall, D4Science is -urrenu. serving more that thousands of users (more
than 7000 in Septer ber '18'. In the period January-September 2018 the
users served by thi* inu. ~tr .cture and its VREs performed: a total of 50,127
sessions, with an . ~erage of circa 5569 sessions per month; a total of 4,288
social interactions, w1, an average of circa 476 interactions per month; a
total of 150 vl ns of analytics tasks, with an average of circa 16 millions
tasks per mc. th
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8The T 4Science Gateway http://services.d4science.org/ offers an up to date list
of gCupe-based Virtual Research Environments.
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