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bComputer School, Wuhan University, Wuhan 430072, China

Abstract—The paper gives an applicable model called colored balancec trav ... 3alesman problem
(CBTSP), it is utilized to model optimization problems with partially overlap, 1 workspace such as the
scheduling and deploying of the resources and goods. CBTSP is ' .P-harc oroblem, the traditional
nature-inspired algorithms, such as genetic algorithm (GA), hill-climt ng GA and simulated annealing
GA, are easy to fall into local optimum. In order to improve i, the =~ver proposes a novel genetic
algorithm (NGA) based on ITO process to solve CBTSP. First of a." .NGA 1tilizes the dual-chromosome
coding to represent solution of this problem, and then updates the . "tion by the crossover and mutation
operator. During the process of crossover operator, the len,h of crc ,sover can be affected by activity
intensity, which is directly proportional to environmenta: ““mperature and inversely proportional to
particle radius. The experiments verify that NGA ¢ . l...ouotrate better solution quality than the

compared algorithms for large scale CBTSP.

Key words—Novel genetic algorithm, Large scale « »* .mization, Colored balanced traveling salesman

problem, Colored traveling salesman problem, b. 'a. ~ed raveling salesman problem

1 Introduction

Colored traveling salesman problem (C".>r, "1-2] is a variant of multiple traveling salesman problems
(MTSP) and traveling salesman pro. '=m (TS 2), which can be applied in the planning problem of
multi-machine engineering systerr . (MES), ". has a shared city set and the exclusive city sets, so that
each salesman not only implem. “*s “.ae s' ared task, but also performs the exclusive task. This paper
provides a new variant of CTS ” namea ~ BTSP, it can be used to model the optimization problems with
partially overlapped workpl..ce. .. “BTSP problem, the multiple salesmen can not only carry out the
independent task in own ¢ .c1. sive district, but also cooperatively perform the joint task with each other
in the shared district, wu.~h efers to how to cooperate for performing the multiple tasks. In the fields
such as intelligent tr7 aspert sys.ems and multiple tasks cooperation, some real-world problems can be
modeled by CBTSE, "nr the - cale of generated model is usually up to large scale, thus it is necessary to
study large scale _L, TSP a..d related solving algorithms.

Because CTX ? is a ne 7 problem, there are very few published papers in this field, Li et al. [2] firstly
proposed the “TS1 ... used genetic algorithm (GA) for solving the problem; after that they applied
three algo1 thms in\ 'uding GA with greedy algorithm (GAG), GA by hill-climbing algorithm (HCGA)
and GA usin, ~*~ dlated annealing algorithm (SAGA) to solve CTSP, but the scale of the problem is
limitea, whe ¢ .. number of city is no more than 101 [1]; Dong et al. [3] applied hybrid algorithms to
solve the 1 ultiple balanced traveling salesmen problem, which displays that HCGA can show better
performance than hybrid ITO algorithm, SAGA, GAG and GA. Genetic algorithm has been widely
studied in recent years, the related literatures are as follows: Ardjmand et al. [4] applied GA to new
bi-objective model; Metawa et al.[5] optimized bank lending decisions by using genetic algorithm
based model; Ghosh et al. [6] used genetic algorithm by incorporating priors for medical image
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segmentation; Dong et al. [7] proposed a hybrid algorithm based on GA for colored bottleneck TSP;
the literatures [8-13] applied genetic algorithm to solve some real-world problems; Zhang et al. [14]
utilized parallel genetic algorithm for set cover problem and large scale wireless sensor networks;
Friedrich e/ al. [15] gave a compact genetic algorithm; Rashid et al. [16] used ."“anced genetic
algorithm for protein structure prediction; Lakshmi ef al. [17] made a genetic bankrupt rau. analysis
tool by using genetic algorithm.

According to the real-world applications, this paper provides a new mode! Cb . SP, which can be
applied in the optimization problems such as multiple tasks cooperation, the <cheu. '*ng and deploying
of the resources and goods. CBTSP is similar with CTSP, and the only Jiffe ci.. ~ is that they have
different objective functions, therefore the nature-inspired algorithms, su = as genetic algorithm,
climbing hill genetic algorithm and simulated annealing genetic algo (thm fc - CTSP, can be also used
for solving CBTSP, however, while solve the problem, they are easy . fall ir .o local optimum, which
is not satisfying. In order to improve the problem, the paper prc soses ~ new genetic algorithm called
NGA to solve it, the algorithm uses dual-chromosome coding to . ..erate the solution of problem, and
crossover operator and mutation operator are used to update .. » solution, during the process, the
crossover length can be affected by activity intensity, wh.  is cor rolled by the particle radius and
environment temperature, the mutation operator of NGA is . ~me with the one of genetic algorithm. The
extensive experiments show that NGA can demo’ ... ocuer performance than the compared
algorithms such as SAGA, HCGA and GAG in term of solu. ~n quality.

The contributions of the paper mainly focus on .“e t,uuwing aspects: on the one hand, this paper
provides a new model called CBTSP, and exten. . *he st ~le of the model to large scale in which the city
number is more than 1000; on the other hand, th pa,er proposes a novel genetic algorithm named
NGA for solving CBTSP, the experiments sho . - the swperiority of the proposed algorithm.

The other sections of the paper are as follows: the second section introduces the definition of CBTSP
and relevant introduction; the third or . gives *he detail of NGA for solving CBTSP; the fourth one is
the experiments and analysis; the last . ~ is th: conclusion and future works.

2 Colored balanced traveli’.g s=lesrian problem

2.1 The definition

The definition of CBTSP is imilar wich CTSP [1], the only difference for them is that they have
different objective functions. The.~ are m traveling salesmen and n cities for CBTSP, where
meZ={1,2,3,...}, m<n. Tae 1 oblem can be defined as a complete digraph G(V, E), V={0,1,2,...,n-1}
stands for the cities set, an. ach edge (i, /) EE, i#, it is associated with weight w;; representing the cost
(e.g., distance) betwr en t! ¢ city 7 and city j. The cities set V is divided into m + 1 non-null sets, a set U
represents the share. «ty r:t, the other set means V,V i€ Z,={1,2,3,..,m}, it shows that only a
salesman i can ‘ ccess 0 it. Vertex d;, d;€(UL1V) is the depot where the salesmen i begins and ends.
Color i represer. s that t}  city is visited only by salesman i. The cities set V; (i=1, 2, 3,...,m) is colored
by i, it mea’ » wat only salesman i can visit it [2].

For CL TSP, the e is a shared city set U. The used common one is that U can be visited by all
salesmen. ie., v a €U, c(a)=Z, if d=0,0€ U and V a € U, c(a)=Z,, the integer coding model of the
correspc \di g CBTSP is as follows: The variable x;(i#j, i, j€V, k€ Z,) represents whether the
traveling sa »sman passes city i to j, and the variable uy (i€ V, k€ Z,) is the city number that the &,
salesman travels from depot to city i. The objective of CBTSP is to find m Hamiltonian cycles in G
with the minimal difference of the maximum edge and minimum edge. The objective function of
CBTSP is as follow:



Min f = max(w,) — min(w,,) (.j=1,2,3, ...n-1;2, k=1, 2,3, ...n-1) )

The constraint conditions of CBTSP are as follows:
n—1 n—1
Z'xolk = mek =LkeZ, 2)
i=1 i=1

Formula (2) means that each salesman begins from and returns to the depot (citv 0).
Zinjk =szjik =0,ieV,,jeV\{UUV,},keZ, 3)
i i

Formula (3) represents that salesman k can’t access other traveler’s exclusi, cities, furthermore, and

other salesmen can’t visit the &;;,’s exclusive cities.
szijl =szﬁl =0,i# jk#lieV,jeV,leZ, 4)
i i

Formula (4) shows that traveling salesman /(#k) can neither beg.. .com e city of k exclusive nor go
back to it.

n—1 n—

Znyk=Z xjik=1,j;ti,ieV\{0} %)

j=0 k=1 =0 k=1

~

The formula (5) demonstrates each city except the depot 0 1.. °st be visited by a salesman exactly once.
D xp= Xui#jElLjeU,ileV, ol (©6)
! i

The formula (6) means each salesman must access . na . ithdraw from a shared city at the same time.
2.2 CBTSPand CTSP

CTSP and CBTSP are both a version of MTSP ana TSP. CBTSP and CTSP not only have shared city
set, but also occupy exclusive city set , the s ared cities can be visited by all salesmen, but exclusive
cities are only accessed by the appou. ~d sal sman, other salesmen have no authority to visit them.
CBTSP and CTSP have different r vjec’ive tunctions: the objective of CBTSP is to find the tours where
the difference of the maximum e < and minimum edge is minimized, and the objective function of
CTSP is to search the tours in “hich the .otal traveling distance is as small as possible [1].

2.3 CBTSP related theory

CBTSP is NP-hard prob] m. t TSP is a variant of MTSP and TSP, under some condition, CTSP can be
transformed into MTSP o1 7 P, it has been proved that CTSP is a NP-hard problem [2]. With changing
the objective functic « of ZTSP, it can be transformed into CBTSP, the time complexity of this model
will not change due w ° s op cation, thus CBTSP is also NP-hard problem.

2.4 CBTSP apr catiors

The multiple t lanced waveling salesmen problem [3] can’t be used to model the optimization
problems v ‘w1 cooperative task. However, CBTSP can be applied in the optimization and planning
problems . f persor 3 and vehicles with cooperative and exclusive tasks such as the multiple tasks
cooperation, e ptanning and deploying of the resource and goods. For example, there are six people
who wu' w (formly deploy goods, while the goods are too many in a district, the six persons need
cooperate 1. allocate the goods, when the goods are few, each of them will independently carries out
the task in six different districts, the objective is to find six tours in which the goods are uniformly
deployed. The basic elements of such a problem, i.e., objective, persons, and tasks, can respectively
match the objective, salesmen, and cities of CBTSP, thus it can be modeled by CBTSP. It is not limited



to the given instance, and the model can be applied to the kinds of optimization problems with
independent tasks and cooperative task.

3 NGA for CBTSP

3.1 Solution representation

The literature [1] uses dual-chromosome coding to represent the solution of CTSP. This . iper also
utilizes the method to code the solution of CBTSP. As shown in figure 1, the ¢’ .y ch omosome is the
permutation of the n-1 cities, while the salesman chromosome is the permwtatic. of the salesmen
corresponding to the cities.

We give an example to show the coding, in figure 1, for example, there s a _L"SP problem with 9
cities and 2 salesmen, city 1 to city 3 are the exclusive cities of salesman 1, ity 4 to city 6 belong to
the exclusive cities of salesman 2, city 7 to city 9 are the shared c des of ‘he two salesmen. If the
starting and ending point (depot 0) is contained, the visiting path of . ~lesma- 1 is 0-9-3-1-7-2-0, and
the access route of salesman 2 is 0-4-5-6-8-0.

City chromosome:

[ofa]3]s[6]1][7]8]2,

Salesman chromosome:
[1[2]1]2]2]1]1(~T1

Fig.1. an example of dual-chror __.... oug for CBTSP

3.2 The steps of NGA

The proposed algorithm is a novel genetic algorith. 1 b seu on ITO process [18-19], the solutions of
problem are considered to be particles, and th ~ctivi. - intensity of particles is affected by particles
radius and environment temperature. The crossov. v lc..gth of crossover operator is controlled by the
activity intensity, the larger the intensity is, ‘*he iu.ger the length becomes. During the process of
solving, the ith particle is crossed with the best soluuon.

The steps of NGA for CBTSP are sh ,wn 1. ~lgorithm 1:
Algorithm 1 Best solution<—NGA for Ck, P

Set parameters of the algorithm-

Initialize M particles and initi7 - tem eratrre T;

CBTSP <read dataset,

Calculate the fitness of all - articles, . = 1 record best one;

Compute the radius by fo ... 1a (8);

Compute environment temperaw. ~ by formula (9);

Compute activity inter ... by formula (10);

Sort all the particles "y the r fitness;

: Calculate crossover 1. “2* ( by formula (11);

10: while stopping co dition .. ~t satisfied do

11: for partic e s ir all particles do

12: Perform . ~ ¢ 0sso er operator and mutation operator to
generate a ne,. ~c ation;

13: end “or

14: Calculate the fitnes and memorize the best;

15:  Sort all the marticl” 5 by their fitness;

16: Upd- .« unneanng temperature;

17: Upc ate cross ver length of all particles;

18: end w vile

19: return oo Jtution;

ARl S

In a1 orit'aun 1, step 1 is the parameters initialization, step 2 is to initialize the population M and
initial temy. ~rature 7, step 3 is to read the CBTSP data, step 4 is to compute the fitness of the particles,
and save the best one, steps 4 to 6 calculate particle radius, environment temperature and activity
intensity, step 8 is to classify the particles according to fitness, step 9 computes the crossover length by
formula (11), steps 10 to 13 carry out crossover operator and mutation operator, the former is the key

operator of NGA based on ITO process, which can randomly select some cities of city chromosome,



then they are crossed with the corresponding ones of best solution, the crossover operator corresponds
to the selection operator and crossover operator of genetic algorithm, the mutation operator is the same
with the mutation operator of genetic algorithm, steps 16 to 17 update environment t~mperature and
crossover length.
3.3 NGA algorithm
NGA algorithm includes five parts: particle radius, environment temperatv e, o tivity intensity,
crossover operator and mutation operator. Among them, particle radius and envire. ment temperature
are influence factors, which can affect the activity intensity, it can control the cro. ~wver length of the
crossover operator [7]. For NGA, the crossover operator is redesigned b .sed .u “TO process, which
corresponds to the selection operator and crossover operator of genetic algo.. “m; mutation operator is
same with the mutation operator of genetic algorithm [1]. The detai’, of pa. ‘icle radius, environment
temperature, activity intensity, crossover operator for the proposed alge -ithm 2 ¢ as follows:

(1) Particle radius

The formula can be defined as follows:
r(x)=g(f(x)) 7

where x stands for the particle of current swarm, f{x) repres. “ts tuc fitness, g(x) is monotonic function.

The paper computes the particle radius according tc .I....icadon, N particles are classified by the
fitness based on the best to worst order, which are represc. ‘ed by x;, x,,...., Xy, a version of particle

radius is computed by:

) = D) ©

where 7, and r,;, respectively represent the - ~axun.m and minimum particle radius, all particle radii

are uniformly distributed in r,,,, and r,,;,, by default, r,,,, s set as 1, 7, 1s 0.

(2) Environment temperature

For simulated annealing algorithm, .'ring ae process of iteration, the environment temperature is
gradually reduced, it is defined by .he I zlow rormula:

L=pT, ©)
where 7; represents the tempr .ature av = ie ith scheduling time, p stands for the annealing coefficient,
which can control the speed of the ~mperature dropping, by default, it is set as 0.9.

(3) Activity intensity
Activity intensity coun.nl- the movement intensity of particles, the activity intensity / of current
particle x;is compute . by *he bc.ow formula:
(e—ﬂrI Q \‘—ﬂr BX) 1

— T
I = (& o ) € (10)

where / repr~ nts u.. activity intensity, 7; is the radius of particle x;, T stands for temperature.

(4) Cro: sover o}. >rator

Because 0. =~ .sover operator, particles can change in the solution space, under the environment
influens ~, tr . pcticles (solutions) are crossed with the best solution, which can generate a new solution,
it can disy ‘ay strong global search ability, and keep diversity of solution. The crossover operator
contains two parts including crossover length and crossover process, the crossover length is controlled
by the activity intensity, which is computed by environment temperature and particle radius [7]. The

crossover length is calculated by the below formula:



L=y-I-1 (11)

where L; represents the crossover length of the ith particle, y is random obeying unifc-m distribution
number, it is between 0 and 1, / stands for the length of dual-chromosome coding.

The ith particle Best solution

[9]4]3]5]e]1]7]8]2] City Chromosome [(5]2]6]8][7][4T.[31)]

Step 1
[t[2]1]2]2]1]1]2]1] SalesmenChromosome [2][1]2]1]2T2]1 | T2]
The ith particle is crossed with the best solution
[o]4Te[8]7[4]1]8]2]
Step 2 The ith particle
[f2frf2lafr]r]2]1]
B [els[ali]5]2]
Step 3 The ith particle
2 "
[ofsTe[s 7 4]t]> "]
Step 4 The ith particle
1[1]2]2]2]2] T2]1]
Fig.2. an example of crossov * operator
As shown in figure 2, the crossover process of algor ... . <S.1 1s as follows:

Step 1: A starting position in [1, [-L;] in city chromosome "~ randomly selected, and the continuous Z;
positions in the gray segment are crossed with the be 't sc.uuon.

Step 2: Replace the cities in gray segment by e cor. »sponding cities of best solution. For example,
the swap relationship is: 3-6, 5-8, 6-7, 1-4, 7-1.

Step 3: According to the swap relationship, “epiace the redundant cities outside the gray segment in
the ith particle until there are no redundant cities.

For example, in the step 2, there is .umbec. 4 outside the gray segment, and number 4 is also in the
gray segment, which is called redunaa. ~v. T} :refore, the 4 outside the gray segment is needed to be
replaced. According to the swap r fatir aship, the 4 in best solution corresponds to the 1 in ith particle,
thus 4 is replaced by 1, but 1 is 5.'"" red adant. Based on the rule, 1 is replaced by 7, it still doesn’t
meet the condition, then 7 is * laced by 6, which is also redundant, thus 6 is replaced by 3, which can
meet the condition. Finally, the fina. -alue is 3.

Step 4: Correct the wrr ag a signment value in salesman chromosome. For example, in the third step,
the city chromosomes 3, v - .d 4 correspond the wrong salesmen, therefore it needs correction, and the
revised result is shov a in ,tep 4.

After the four ste, -~ the particle (solution) finishes the crossover operator, and carries out the
updating of the - vlutior for solving CBTSP problem.

4 Experimer.*s and Analysis

4.1 The sm .1 and medium scale CBTSP

We make ¢ “perimes ts to analyze the performance of the different algorithms for CBTSP. The computer
environment 1> «> follow: Intel® Core™ i7-6700 running Windows 7 with 3.40 GHz processor and
8.00 Gb R2 M. [he experiments are developed based on Java.

The initi. ' parameters of GAs are from the CTSP paper [1]: the population size is 30, crossover
probability as 0.7, and mutation probability is 0.1. The parameters of the SAGA are as follows: the
initial temperature as 100, the total time of cooling is 60, the step length at each temperature is to be 30,

and annealing coefficient as 0.9. The parameters of NGA: the initial population is 150, and the initial



environment temperature is 1000. All the algorithms have the same stopping condition. Each algorithm
runs ten times. The below table is the small and medium scale experiment data.

Table 1 the small and medium scale experiments data for CBTSP

Instance City Salesman Shared Exclusive
scale count count city city
Small n m S e
1 21 2 11 5
2 21 3 9 4
3 31 2 19 6
4 31 3 16 5
5 31 4 15 4
6 41 2 21 10
7 41 3 23 6
8 41 4 21 5
9 51 3 21 10
10 51 4 21 /,8
11 51 5 21 6
12 76 3 31 15
13 76 4 36 v
14 76 5 26 o
15 76 6 40 6
Medium

16 101 4 21 20
17 101 5 53 10
18 101 6 1 10
19 101 7 21 10
20 202 12 % 10
21 202 25 il 5
22 202 35 62 4
23 431 12 91 20
24 431 2 151 10
25 431 40 231 5
26 655 17 145 30
27 655 < 155 20
28 655 N 160 15

In the table 1, n is the number of city, m i. ... =~ er of salesmen, s is the city number of shared set
of CBTSP, and e is the city number of an exclusive Jata. The data with the city number during 21 to101
is provided in the CTSP paper [1], ar © .. data with city number from 202 to 655 is made by the
original TSP data (The TSPLIB Sym: -tric Tra reling Salesman Problem Instances) published on web.

The following figures are the so! . ing rou. -, figure of the four algorithms for CBTSP.
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In the figure 3, it is the best solution case of the four algorithms for CBTSP using #=51 and m=3, the
upper-left small figure is GAG for CBTSP with n=51 and m=3, the upper-right one is HCGA for
CBTSP, the bottom-left one means SAGA for the problem, the bottom-right one reprrsents NGA for
solving the CBTSP problem. The detail of the four algorithms for CBTSP is as follov . GAG: average
solution 17.7, iteration 68322; HCGA: average solution 17.3, iteration 37604; SAGA: averag. solution
15.2, iteration 2168; NGA: average solution 15.8, iteration 9334.
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Figure 4 is the best solution case of the four ai.orithms for CBTSP by n=76 and m=4, the top-left
small figure is GAG for the problem, t'.c w, -left one represents HCGA for CBTSP, the lower left one
is SAGA for CBTSP, the lower right e is N JA for solving the problem. The details are as follows:
GAG: average solution 20.7, itera .on 224, , HCGA: average solution 20.0, iteration 16934; SAGA:
average solution 19.6, iteration 3. 22: NG2 . average solution 16.9, iteration 5556.
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Figure 5 is the solving routes figures of the four algorithms for CBTSP by n=101 and m=5, the
top-left small figure stands for GAG for the problem, the top-left one represents HCGA for CBTSP, the
lower left one is SAGA for solving the problem, the lower right one is NGA for CBTSP. The details of
the four algorithms are as follows: GAG: average solution 33.7, iteration 19674- ["CGA: average
solution 29.1, iteration 17134; SAGA: average solution 29.5, iteration 1072; NGA: averag. solution
22.1, iteration 5049.
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Figure 6 is the solution case of the four algoritn.. s for CBTSP by n=202 and m=12, the top-left small
figure stands for GAG for the problem. “_.c . ~n-left one represents HCGA for CBTSP, the lower left one

is SAGA for the problem, the lower r_“ht one i: NGA.
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Figure 7 is the solving routes of the four algorithms to solve CBTSP by #=431 and m=25, the top left
figure represents the GAG for solving the problem, the upper right small figure means HCGA for



CBTSP, the bottom left one is SAGA for the problem, the lower right one is NGA for CBTSP. The
details are as follows: GAG: average solution 13133.9, iteration 3183; HCGA: average solution
12487.8, iteration 2885; SAGA: average solution 12786.7, iteration 1265; NGA: aerage solution
12967.0, iteration 859.
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Fig.8. the optimal routes of the algorith - for C *TSP with n=655 and m=33 (Unit: km)
The below table 2 is the experiments of the five . 1go. 'thms for small scale and medium scale CBTSP
by the same stopping condition.
Table 2 the experiment results of the five algorithms for CBTSP by running 20s as the stopping condition
. Mit: mean km)

Instance n m GA GAG HCGA SAGA NGA
Mean Iteration Aean Tt ;ation  Mean Iteration ~ Mean Iteration ~ Mean Iteration
Small y
1 21 2 6.8 75263 6.7 103408 6.5 22320 6.2 2982 8.4 26907
2 21 3 7.6 4975¢€ 0. 23344 7.4 29057 6.8 6547 9.4 21610
3 31 2 10.4 3687 - 9.7 103932 9.5 24244 8.4 2159 11.7 15727
4 31 3 11.9 54" 47 10.2 63327 9.6 62433 10.0 1976 13.9 15036
5 31 4 9.3 65924 v 40510 8.2 28725 8.0 4228 135 14982
6 41 2 13.6 o Y 133 28745 12.6 33010 10.4 1533 11.6 11504
7 41 3 14.0 5141, 14.0 54774 13.8 64254 12.5 4628 135 11337
8 41 4 14.5 267 )3 12.7 45544 12.7 48058 12.4 2869 15.9 11188
9 51 3 18.6 35, 17.7 68322 17.3 37604 15.2 2168 15.8 9334
10 51 4 16.2 41010 18.8 33841 16.3 46805 12.7 5501 17.3 8932
11 51 5 12 - 3307, 18.5 28155 15.3 22417 15.3 1953 19.2 8679
12 76 3 24.8 22 )4 23.0 28589 20.0 23793 18.8 3189 15.7 5922
13 76 4 o . ,359 20.7 22477 20.0 16934 19.6 3702 16.9 5556
14 76 5 22.1 18959 21.3 29226 19.5 17376 17.9 2595 18.5 5723
15 76 6 274 14967 28.0 9769 20.9 20340 22.9 2290 21.0 5538
Medium W\
16 101 4 29.1 18094 26.4 22180 25.8 17724 21.5 1474 18.8 5485
17 101 5 3.4 7846 337 19674 29.1 17134 29.5 1072 22.1 5049
18 101 6 29) 19949 24.2 39935 22.6 18430 25.6 1845 20.5 5101
19 101 . o4 18971 253 17034 21.9 17154 24.0 2789 22.5 5409
20 <. 1723392 12722 2257.4 11883 2267.2 10962 2425.8 2761 2626.6 2388
21 .2 25 23936 5338 2335.3 7271 2416.2 10050 2490.0 2093 2626.0 2003
22 20. 35 24882 5244 2498.7 3538 2506.8 6425 2535.6 2143 2647.0 1755
23 431 12 107674 5627 9607.0 5478 8662.3 3924 8017.4 1315 7426.9 915
24 431 25 131438 2938 13133.9 3183 12487.8 2885 12786.7 1265 12967.0 859
25 431 40 147363 2931 14732.0 3163 13862.2 2695 14749.2 1103 10962.3 695
26 655 17 113494 3741 12682.7 2412 9914.7 2528 10694.8 868 8873.1 582
27 655 25 125619 2811 12091.0 2559 10457.4 2360 9827.2 857 10470.9 539
28 655 33  12507.0 2353 13115.8 1725 114354 1537 11488.9 827 11250.6 487

Figure 8 is the best routes of the four algorithms for CBTSP by n=655 and m=33, the top left figure



is the GAG for solving the problem, the upper right one means HCGA for CBTSP, the bottom left one
represents SAGA for the problem, the lower right one stands for NGA for CBTSP. The detail is as
follows: GAG: average solution 13115.8, iteration 1725; HCGA: average solution 11435.4, iteration
1537; SAGA: average solution 11488.9, iteration 827; NGA: average solution 11250.¢, “eration 487.

In the table 2, it is the experiment results of five algorithms to solve the small and meu.um scale
CBTSP, the mean is the average solution quality of each algorithm running 10 * mes Jor the problem,
the iteration represents the average iteration times of algorithm running 10 tirres fo. ~btaining the best
solution. Among them, GA, GAG, HCGA and SAGA are from the CTSP literatuu. T1]. NGA is valid
swarm intelligence algorithm for the optimization problems. By the exper'.nen’ ., .. ~hows that NGA is
effective to solve the small scale and medium scale problem.
4.2 The large scale CBTSP
The computer environment and the parameters setting of all algorithm: are the same with the one of the
experiments for small scale and medium scale CBTSP problem. T.ie str=ning conditions such as fitness
function evaluation and maximum number of iterations usuall, ".ave ' roblems, which are not fair
stopping conditions [20-21]. In order to make up the flaw of s.. ~le stopping condition, we use two
stopping conditions to make experiments for large scale « TSP, e ch algorithm runs same time for
solving the problem, the first one is running 60s for eacn ~!gornnm, the second one runs 180s. The
following table 3 is the large scale data of CBTSP.

Table 3 the large scale experimen.. ‘ata for CBTSP

Instance City Sa, “mar’ Shared Exclusive
scale count count city city
Large n . N K e

1 2461 5 661 600
2 2461 6 661 300
3 2461 12 661 150
4 2461 24 661 75
5 2461 30 661 60
6 261 3 461 1000
7 161 6 461 500
8 340. 12 461 250
9 3751 24 461 125
10 461 30 461 100
11 2461 40 461 75
12 55/ 20 397 250
13 5397 30 897 150
14 5397 40 1397 100
15 5397 50 397 100
1’ 5397 60 597 80
17 7397 20 1397 300
18 7397 30 1397 200
19 7397 40 1397 150
) 7397 50 1397 120
21 7397 60 1397 100

In table 3, th :re are ' instances, n is from 2461 to 7397, m is from 3 to 60, the large scale data is

made according . *he riginal TSP (The TSPLIB Symmetric Traveling Salesman Problem Instances)
data whick is publ. hed on web.

The follc ing *.bles are the experiments of the algorithms for CBTSP by running 60s as the
stoppir * ve. F4on,

The co. oared algorithms GA, GAG and HCGA are from the literatures [1-2], the modified genetic
algorithm SAGA is from the literature [1], the hill-climbing algorithm are used to optimize genetic
algorithm two times (the algorithm is named HHGA) [22], the simulated annealing algorithm is used
for optimization after the operators of genetic algorithm (the algorithm is called GASA) [23],

hill-climbing as the local search method (neighborhood search) is used after the crossover and mutation



of genetic algorithm (the algorithm is GAHC) [24], the modified genetic algorithm GAQSA refers to

the literature [25], NGA is the proposed algorithm in this paper.

Table 4 the solution quality of the five algorithms for large scale CBTSP with running 60s as *he stopping

condition (Unit: km)

Instance n m GA GAG HCGA SAGA NGA

Large Best Mean Best Mean Best Mean Best le ) Best Mean

1 2461 3 3939.0 3985.1 1322.0 1721.6 1103.0 1628.4 1324.0 149 .8 786.0 846.4

2 2461 6 3951.0 3991.4 1915.0 2201.9 2064.0 2481.1 1536.0 44 1322.0 1439.0

3 2461 12 3923.0 4014.1 2831.0 3116.6 2892.0 3153.9 2078.0 2504. 1906.0 2122.7

4 2461 24 3986.0 4040.5 3060.0 3382.1 3204.0 34323 1747 7 A | 2479.0 2667.1

5 2461 30 3938.0 4049.1 2930.0 3267.0 2992.0 3246.2 27.20 2810.2 2576.0 2753.3

6 3461 3 4185.0 4276.9 1364.0 2040.9 1633.0 2012.5 204.0 1917.2 1235.0 1278.3

7 3461 6 4205.0 4276.4 1968.0 2384.7 2040.0 2380.8 177v. 2091.0 1636.0 1859.0

8 3461 12 42320 4273.4 2919.0 3201.0 2793.0 3131.1 2283.0 2762.1 2061.0 2366.2

9 3461 24 4189.0 4311.4 3603.0 3726.8 3603.0 3722.6 3040.0 3447.8 2761.0 2960.7
10 3461 30 4183.0 4283.6 3237.0 3592.7 3337.0 3612.4 3034. 3489.2 2911.0 3170.3
11 3461 40 4196.0 4288.7 3456.0 3800.1 3667.0 3847 ° e 3561.3 3141.0 3280.3
12 5397 20 735474.0 745851.4  702354.0 727316.6 7074440 7 2618  "74393.0 703255.7 624264.0 652183.1
13 5397 30 750620.0 757848.6 731087.0 750034.8 726710.0 7- "°7_2 " 14826.0 739228.3 676234.0 698300.6
14 5397 40 431785.0 435895.5 379393.0 3857153 378446.0 86210°  378006.0 381448.9 211532.0 261310.7
15 5397 50 435987.0 442208.9 379333.0 3915849 380971.0 39..'1.6 378198.0 380183.5 274364.0 310120.5
16 5397 60 435639.0 441107.6 391221.0 410408.0 3805270 39761« 2 379429.0 3901844 275904.0 330702.3
17 7397 20  698756.0 706637.9 586709.0 630030.6 59428%4.0  <351/,.0 594832.0 6332482 564760.0 585141.5
18 7397 30 727724.0 742003.4 620816.0 6524104 618871..  651421.2 632820.0 660184.6 588471.0  604897.7
19 7397 40  462935.0 466051.1 380267.0 387829.2  37RR0NKN 72174 379482.0 387663.3 263991.0 277376.3
20 7397 50 462308.0 466342.1 383740.0 388956.6 5. S67.0 389618.5 378016.0 387109.5 286046.0 306737.8
21 7397 60 462830.0 465983.5 384435.0 390511.0 38679.. 389408.1 383588.0 388659.3 280287.0 304233.9

In table 4, n is the city number, m stands for the nup ... of salesmen, best and mean represent the

best solution and average solution of the algorit’ s ru, 1ing 10 times for CBTSP. The table shows that

NGA can show better solution quality than the con »ai ¥ algorithms.

Table 5 the solution quality of the five algorithms to. large scale CBTSP with running 60s as the stopping

co. tition (Unit: km)

Instance n m HHGA GASA GAHC GAQSA NGA

Large Best Mean F st V .an Best Mean Best Mean Best Mean

1 2461 3 1412.0 1746.9 1230 1489.2 1434.0 1756.6 1333.0 1620.5 786.0 846.4

2 2461 6 1689.0 2341.1 151 .0 1894.7 1834.0 2391.0 1901.0 2174.7 1322.0 1439.0

3 2461 12 2447.0 2863.7 1,00 2686.0 2696.0 3077.0 2189.0 2460.7 1906.0 2122.7

4 2461 24 3356.0 3492.¢ 2015.0 2878.7 3149.0 3363.4 2588.0 2691.7 2479.0 2667.1

5 2461 30 2774.0 320F 3 7899.0 3132.7 2741.0 3234.7 2607.0 2709.0 2576.0 2753.3

6 3461 3 1654.0 2051 0 155+.0 1985.5 1397.0 1769.0 1355.0 1877.4 1235.0 1278.3

7 3461 6 2173.0 5918 2122.0 2375.2 2015.0 2332.1 1973.0 22433 1636.0 1859.0

8 3461 12 2924.0 1187 2726.0 2989.3 2848.0 3161.6 2506.0 2796.9 2061.0 2366.2

9 3461 24 3407.0 35, © 3011.0 34243 3524.0 3676.5 3030.0 3262.8 2761.0 2960.7
10 3461 30  3252.0 3558.0 2941.0 3437.8 3288.0 3602.4 3050.0 3416.0 2911.0 3170.3
11 3461 40 3458/ ,736.€ 2962.0 3480.6 3468.0 3710.0 3125.0 3435.8 3141.0 3280.3
12 5397 20 711914 728F,1.6  680495.0 704133.7 695960.0 725712.0 693410.0 701328.9 624264.0 652183.1
13 5397 30 77430 7..703.1 710104.0 7314909 719362.0 744071.7 685882.0  732548.3 676234.0 698300.6
14 5397 40 ' 77224.0 380031.2 379412.0 380972.9 378961.0 386469.8 377605.0 379197.5 211532.0 261310.7
15 5397 50 578%413.0 390743.5 377818.0 384265.8 379408.0 386357.6 378394.0 380634.0 274364.0 310120.5
16 5397 60 3825, " 4001204 379414.0 383077.8 379474.0 3970559 379325.0 387178.0 275904.0 330702.3
17 7397 "0 5677'6.0 6177293  599513.0 620764.0  592693.0 624653.8 589409.0 628891.6 564760.0 585141.5
18 7397 0 6343( .0 664049.8 636528.0 6493943 627827.0 649173.3 624777.0 646689.1 588471.0 604897.7
19 7397 4 3837.3.0 387417.0 384432.0 388763.3 383588.0 388002.8 379482.0 385691.0 263991.0 277376.3
20 73¢T 80 383740.0 3872429 379693.0 388556.9 381267.0 389270.0 381267.0 385665.8 286046.0 306737.8
21 7397 6f  543743.0  388602.4 383585.0 387802.5 384151.0 388970.2 385559.0 388533.5 280287.0 304233.9

From ta ~le 5, it shows that NGA can display better solution quality than other algorithms. The

following figure 9 and figure 10 are average solution quality of the algorithms for CBTSP.
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Fig.9. the average solution quality of the algorithms “r large scale CBTSP (Unit: km)
In figure 9 and figure 10, the lateral axis stands fc .. o.uw number of the instance. For example,
the number 2 corresponds to the instance with n=2461 a1 m=6; vertical axis represents the mean

solution quality of the algorithms for the problem.
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.14.10. the average solution quality of the algorithms for large scale CBTSP (Unit: km)

Figure ¢ and fig re 10 show that NGA demonstrates better mean solution quality than GAQSA,
GAHC GASA, 11HGA, SAGA, HCGA, GAG and GA.

In o1’er .0 test the effectiveness of the algorithms for the problem, we use the best solution
deviation 1 My, and the average best solution deviation PD,,to make significance test [26]. The
percentage deviation is computed based on the data of table 4 and table 5, and the computation
formula and method are given in the literature [26]. The computation results are shown in table 6
and table 7.



Table 6 the percentage deviation of the five algorithms for large scale CBTSP with running 60s as the stopping

condition

Instance n m GA GAG HCGA SAGA NGA
Large scale PDpest PD,, PDpest PD,, PDpest PD,, PDpest P sy PDpes: PD,,
1 2461 3 401.1 370.8 68.1 1034 403 92.3 68.4 /0. 0.0 0.0
2 2461 6 198.8 177.3 44.8 53.0 56.1 72.4 16.1 35.1 "0 0.0
3 2461 12 122.8 89.1 60.8 46.8 64.3 48.5 18.0 7.9 8.2 0.0
4 2461 24 128.1 51.4 75.1 26.8 83.4 28.6 0.0 [ 41.9 0.0
5 2461 30 66.0 47.0 235 18.6 26.1 17.9 0.0 2.0 8.6 0.0
6 3461 3 238.8 234.5 10.4 59.6 322 57.4 21.7 4. " 0.0 0.0
7 3461 6 157.0 130.0 20.2 28.2 24.6 28.0 8.1 124 0.0 0.0
8 3461 12 105.3 80.6 41.6 352 355 323 0.7 16.7 0.0 0.0
9 3461 24 51.7 45.6 30.4 25.8 30.4 25.7 10.1 16.4 0.0 0.0
10 3461 30 61.1 35.1 24.6 13.3 28.5 13.9 Iv 10.0 12.1 0.0
11 3461 40 60.1 30.7 31.9 15.8 39.9 17.7 0.0 8.5 19.8 0.0
12 5397 20 17.8 14.3 12.5 11.5 133 1C 7 8.0 7.8 0.0 0.0
13 5397 30 11.0 8.5 8.1 7.4 7.4 6.6 5.7 5.8 0.0 0.0
14 5397 40 104.1 66.8 79.3 47.6 78.9 77 .o 45.9 0.0 0.0
15 5397 50 58.9 425 38.2 26.2 38.8 26.€ 37.8 22,5 0.0 0.0
16 5397 60 57.8 333 41.7 24.1 37.9 "2 37.5 17.9 0.0 0.0
17 7397 20 23.7 20.7 3.8 7.6 52 8.5 53 8.2 0.0 0.0
18 7397 30 23.6 22.6 5.4 7.8 5.1 7.6 7.5 9.1 0.0 0.0
19 7397 40 75.3 68.0 44.0 39.8 431 3.6 43.7 39.7 0.0 0.0
20 7397 50 61.6 52.0 34.1 26.8 34.7 ~.0 32.1 26.2 0.0 0.0
21 7397 60 65.1 53.1 37.1 28.3 3. 27.9 36.8 27.7 0.0 0.0

Average 99.5 79.7 35.0 31.1 364 313 22.0 21.7 4.3 0.0

Table 7 the percentage deviation of the five algorithms .. * == scale CBTSP with running 60s as the stopping
conditi

Instance n m HHGA GAS, GAHC GAQSA NGA
Large scale PDyey PD,, PDpey F. PDyey PD,, PDpey PD,, PDpey PD,,
1 2461 3 79.6 106.3 56.4 —. 82.4 107.5 69.5 91.4 0.0 0.0
2 2461 6 27.7 62.6 14.2 21.6 38.7 66.1 43.7 51.1 0.0 0.0
3 2461 12 39.5 349 0.0 26.5 53.7 44.9 24.8 15.9 8.6 0.0
4 2461 24 66.5 30.9 L 7.9 56.2 26.1 28.4 0.9 23.0 0.0
5 2461 30 7.6 18.4 12.5 15.6 6.4 19.4 1.2 0.0 0.0 1.6
6 3461 3 339 60.4 ”5.8 55.3 13.1 383 9.7 46.8 0.0 0.0
7 3461 6 32.8 28.€ 29., 27.7 23.1 25.4 20.5 20.6 0.0 0.0
8 3461 12 41.8 34/ 322 26.3 38.1 33.6 21.5 18.2 0.0 0.0
9 3461 24 233 2" 9.0 15.6 27.6 24.1 9.7 10.2 0.0 0.0
10 3461 30 11.7 12.2 1 8.4 12.9 13.6 4.7 7.7 0.0 0.0
11 3461 40 16.7 139 0.0 6.1 17.0 13.0 55 4.7 6.0 0.0
12 5397 20 14.0 11.. 9.0 7.9 114 11.2 11.0 7.5 0.0 0.0
13 5397 30 8.3 7.5 5.0 4.7 6.3 6.5 1.4 4.9 0.0 0.0
14 5397 40 78.” 454 79.3 45.7 79.1 47.8 78.5 45.1 0.0 0.0
15 5397 50 37. 259 37.7 239 38.2 24.5 37.9 22.7 0.0 0.0
16 5397 60 8.8 20.9 37.5 15.8 37.5 20.0 37.4 17.0 0.0 0.0
17 7397 20 0.4 5.5 6.1 6.0 4.9 6.7 4.36 7.4 0.0 0.0
18 7397 30 7.7 9.7 8.1 7.3 6.6 7.3 6.1 6.9 0.0 0.0
19 7397 40 4. 39.6 45.6 40.1 453 39.8 43.7 39.0 0.0 0.0
20 7397 o0 341 26.2 32.7 26.6 332 26.9 332 25.7 0.0 0.0
21 7397 60 36" 27.7 36.8 27.4 37.0 27.8 37.5 27.7 0.0 0.0

Average 37 30.7 22.8 239 31.8 30.0 25.3 22.4 1.7 0.07

From tr sie 6, we can see that the percentage deviation of NGA is smaller than the ones of other

four algori ums, an - it shows that the proposed algorithm NGA can show superiority over the SAGA,
HCGA GAG auu GA in term of solution quality.
The ab'¢ 7 shows that NGA can show better solution quality than HHGA, GASA, GAHC and

GAQSA fo 'arge scale CBTSP.

The following tables are the experiments results of the algorithms for large scale CBTSP by running

180s as the stopping condition.
In table 8 and table 9, GA, GAG and HCGA are all from the literatures [1-2]; the improved genetic



algorithm SAGA is from the literature [1]; the modified genetic algorithms HHGA, GASA and GAHC
respectively refer to the literature [22], literature [23] and literature [24]; the improved genetic
algorithm GAQSA refers to the literature [25]; NGA is the proposed algorithm.

Table 8 the solution quality of the five algorithms for large scale CBTSP with running 180s .. the stopping

condition (Unit: km)

Instance n m GA GAG HCGA SA A NGA

Large Best Mean Best Mean Best Mean Best Mr in Best Mean

1 2461 3 3782.0 3903.3 1152.0 1642.3 1345.0 1565.7 1132.C 1.7 9 803.0 829.2

2 2461 6 3869.0 3914.9 1378.0 2199.1 1760.0 2242.6 1356.0 15703 1395.0 1490.1

3 2461 12 3831.0 3925.8 2428.0 2965.3 2316.0 2993.7 17" v 24109 1813.0 2082.7

4 2461 24 3901.0 3961.5 2814.0 3357.5 2771.0 3201.9 7 49.0 - 454 2442.0 2577.0

5 2461 30  3906.0 3951.6 3064.0 3280.5 2639.0 3187.9 0. 2932.3 2555.0 2701.1

6 3461 3 4109.0 4200.4 1497.0 1897.3 1396.0 1932.3 *428.0 1828.0 1209.0 1268.1

7 3461 6 4155.0 4243.4 1870.0 2239.9 2032.0 2295.7 1796. " 2143.7 1610.0 1853.3

8 3461 12 4146.0 4196.4 2663.0 3135.0 2626.0 2988.3 2005.C 2536.5 2171.0 2360.2

9 3461 24 41240 4195.6 3603.0 3664.4 3335.0 3665.4 2402 3001.5 2764.0 2943.2
10 3461 30 4155.0 4193.9 3333.0 3663.2 3288.0 36,65 2626.0 3160.8 2859.0 31231
11 3461 40 4186.0 42452 3325.0 37259 3609.0 3372 . 139.0 3478.3 3132.0 3271.0
12 5397 20 728821.0 736354.9 703417.0 723289.7 677681.0 714,412  ,51856.0 674221.4 621091.0 649456.4
13 5397 30 740720.0 751998.6 719075.0 = 743732.1  732496.0 , "R57.w  675320.0 703960.5 671429.0 692751.0
14 5397 40 426569.0 434040.2 377954.0 384240.3 377937.0 37964 0 377201.0 381100.4 194797.0 259629.1
15 5397 50 428986.0 434471.7 379344.0 393096.9 378736.. 38446’ 3 377168.0 3783359 273101.0 317077.4
16 5397 60  430699.0 435056.2 379385.0 400887.2 378>.°0 5. 519 377149.0 3795032 283679.0 324001.2
17 7397 20 689050.0 699144.1  603540.0 621953.6 587012.0 <09802.3 528691.0 601227.8 559358.0 567024.4
18 7397 30 731807.0 736214.7 614787.0 662048.2 rivww 0339357 602838.0 636154.6 572646.0 595714.3
19 7397 40  459451.0 463096.1 386784.0 390598.2 383, “0 390747.5 379482.0 386187.3 265908.0 277218.5
20 7397 50 462300.0 463566.5 384435.0 390281.7 2R4424.0 388876.4 381267.0 3874282 281086.0 298361.5
21 7397 60 461342.0 463348.3 386784.0 390239.6 38/.51.n 392003.0 378147.0 385675.3 281082.0 311882.9

Table 9 the solution quality of the five algorithms fc - lai ~ scale CBTSP with running 180s as the stopping

COow “uon itz km)

Instance n m HHGA GASA GAHC GAQSA NGA

Large Best Mean Best Mean Best Mean Best Mean Best Mean

1 2461 3 1393.0 1717.8 970.r 1.79.5 1196.0 1826.3 1384.0 1664.3 803.0 829.2

2 2461 6 1991.0 2274.0 13¢ 1 15¢ 5.9 1735.0 22442 1612.0 1989.2 1395.0 1490.1

3 2461 12 2386.0 2896.6 1124.0 27.7.2 2414.0 2890.8 2235.0 2341.9 1813.0 2082.7

4 2461 24 2672.0 3173.5 1883" 2302.2 2745.0 3230.6 2308.0 2589.3 2442.0 2577.0

5 2461 30  2820.0 3199.1 191" .0 2812.4 2874.0 3217.8 2324.0 2527.6 2555.0 2701.1

6 3461 3 1712.0 2084.6 1~ 70 1764.8 1512.0 1956.7 1508.0 1830.1 1209.0 1268.1

7 3461 6 1830.0 2328.0 1799.0 2096.1 1938.0 22373 2027.0 2202.4 1610.0 1853.3

8 3461 12 2588.0 305¢€ o 2159.0 2614.7 2882.0 3086.0 2264.0 25159 2171.0 2360.2

9 3461 24 3354.0 3566.2 2403.0 3020.6 3324.0 3641.5 2517.0 3015.5 2764.0 2943.2
10 3461 30 3011.0 7,330 3098.0 3305.6 3111.0 3514.7 2754.0 3172.1 2859.0 31231
11 3461 40 3373.0 4689. 2799.0 3427.4 3346.0 3697.4 3078.0 3374.7 3132.0 3271.0
12 5397 20  695860.0 71 ‘9.6 665442.0 689173.5 700339.0 717936.7 675930.0 688256.5 621091.0 649456.4
13 5397 30 716078 711008..  679130.0 706743.8  709360.0  740032.9 674711.0 707437.5 671429.0 692751.0
14 5397 40  3789° .0 8386°.1 377138.0 379476.2 379344.0 382518.7 377142.0 378537.5 194797.0 259629.1
15 5397 50 378800.. 387C 9.5 375260.0 379197.0 377840.0 384397.6 375496.0 379313.3 273101.0 317077.4
16 5397 60 377..50 5. 287.0 377844.0 383271.6 379410.0 389680.2 376825.0 381004.5 283679.0 324001.2
17 7397 20 38300.0 6219457 588677.0 614833.5 599363.0 629677.5 607557.0 632747.0 559358.0 567024.4
18 7397 30  ¢'7751.0 >56876.8  602168.0 642598.7 603003.0 647381.0 608134.0 641923.1 572646.0 595714.3
19 7397 40 3850777 3866704 379482.0 385773.6 383732.0 388376.7 372940.0 383990.7 265908.0 277218.5
20 7397  “y  383r91.0 3877362 381264.0 384867.0 385547.0 389602.7 375989.0 383986.7 281086.0 298361.5
21 7397 0  3841: .0 388113.9 379468.0 387324.5 383588.0 387633.4 384107.0 387665.3 281082.0 311882.9

In table 8 . ~4 * .ole 9, they are the experiment results of the algorithms for CBTSP by running 180s

as the » opp . -ondition. The mean is also the average solution quality of the algorithms running 10

times for . e problem. From the data, it shows that NGA can show better solution quality than the

compared modified genetic algorithms.

The following figure 11 and figure 12 are the mean solution quality of the five algorithms for solving

CBTSP by running 180s as the stopping condition.
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Fig.11. the average solution quality of the algorithm. r large cale CBTSP (Unit: km)
In the figure 11, the lateral axis represents the order . 'mbei of the instance. For example, the
number order 6 corresponds to #=3461 and m=3, the _....c. uider 21 is the corresponding data with

n=7397 and m=60; vertical axis is the mean solution quality fthe algorithms for the problem.
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.14.12. the average solution quality of the algorithms for large scale CBTSP (Unit: km)
The late al axis ' f figure 12 means the order number of instance data, and the vertical axis is the
mean solution yuatity of the algorithms for CBTSP.
The 1.~ur > 11 and figure 12 show that NGA can demonstrate better mean solution quality than the
modified ge “etic algorithms for solving large scale CBTSP.
The below tables are the percentage deviation of the algorithms for CBTSP by running 180s as

stopping condition.



Table 10 the percentage deviation of the five algorithms for large scale CBTSP with running 180s as the stopping

condition

Instance n m GA GAG HCGA SAGA NGA
Large PDpey PD,, PDpey PD,, PDypesy  PD,, PDpey PD,, PDpey PD,,
1 2461 3 370.9 370.7 434 98.0 67.4 88.8 40.9 61.0 0.0 0.0
2 2461 6 185.3 162.7 1.6 47.5 29.7 50.4 0.0 53 2. 0.0
3 2461 12 122.6 88.4 41.0 42.3 34.5 43.7 0.0 R 5.3 0.0
4 2461 24 123.0 53.7 60.8 30.2 58.4 24.2 0.0 2.6 39.6 0.0
5 2461 30 64.6 46.2 29.1 214 11.2 18.0 0.0 o 7.7 0.0
6 3461 3 239.8 231.2 23.8 49.6 154 52.3 18.1 44.1 0.0 0.0
7 3461 6 243.6 128.9 54.6 20.8 68.0 23.8 48.5 1 33.1 0.0
8 3461 12 106.7 77.7 32.8 32.8 30.9 26.6 0. 7.46 8.2 0.0
9 3461 24 65.4 42.5 445 24.5 33.7 24.5 0 1.y 10.8 0.0
10 3461 30 58.2 34.2 26.9 17.2 252 154 0.0 1.2 8.8 0.0
11 3461 40 47.9 29.7 17.5 13.9 27.5 14.2 10.9 6.3 10.7 0.0
12 5397 20 17.3 13.3 13.25 11.3 9.1 10.0 49 3.8 0.0 0.0
13 5397 30 10.3 8.5 7.0 7.3 9.0 8.2 0.5 1.6 0.0 0.0
14 5397 40 118.9 67.1 94.0 47.9 94.0 467 o 46.7 0.0 0.0
15 5397 50 57.0 37.0 38.9 23.9 38.6 1.2 ”8.1 19.3 0.0 0.0
16 5397 60 51.8 34.2 33.7 23.7 333 14 KX 17.1 0.0 0.0
17 7397 20 30.3 233 14.1 9.6 11.0 7.5 2.0 6.0 5.8 0.0
18 7397 30 27.7 235 7.3 11.1 10.2 Y. 5.2 6.7 0.0 0.0
19 7397 40 72.7 67.0 454 40.8 443 40.9 42.7 39.3 0.0 0.0
20 7397 50 64.4 553 36.7 30.8 36.7 30.2 35.6 29.8 0.0 0.0
21 7397 60 64.1 48.5 37.6 25.1 30,7 23.6 34.5 23.6 0.0 0.0

Average 102.0 78.3 335 30.0 34 5 °8.7 19.3 17.4 6.3 0.0

In table 10, it shows that the best solution percenta,~ deviation PD,,, and average best solution
percentage deviation PD,, of NGA is the smallest .. ' ~ five algorithms, which means that NGA can
demonstrate superiority over SAGA, HCGA, GAG an.' 3A in term of solution quality.

Table 11 the percentage deviation of the five algorithi. s .. = laige scale CBTSP with running 180s as the stopping

~ond1. on

Instance n m HHGA GAS, GAHC GAQSA NGA
Large PDpey PD,, PDp,y PD,,  PDpey PD,, PDy.;  PD,, PDy,y PD,,
1 2461 3 73.4 107.1  zvu.. 53.0 489 120.2 72.3 100.7 0.0 0.0
2 2461 6 42.7 52.6 0.0 52 243 50.6 15.5 334 0.0 0.0
3 2461 12 675 39.0 n.0 112 695 38.8 56.9 124 27.3 0.0
4 2461 24 419 ! 0.u 8.7 45.7 253 22.5 0.4 29.6 0.0
5 2461 30 472 26.5 0.0 112 50.0 273 213 0.0 334 6.8
6 3461 3 41.6 % 23 39.1 250 54.3 24.7 443 0.0 0.0
7 3461 6 13.6 25.6 1.7 13.1 203 20.7 25.9 18.8 0.0 0.0
8 3461 12 19.° 29.5 0.0 10.7 334 30.7 4.8 6.5 0.5 0.0
9 3461 24 36.0 p ! 0.0 2.6 34.7 23.7 2.0 2.4 12.0 0.0
10 3461 30 7. 13.1 12.4 5.8 12.9 12.5 0.0 1.5 3.8 0.0
11 3461 40 205 12.7 0.0 4.7 19.5 13.0 9.9 3.1 11.8 0.0
12 5397 20 2 10.1 7.1 6.1 12.7 10.5 8.8 59 0.0 0.0
13 5397 J 6.6 6.9 1.1 2.0 5.6 6.8 0.4 2.1 0.0 0.0
14 5397 40 945 47.8 93.6 46.1  94.7 473 93.6 45.7 0.0 0.0
15 5397 50 387 22.0 37.4 19.5 383 21.2 37.4 19.6 0.0 0.0
16 5397 6u 377 223 33.1 182 337 20.2 32.8 17.5 0.0 0.0
17 739" 20 51 9.6 52 843 7.1 11.0 8.6 11.5 0.0 0.0
18 73¢ " 30 9.6 10.2 5.1 7.8 53 8.6 6.1 7.7 0.0 0.0
19 7397 40 442 39.4 42.7 39.1 443 40.0 40.2 38.5 0.0 0.0
20 197 50 365 29.9 35.6 289 37.1 30.5 33.7 28.6 0.0 0.0
21 7397 60 36.6 24.4 35.0 24.1 36.4 24.2 36.6 24.2 0.0 0.0

Average 34.8 30.3 17.2 174 333 30.3 26.4 20.2 5.6 0.3

In tehle 11, 1 snows that NGA can demonstrate better solution quality than the compared modified
genetic «'or ;ithms HHGA, GASA, GAHC and GAQSA.
4.3 Discuss. n
In intelligent transport systems and multiple tasks cooperation, many real-world problems can be
modeled by CBTSP, the scale of constructed model is easy to tend to large scale, thus it is significant to

study large scale CBTSP, however, the traditional modified genetic algorithms, such as GAG, HCGA



and SAGA, are easy to fall into local optimum, in order to improve it, the NGA is proposed for this
problem. For the small scale and medium scale CBTSP, the experiments show that NGA has no
obvious superiority over the compared genetic algorithms, while the city number is mor~ than 2000, the
traditional modified genetic algorithms are easy to fall into local optimum, NGA ¢ .. display strong
global search ability, it can demonstrate obvious superiority over the compared algorithms.

The NGA and the modified genetic algorithms for large scale CBTSP are shov n in able 4 and table
5 by running 60s as the stopping condition, the figure 9 and figure 10 are the aver._= solution quality
of the nine algorithms for this problem, which is made based on the average <nlutic. of the former two
tables, the percentage deviation of table 6 and table 7 is made based on .ne t ui. # and table 5. The
tables 4-7 and figures 9-10 show that NGA has better solution quality tha. the compared modified
genetic algorithms. Table 8 and table 9 are experiments results of the .(gorith 1s for large scale CBTSP
by running 180s as the stopping condition, the following figures 11-12 'nd tab cs 10-11 are made based
on table 8 and table 9. Tables 8-11 and figures 11-12 display that NGA ~2n demonstrate better solution
than the compared genetic algorithms.

In the mentioned tables and figures, it shows that NGA can ac. ~onstrate better solution quality than
the compared modified genetic algorithms GAG, HCGA, S." GA, HF GA, GASA, GAHC and GAQSA
for large scale CBTSP. HCGA and SAGA have the similar . ~lution quality, and GA displays the worst
solution quality in the several algorithms. In term of tt __l...c. quality, the improved GAs such GAG,
HCGA and SAGA have better performance than the basic L.* NGA has the best solution quality in the
nine algorithms for solving the large-scale problem.

From the above experiments, it shows NGA - nov »nly show better best solution quality than the
former compared algorithms in most of instance. fo. large scale CBTSP, but also display obvious
superiority over the compared modified gene..~ aigu..thms in term of average solution quality. NGA is
a new swarm intelligence algorithm which can be used in optimization problems such as planning and
combination optimization problem. By the C."TSP experiments, it shows that the NGA is effective for
large scale CBTSP, and can demonstra. <uper ority over the compared genetic algorithms.

5 Conclusion and future wr rks

CBTSP is one of the combinau.~ opti aization problems, which is from the applications where
multiple salesmen work coor ‘ratively 1a the workspaces that partially overlap with each other. The
paper provides a new model callec CBTSP, which can model real-world problems, and proposes a
novel genetic algorithm cor olving the problem. The extensive experiments show that NGA can
demonstrate better perfori.~ «ce than the compared modified genetic algorithms for large scale CBTSP
in term of solution g ality

The limitations ot « © wo' «s are as follows: although the city number of CBTSP is more than 7000,
the scale is still umited- the given applications of CBTSP is not enough in this paper. The next possible
works could be “ocused n the points: on the one hand, studying more advanced algorithms for larger
scale CBTS. s a possible research area, the expected algorithms should show good performance in
term of so. tion qu lity or solving speed; on the other hand, exploring and studying more applications
of CBTSP mou.. 1s another possible research work, and we can also use the proposed algorithm to
solve ou er combinational optimization problems. In addition, the new learning strategies, such as
multi-taski. ~ learning [27-29], reinforcement learning [30-33], social learning [34-36], or self-learning

[37-38], should be introduced in the used algorithms for further improving their performance.
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Highlights:

This paper provides a new colored balanced traveling salesman problem (CBTS & model, which

%

can be used to model the optimization problems with the partially overlapped workspace.

The paper extends the scale of the model to large scale in which the city number -~ more than 1000,
and studies the large scale optimization for CBTSP.

A novel genetic algorithm is proposed for large scale CBTSP, and tu. experiments show the

superiority of the proposed algorithm.



