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Abstract

Bicycle sharing systems are becoming increasingly prevalent in urban environments. These systems provide an envi-
ronmentally friendly transportation alternative in cities. The management of these systems faces many optimization
problems. The most important of these problems are the individual maintenance of bicycles, rebalancing and shared
facilities, and the use of systems by creating requirements in asymmetrical patterns. A series of data mining tasks based
on real data sets is performed to solve the problem of unbalanced bicycle use.

By analyzing the characteristics of each station, the stations are modeled from the perspective of individuals and
clusters by means of different models. The evaluation indicators used to address the accuracy of the results provide an
effective method for shared bicycle predictions.

Keywords: public bicycle services; data analytics; artificial intelligence; intelligent transportation.

1. Introduction

With the economic development in recent years, hu-
man activities have caused increasingly serious pollution
and damage to the natural environment [1]. With the
expansion of the Internet of Vehicles (IoV) in smart c-
ities, the public bicycle system has developed quickly as a
new green transportation mode [2, 3] and is substantially
changing the travel habits of citizens around the world, e-
specially in China.Therefore, sustainable development has
become the consensus of the international community [4].
In this case, the public bicycle system (PBS) was devel-
oped as a substitute for short-distance vehicles due to its
low pollution, low energy consumption, and high flexibili-
ty. In addition to reducing travel needs for personal vehi-
cles, public bicycle sharing systems not only help to extend
the range of transit and walking travel and provide peo-
ple with healthy transportation options but also generate
greater interest in cycling and increase the number of peo-
ple who ride bicycles [5]. As of the end of 2016, more
than 1,100 cities actively operated an automated bicycle
sharing system, with a total of 2,000,000 public bicycles
deployed worldwide. With a bicycle sharing system, users
can easily use a smart card to rent a bicycle at a near-
by station, use the bicycle on short trips, and return the
bicycle at another station [6].

The shared bicycle system can be considered to belong
to the IoV [7]. Scanning a code to unlock a bicycle is a
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feature of shared bicycles. These smart locks are based on
the Internet of Things.

The IoV principle of shared bicycles adopts the archi-
tecture of mobile terminal-cloud-bicycle terminal. PBSs
use the more common Internet of Things (IoT) applica-
tion architecture: cloud-user-terminal. Although the IoT
architecture is not the only possibility, most of the current
services use this architecture.

Due to the increasing importance of bicycle sharing
programs and the operational difficulties in managing them,
people have become concerned about various issues related
to bicycle sharing [8]. Many problems need to be resolved
in the rapidly rising industry of shared bicycles. 1. The
uneven distribution of stations wastes resources: In some
regions, there are fewer users with multiple stations, and
supply is in short supply. In some regions, there are few
users and the utilization rate is low. After some stations
are put into operation, the use of bicycles is low, and the
use of regional stations is low, resulting in a waste of re-
sources. By contrast, other stations are extremely active,
and the delivery of vehicles does not satisfy the demand. 2.
The user experience is poor: In places where the number
of bicycles borrowed and returned does not match, caus-
ing no bicycles to be available. 3. The frequency of use
of bicycles is not balanced, resulting in high maintenance
costs: The number of uses per bicycle varies greatly, and
frequent use and frequent idleness can affect the useful life
of bicycles and increase the cost of vehicle maintenance.
Bicycles in short supply at popular stations are frequent-
ly. Thus, we must optimize these maintenance issues via
data analytics.

To solve the above problems, this paper focuses on the
research of station-based shared bicycles. The main con-
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tribution of the article is discussing shared bicycle behav-
ior from the perspective of individual stations and clusters
by analyzing and processing the behavior of station-based
shared bicycles in a city. A clustering model is used to
predict the behavior of shared bicycles. The stations are
allocated according to usage. The scheduling problem of
vehicles is solved according to the borrowed and returned
numbers for the predicted stations. Finally, bicycle usage
is summarized to schedule proper maintenance of equip-
ment. The existing shared bicycle system is improved by
solving the above problems, so the user has a better expe-
rience and the manufacturer has a better plan for vehicle
scheduling and maintenance.

2. Related works

Researchers have conducted substantial research to de-
scribe the nature of bicycle sharing systems, business mod-
els, optimization, and the combination of the Internet of
Things. For example, Shaheen et al. reviewed the histo-
ry, advantages and disadvantages of global bicycle sharing
systems [9]. Martin et al., with the advent of public bicycle
sharing, assessed the dynamics of transit mode transitions
[10]. Parkes et al. used diffusion theory to compare the
adoption of bicycle sharing in Europe and North America
[11] and proposed the concept of the Internet of Shared
Bicycle (IoSB) for the first time to find a feasible solution
for the technical problems of shared bicycles.[2]. Although
the research direction is different, it has inspired us to pro-
mote shared bicycle systems.

We know that shared bicycle systems and the IoV are
inextricably linked, and IoV technology is an integral part
of the Internet of Things. At present, most shared bicy-
cles use traditional 2G networks for networking, but these
systems will gradually transition to Narrow Band Internet
of Things (NB-IoT) networks in the future [12]. In fac-
t, many companies have begun to use NB-IoT technology
[13] in shared bicycle network transmission. NB-IoT is an
emerging technology in the IoT space that supports low-
power devices via cellular data connection, also known as
low-power wide area network [14]. NB-IoT supports ef-
ficient connection of devices with long standby time and
high network connection requirements. Related research
has been performed to make it easier to collect shared bi-
cycle system data using IoT technology. Zguira.Y et al.
proposed an efficient, IoB-DTN, a routing protocol based
on data aggregation that applies the delay tolerant net-
work (DTN) paradigm to IoT applications running data
collection on urban bicycle sharing system based sensor
networks [15]. Such a technology represents great con-
venience for shared bicycle systems. The data collection
system mentioned in this paper is also supported by this
technology.

The problem of bicycle sharing inspired researchers to
study the optimization of sharing systems. The main focus
was on the dynamic perception of bicycle sharing system

data, and two topics were considered extensively, name-
ly, clustering and prediction. Currently, most clustering
methods can identify movement patterns [16] in bicycle
use and divide these stations into clusters based on usage.
For example, in [17], two clustering techniques use activity
statistics derived from the evolution of station occupancy
or the number of bicycles available on a given day [18].
Other researchers have focused on the user and motivat-
ed users to balance the bicycle sharing system. Singla A
et al.[19] proposed a crowdsourcing mechanism that mo-
tivates a user to perform a bicycle repositioning process
by providing an alternative to the user to select or return
the bicycle in exchange for a monetary incentive. This
idea is a subjective and innovative approach, but based
on the consumption level of shared bicycle systems, the
use of a monetary incentive mechanism to greatly opti-
mize this method is challenging. However, most of these
studies focused on studying vehicle scheduling problems
through clustering and forecasting and were unable to im-
plement the regional distribution of the stations and the
vehicles themselves. In this paper, the demand for bicycles
is predicted, and the vehicle scheduling and maintenance
are experimentally elaborated.

The issue of forecasting bicycle sharing demand has at-
tracted considerable attention. Based on the spatial gran-
ularity of focus, three sets of prediction models are con-
sidered in the current study: city level, cluster level, and
station level. For city-level groups, the goal is to predict
bicycle use throughout a city. In 2014, Kaggle, the world’s
largest predictive modeling and analysis competition plat-
form, invited participants to predict the total hourly de-
mand for the Capital Bikeshare system in Washington, D-
C. Giot and Cherrier (2014) analyzed the demand forecast
for the next 24 hours and provided the city granularity of
the Capital Bikeshare system[20]. They tested a variety
of machine learning algorithms, such as ridge regression,
Adaboost regression, support vector regression, stochastic
prediction trees, and gradient-enhanced regression trees,
and showed that the former two performed better than
the others [21]. Other researchers have used deep learning
methods [22, 23] to estimate inventory rebalancing need-
s in shared bicycle systems. Mrazovic et al. [24] pro-
posed a multi-input and multi-output deep learning mod-
el based on long short-term memory networks to predict
users’ long-term needs. Although this article is not in-
tended to improve the algorithm, we compare various al-
gorithms in the experiment, and finally choose one with
the best results to provide an experimental demonstration.

In this demand forecasting problem, the ultimate goal
of researchers is not to obtain specific values but to op-
timize the system to schedule the rebalancing of shared
bicycles. Thus, cluster classification is applicable. Sta-
tions with the same characteristics are grouped into the
same class and the same planning is applied to each station
within a cluster. Zhou (2015) applied community detec-
tion algorithms and agglomerative hierarchical clustering
to group similar bicycle traffic and stations in the Chicago
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PBS. The paper confirms that the clustered bicycle usage
patterns are different for daytime, user, orientation, and
land use profiles [25]. Other studies have applied clustering
algorithms and shared demand forecasts for cluster-level
bicycle assessments. Li et al. (2015) proposed a bicy-
cle sharing demand forecasting framework that introduces
a dual-station clustering algorithm to group individual s-
tations. The bicycle sharing needs of the entire city are
predicted based on a gradient-elevation regression tree;
then, based on multiple similarity reasoning, models are
segmented between clusters [26]. Chen et al. (2016) noted
that station clustering should be updated based on time
and weather factors and social and traffic events. They
proposed a geographically constrained station clustering
method on a weighted correlation network to dynamically
group stations with similar bicycle usage patterns. Then,
they estimated the rent and return rate at the cluster level
and adjusted the average value of the cluster through the
inflation rate[27]. However, a small error in the cluster-
level prediction will be multiplied several times, resulting
in an unsatisfactory final result, which is accompanied by
a large error risk. Therefore, this paper directly predicts
these rates at the station level.

Station-level bicycle sharing demand forecasts are chal-
lenging and have attracted considerable interest from re-
searchers. Faghih-Imani et al. (2014) built a similar linear
hybrid model based on a two-day data set of the Mon-
treal BIXI (bicycle+taxi) bicycle sharing system to pre-
dict the hourly bicycle sharing needs at the station. A
250 meter long buffer was set for each station to gener-
ate an explanatory variable in the model [28]. The two
studies did not consider any potential correlation between
stations. For example, if a bicycle station near a subway
exit has higher demand during peak hours, another station
nearby may also have high demand. Yang et al. (2016)
proposed a probabilistic movement model that considers
previous checkout records and journey duration to esti-
mate the future registration number for each station [18].
For bicycle inspections and demand forecasts, they apply
a random forest tree algorithm for each individual station,
without considering spatial or temporal correlations be-
tween stations [29]. The research in this article is based
on station-level bicycle sharing needs. The main issues dis-
cussed include station activity, vehicle scheduling, and ve-
hicle maintenance. This article considers these issues from
the perspective of a single station with clustering. Consid-
ering each station’s arriving bicycle/returning bicycle and
time dimension, the stations are divided into several cat-
egories to study separately. This distinguishes this study
from previous research. Many researchers have considered
only the perspective of clustering when studying sharing
bicycles. However, these studies are not comprehensive,
they are not considered from a single point, and they are
not specific to the station or the vehicle itself. Finally, we
use K-means clustering and the extreme gradient boosting
(XBGOOST) algorithm to predict the features extracted
from the data preprocessing stage. The results are evalu-

Table 1: 1 Data set properties

LEASEDATE CARDSN RTLOCATIV EID
LEASETIME RTSHEDID V IPCARDSN

USETIME RTDATE OPTY PE
SHEDID RTTIME OPNAME

LOCATIV EID OV ERTIME

ated using the root mean square error (RMSE) and mean
absolute error (MAE). The prediction results are found to
be satisfactory.

3. Framework

The leasing company collects user data through the
public bicycle service system. After obtaining the shared
bicycle data, we separate the important information in the
data for separate analyses. For the purpose of forecasting,
the first thing to discuss here is whether or not borrowing
a bicycle and returning a bicycle need to be discussed.
After analyzing the data, we find that the borrowing mode
of the vehicle is essentially the same. Both have similar
characteristics and can use a common model.

Then, we analyze the data from the dimension of time.
Each month has the same loan repayment mode, the same
weekly loan repayment mode, and the same daily loan
repayment distribution. Therefore, the following time-
related characteristics can be considered: month, date,
hour, minutes, and whether it is a workday or a rest day.
From the dimension analysis of the station, a liveness fea-
ture is defined for the station according to the number of
borrowed and returned bicycles. From this aspect, it is
possible to determine the location of a station and ana-
lyze it. Clearly, historical vehicle borrowing analysis must
consider the past behavior, including data for every half-
day, every month, and the average number of borrowed
vehicles.

Then, the features discussed are used as input one after
another, and the features that have a significant impact on
the prediction result are analyzed in greater detail. Final-
ly, the significant features are input to predict the bicycle
behavior. The prediction and analysis results are then ap-
plied to solve the problem of station allocation, vehicle
scheduling and vehicle maintenance.

The experimental process is illustrated in Figure 3.

4. Data analysis

4.1. Data Set

The data set for this article is from a shared bicycle
rental company. The attributes of the data set are shown
in Table 1.

We divide the data set and use the data from May
to July 2015 as the training set and the data from August
2015 as the test set. In the experimental process, the time,
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Figure 1: framework

station, bicycle, returning bicycle, and analysis process are
taken as input, and the station, time, bicycle and return
amount are the forecast results.

4.2. Feature Analysis

Many features, such as riding time, are included in the
initial data analysis phase to predict the distance between
stations or the links between stations, the links between
active stations, the impact of a user’s activity, the number
of vehicles to use in consideration of damage and repairs,
station activity to balance delivery, station liveness to pre-
dict locations, etc.

4.2.1. Intuition/Assumption

The experiments showed that not every feature impacts
the predictions. Only some features play a role in the
prediction result. The following most effective features
are selected through experimental screening.

1. Daily peak hours of bicycle use: Daily commuting
hours (8:00-9:00, 11:00-12:00, 13:00-14:00 and 17:00-
18:00). Bicycle use is higher during peak bicycle use,
and the other times are ordinary times.

2. Weekdays/days off: Mondays to Fridays are classi-
fied as working days, and Saturdays, Sundays, and
holidays are classified as holidays. Workdays are
compared with the peak hours of holidays.

3. Station activity: Researchers previously used clus-
tering tools to classify traffic based on stations that
showed similar usage, not the stations themselves.
The difference in this article is to classifying the
activity of stations at 3 levels. The classification

is based on the following: the quarter of station-
s with the lowest average daily activity of borrow-
ing/transfer are the low-active stations; the quarter
of stations with the highest activity are the active
stations; and the remaining are general stations.

4. Fixed users of a station: Near each station, there
are users who borrow bicycles frequently and users
who borrow bicycles from only one or two stations.
These users are assumed to have fixed bicycles at a
certain station. There are several ways to identify a
fixed user: a user borrows a bicycle from a certain
station and also returns the bicycle to this station,
or based on a threshold of the total number of times
a certain user borrows a bicycle at a specific station
(candidate).

5. Whether the station is at a work place/tourist loca-
tion: To determine whether a station is in a work
area, the active stations are considered. Suppose a
station is a tourist attraction or work area. If a us-
er arrives to the location and returns a bicycle here,
when they are leaving, the user is very likely to bor-
row a bicycle from the same location. If there are
many similar users, then on a daily basis, there will
not be a considerable change in the number of bicy-
cles borrowed and returned. Therefore, if a station
is in equilibrium from Monday to Friday, we classify
it as a place of work; if a station is in equilibrium on
holidays, we will classify it as a tourist attraction.

6. Monthly/weekly/daily lending information: There is
an overall trend in the daily borrowing/returning in-
formation for each week, which will have an impact
on our forecast.
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Figure 2: LEASE/RETURN Information

The above analysis showed that the characteristics that
have a significant impact on the forecast results are station
activity level, forecast time period, total monthly/weekly
vehicle returns, working days/off days, and the distribu-
tion of borrowed vehicles. We collected relevant informa-
tion from the data set to illustrate these features.

4.2.2. Feature Explanations

The features proposed in 4.2.1 can be further explained
by considering the corresponding data from the data set.
For example, for the vehicle borrowing information, we
randomly selected and compared stations in terms of bi-
cycle and bicycle returning information. The results are
shown in Figure 2. The blue broken line in the figure rep-
resents the number of returned bicycles, and the orange
curve represents the number of borrowed bicycles. The
curves for borrowing and returning are very similar, and
the curves are basically consistent. Therefore, there is no
significant difference between the number of bicycles bor-
rowed from and returned to each station.

The data from Monday to Sunday show a downward
trend in the number of bicycles borrowed on the week-
end (Figure 3). In this situation, we consider the weekend
as a vacation. The number of commuters on weekends
is less than the number on working days, which leads to
the reduction in volume. Therefore, when using the model
predictions, holidays and workdays must be studied sepa-
rately.

To more clearly illustrate the use of vehicles at differ-
ent times of the day, the bicycle usage data for each time
period from 0 to 24 hours is extracted, as shown in Figure
4.

The abscissa of Figure 4 represents time, and the or-
dinate represents number of rentals. The total number of
bicycles borrowed at 7:00 from Monday to Friday is ap-
proximately 14,000-15,000, the total number of bicycles
borrowed at 11:00 is approximately 9,000-1,0000, the to-
tal number of bicycles borrowed at 14:00 is approximately

Figure 3: Borrowing from Monday to Sunday (0 means
Monday, 6 means Sunday)

6,000-7,000, and the total number of bicycles borrowed at
18:00 is approximately 15,000-16,000.

The number of bicycles borrowed shows several fluctu-
ations throughout the day, and the trends of the number of
bicycles borrowed from Monday to Friday are essentially
the same. Although the number of leases on weekdays is
significantly less than the number on weekdays, the hourly
trends are similar: peaks are observed at 7:00, 11:00, 14:00
and 18:00. Therefore, we conclude that the peak hours of
workdays are 7:00, 11:00, 14:00 and 18:00. The peak pe-
riod of bicycle use is a key feature for predicting vehicle
scheduling.

Because the sharing system is oriented towards society,
if the system is widely distributed in cities and even the
whole country, the issue of cost will have to be considered.
From the perspective of the equipment itself, we can effec-
tively reduce the reinvestment in bicycles and avoid large
amounts of waste if we maintain the vulnerable vehicles in
time and recycle them. The damage to various vehicles is
assessed in terms of the following aspects: (1) vehicle is
used ¡= 1 min, (2) a vehicle is no longer used after the last
time the vehicle is used, (3) the vehicle has not been used
during the peak period of the active, (4) the last time the
bicycle was used, the bicycle was abandoned. This infor-
mation can be used only as a reference; the data set does
not show that a bicycle was not returned, but the rental
company will have corresponding information.

5. Modeling

5.1. Problem Definition

Definition 1. Trip.Travel Tr = (So, Sd, o, d) is a bicycle
usage record, where So represents the starting station, rep-
resented by RTSHEDID; Sd represents the destination
station, represented by LEASESHEDID; and o and d
are the bicycle Check-out and Check-in time [26].
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Figure 4: 0-24 hours borrowing information
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Definition 2. TimeInterval. The bicycle use time pe-
riod Time = {Tv, Tw, Tr}, where Tv and Tw indicate
WorkDay and WeekDay, respectively, and Tr is the peak
daily bicycle use.

Definition 3. Check−out/Check−in. Check-out/Check-
in refers to the number of bicycles that are loaned out and
returned by Time.

Definition 4. UsageCounter. UsageCounter refers to
the number of uses per bicycle.

Definition 5. Problem definition: Check-in/Check-out pre-
diction problem. Given a set of historical trips TH =
{Tr1, T r2, T r3...T rH}, we want to predict the Check-in/Check-
out of each station within a certain time period.

Modeling from a single station: Each station’s in-
formation is assessed in terms of monthly, weekly, daily,
work day and off-station considerations, and the peak pe-
riod of station usage is compared to the average period.
These factors can have a substantial impact on the sta-
tion’s Check-in/Check-out.

Modeling from a station cluster aggregation per-
spective: Stations are divided into three levels with dif-
ferent levels of activity. The one-quarter of stations with
the lowest average daily number of borrowed/returned bi-
cycles are low-active stations; the one-quarter of stations
with the highest number of borrowed/returned bicycles are
the active stations; and the others are general stations.

5.2. Algorithms

This article uses the XGBoost algorithm to solve the
shared bicycle prediction problem. Three aspects must be
considered when selecting an algorithms. First, station-
based and time-based feature selection and some specific
classifications based on these two major points; the algo-
rithm of this paper must support an approximate classifi-
cation. The method requires high classification accuracy.
Second, high flexibility in the optimization and evalua-
tion of results. Third, a high-performance and fast algo-
rithm. Taking into account the above points, we select
the XGBoost algorithm, which implements a generic tree
boosting algorithm. One representative of this algorith-
m is the gradient boosting decision tree (GBDT ), which
was proposed in February 2014 and focuses on gradien-
t learning algorithms. The library has received extensive
attention due to its excellent learning effect and efficient
training. It combines much of the previous work on the
gradient lifting algorithm, has been applied to many opti-
mization problems in project implementations, and is one
of the most successful machine learning algorithms.

The objective function of XGBoost is as follows:

obj =
∑n

i=1
l(yi, ŷi) +

∑K

k=1
Ω(fk) (1)

where l(yi, ŷi) represents the training loss value, yi is
the real number of bicycles leased and returned, and ŷi is

the predicted number of bicycles leased and returned. The
regularization term Ω(fk) controls the complexity of the
model, including the number of leaf nodes T and the L2
modulus square of the leaf score. γ represents the min-
imum loss reduction required to further partition a leaf
node of the tree: the larger the value is, the more conser-
vative the algorithm will be. λ represents the L2 regular-
ization penalty coefficient.

Ω (ft) = γT +
1

2
λ

∑T

j=1
w2

j (2)

The details of the formula derivation are provided in
the references [30].

This formula agrees with the ID3 algorithm (using en-
tropy to calculate the gain) and the CART algorithm [31]
(which uses the Gini index to calculate the gain). The
formula uses a certain value after splitting minus a certain
value before splitting to determine the gain. To limit the
growth of the tree, we can add a threshold and allow a
node to split when the gain is greater than the threshold.
Gamma in the above equation is the threshold, which is
the coefficient of the number of leaf nodes T in the regu-
larization term. Therefore, XGBoost is equivalent to the
objective function.

Pre-pruning can then be performed. In addition, the
coefficient lambda in the above formula is the coefficient
of the L2 norm square of the leaf score in the regular-
ization term. Smoothing the leaf score also plays a role
in preventing overfitting. This feature is not included in
the conventional gradient boosting decision tree (GBDT ).
Moreover, regularization is used in XGBoost. The stan-
dard gradient boosting machine (GBM) implementation
does not have regularization steps, in contrast to
XGBoost. Regularization is also helpful in reducing over-
fitting. This method has a high degree of flexibility, en-
abling users to define custom optimization goals and eval-
uation criteria. Additionally, XGBoost has built-in rules
for handling missing values.

After selecting the algorithm, the features are entered
from different perspectives, including the following:

Modeling from a single station: Each station’s informa-
tion is assessed in terms of monthly, weekly, daily, work
day and off-station considerations, and the peak period
of station usage is compared to the average period. These
factors can have a substantial impact on the station’s Check-
in/Check-out.

Modeling from a station cluster/aggregation perspec-
tive: Stations are divided into three levels with different
levels of activity. The one-quarter of stations with the low-
est average daily number of borrowed/returned bicycles
are low-active stations; the one-quarter of stations with
the highest number of borrowed/returned bicycles are the
active stations; and the others are general stations. From
the perspective of clustering, this paper uses K-means clus-
tering and specifies the number of categories as three. K-
means clustering is performed using the average number of
borrowed and returned bicycles from Monday to Sunday
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at each station. The results of the clustering method are
not ideal, and the deviation is large.

5.3. Evaluation indicators

The evaluation metrics used in this paper are RMSE
[32] and MAE. The RMSE, also called the standard error,
is the square root of the square of the observed deviation
from the true value and the ratio of the observed value
times n. The average absolute error is the average of the
absolute error. The average absolute error accurately re-
flects the actual prediction error. This article uses two
types of evaluation indicators to display and compare the
evaluation results to make the prediction results more rig-
orous.

The XGBoost algorithm is used to make predictions,
taking
{Time, Station, RT, LEASE, F1, ...Fn} as input, where
Time represents time, Station represents the station, RT
and LEASE indicate borrowed and returned, respective-
ly, and F1 through Fn represent the available features.
The output is {Time, Station,RT, LEASE}, that is, the
number of bicycles borrowed and returned at each station
at a certain time.

6. Experiments

6.1. Experimental design

This paper now begins to analyze different angles, dif-
ferent features, and combinations of features. Modeling is
performed using the XGBoost algorithm, which has high
accuracy compared to other algorithms, and then the al-
gorithm is used for prediction. The influence of different
features on the results are compared to identify the im-
portant features. The goal is to find the combination of
features with the highest accuracy. The shared bicycle
system, including bicycle rebalancing, bicycle scheduling,
and bicycle maintenance, is then optimized based on these
characteristics. We find that the time dimension and the
spatial dimension features have the strongest effects on the
demand for bicycles at a certain station. The time dimen-
sion is the time when the bicycle is borrowed and returned.
The spatial dimension includes the distribution of the s-
tation itself, the geographical location, and the degree of
activity. We compare the impact of each feature on the
prediction results to identify the most important features
to improve the accuracy of our predictions and help us to
better analyze and optimize the problems raised above.

6.2. Station distribution

Public bicycle stations have obvious problems with ir-
rational distribution, which results in a lack of access to
stations in small-use areas and a waste of resources. In
some regions, the use of bicycles is high, and the number
of stations is small. This issue has led to the use of vehicles
in such regions being concentrated on a small number of
stations, and the pressure on these stations is excessive.

To solve the problem of irrational station distribution,
this paper analyzes the Check-in/Check-out data during
peak hours and regular hours for each station on May 2
(Saturday) and May 4 (Monday). The data were visual-
ized, and the results are shown in Figure 5 to Figure 8.

The above visualizations are force layout diagrams drawn
with the EChart tool[33]. Figures 5 and 6 show the follow-
ing. 1. Count: the total number of vehicles at the consid-
ered stations at certain times of the day, which provides
a representation of size. 2. Statistics of traffic between
all involved stations during a certain period of time each
day, which is represented on the diagram by a line between
circles, in which the duplicated links (same as borrowing
stations) are represented by a single curve. 3. The borrow-
ing information of the station itself is shown as a separate
circular representation on the map.

The station-related information is provided in the vi-
sualizations shown in Figure 5 and Figure 6. There is a
significant increase in the peak period with the normal
period. We believe that the number of users during the
commuting period is greater than that in other periods.
Furthermore, the stations with different degrees of activ-
ity in Figure 5 and Figure 6 are clustered together and
have close relationships. We speculate that many active
stations are also interconnected.

The visualization also provides an important piece of
information about the distribution of stations. Although
the specific locations are not shown in the figure, the rel-
ative locations of the stations are clearly visible, such as
the distribution of stations in the two red circles in Figure
5.

The stations in the red circle on the left side are far
from most of the clustered stations and can be considered
to be far from the city center. At location 220, the stations
are relatively aggregated, and the usage rate is not high.
Therefore, the number of stations in the area should be
reduced. The stations in the red circle area on the right
side of the figure are dense. There is a shortage of bicycles
and stations.

For example, the areas labeled 182, 168, and 181 in
the upper-right corner have a large number of stations,
but there are few available bicycles. New stations should
be added in nearby areas to reduce the pressure on the
individual stations. There are still a lot of these two types
of stations, such as 222 and 318 with low bicycle usage and
181 and 301 with high usage. It would be reasonable to
reduce the number of with lower usage, and in high usage
areas, new stations can alleviate the pressure on individual
stations to ensure the rational and efficient distribution of
public bicycle stations.

6.3. Vehicle scheduling

6.3.1. Method Comparison

In the course of the experiment, some features of data
analysis are proposed, and the time-related Check-in/Check-
out and station-related Check-in/Check-out data are input
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Figure 5: May 2, 8:00-8:30

Figure 6: May 4, 15:00-15:30
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Table 2: Analysis of the results

Feature RMSE MAE
Every day 9.3282 6.0824

Working days/days off 10.1171 6.5500
Time features 10.0124 6.8103

Station repayments 9.9555 6.3723
Station activity 9.9641 6.3999
Station features 9.9595 6.3751

All features 10.4201 6.7787

into the XGBoost prediction. The RMSE and MAE are
used to compare the results. By comparing the deviation-
s of different feature prediction results, we can determine
the influence of the corresponding features.

Then, the K-means clustering results are compared
with the prediction results of the XGBoost algorithm to
determine which method is more suitable for shared bicy-
cle predictions.

6.3.2. Results Comparison

In the experiment, some features were extracted, and
the daily and weekly time characteristics and all time char-
acteristics were input. The station’s return quantity and
liveness were input, and the results were assessed in terms
of RMSE and MAE. The comparison results are shown in
Table 2.

6.3.3. Analysis of the results

Comparison of the results in the previous section shows
that the features have different influences on the predic-
tion results, and the characteristics of the time dimension
have a greater influence than those of the station dimen-
sion. However, when the complete set of valid features
is used as input, the results are not good because other
features discussed in the data analysis are also included
in the experiment. Some of these features, such as time,
play a positive role in the prediction results. The relevant
characteristics include some redundant features, although
these redundant features do not significantly improve the
prediction results. Some of the features bias the predic-
tion results but provide important information for bicycle
prediction and are therefore necessary to include.

The experimental results show that when the daily bor-
rowing amount of a specific station is included in the fea-
ture analysis, the prediction results are significantly im-
proved. Additionally, when the time characteristics are
expanded to a weekly or monthly time point or the sta-
tion characteristics are expanded to all stations, the effect
on forecasting is reduced. In this case, we believe that the
more specific and detailed the features are, the greater the
degree of influence on the forecast, and the more abstract
the features are, the less the impact on the forecast result-
s. This article also used K-means clustering for prediction,
but the results were not ideal and are not considered fur-
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ther. Of course, this conclusion is based on the data sets
and experiments in this article.

This article uses the above experimental results to pre-
dict the number of vehicles to be retired at each station,
to implement effective vehicle scheduling, and to distribute
public bicycles to each station. Proper management will
relieve pressure on the peak usage at a station while bal-
ancing the use of bicycles and avoiding the status quo
where no bicycles ares available or no space is available
to return a bicycle.

6.4. Vehicle maintenance

To realize the long-term development of public bicycles,
another problem that must be solved is the maintenance
of bicycle equipment. The cost of each bicycle is high,
and damage to or abandonment of bicycles often occurs.
Additionally, when some bicycles are used too frequently,
they cannot be repaired in time. This problem requires an
effective solution.

The number of uses of each bicycle in the data set for
three months is shown in Figure 7.

In Figure 7, we can see that the maximum number of
times a bicycle was used in the three months was 368, and
the minimum number of uses was 1. Frequent bicycles are
used more than 2-3 times per day, whereas other bicycles
are left untouched for months. We propose a correspond-
ing countermeasure, which divides the bicycles into those
that are used too frequently and those that are used to
infrequently. Considering that there are relatively few ve-
hicles with extremely frequent use in data sets, the number
of uses for the 30th percentile (116) is the lower limit, and
vehicles with fewer than 116 uses are considered to be used
too infrequently. The number of uses of the quintile (198
times) is the upper limit. Vehicles used more than 198
times are classified as being used too frequently. We be-
lieve there are two situations in which bicycles are used
too infrequently. First, the vehicle is at an active station,
but the use is abnormal (less often). Second, the vehicle
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is used only once or several times. Bicycles that fall into
these conditions are in question (to be maintained). Then,
we need to inform the manufacturer to perform timely re-
covery or maintenance to put the bicycle back into use.
For vehicles that are used too frequently, vehicle wear is
more serious. If it is not repaired in time, the bicycle
may become unusable. The manufacturer should be in-
formed to ensure prompt recovery for maintenance. For
such unbalanced vehicles, effective maintenance methods
can effectively reduce the cost of waste and save produc-
tion materials, and vehicle redistribution strategies can be
implemented.

The frequency of bicycle use shown in the figure fluctu-
ates considerably. The abscissa represents the distribution
of all bicycle IDs. On the vertical axis, 0 represents the
average number of bicycle use times, negative values are
below the average, and positive values are above the aver-
age. In only three months, the highest value differs from
the lowest value by more than 360. The red box shows
that more bicycles are used too frequently than too infre-
quently. This figure accurately shows that bicycle usage is
very unbalanced.

After applying our analysis and solution methods, the
number of uses of infrequently used bicycles will gradually
increase, whereas the number of uses of frequently used bi-
cycles will gradually decrease. Finally, the two will gradu-
ally approach a mean value, reaching a relatively balanced
state.

7. Discussion

7.1. Scenarios

Public bicycles are used by a wide range of people,
and stations are spread all across the country. In the case
of short-distance travel and temporary hurdles, the masses
tend to use public bicycles. Bicycles provide energy saving
and environmental protection, and users can exercise and
use them conveniently. However, as public bicycles have
become more popular, the number of input stations has
increased, and more and more vehicles have been put into
use. The management and maintenance of these bicycles
will continue to cause many problems.

Scenario 1: Dense/Sparse Residential Areas
In urban centers, the population is dense, and short-

distance travel is common. Public bicycle stations dis-
tributed around dense residential areas are used more fre-
quently. However, the stations in theses area are limited.
The use of public bicycles is concentrated on nearby sta-
tions and is insufficient to satisfy the demand. There is
a huge demand for use in these regions. In the relatively
sparsely populated areas of urban suburbs, there are more
long-distance trips. Although there are many public bicy-
cle stations, more people choose public or other means of
transportation. Therefore, many of the stations in these
region are not active (in some cases, no one visits them),
causing a waste of resources.

This paper provides a practical and reasonable solution
for these two scenarios. The visualization graph (station-
to-station relationship diagram) shows the use of regional
stations and the links between stations. We can use the
public bicycle service system to collect relevant informa-
tion in the region, perform an aggregate analysis, and cre-
ate a relationship map to increase the number of stations
in regions with a particularly large number of visits to a
single station or to several stations to satisfy the needs of
users in the region. For less-visited areas, the number of
stations can be reduced so users are concentrated in sev-
eral nearby stations, thereby reducing the waste of station
resources.

Scenario 2: City Living Area
The use of modern public bicycles is highest among

people who are 20 to 35 years old. In the residential ar-
eas, office areas and other areas where public bicycles are
frequently used, there are some challenging, repeated sit-
uations. In some time periods, such as 8:00 to 21:00, i.e.,
peak work hours, there are too many users for the avail-
able number of bicycles, resulting in some areas where no
bicycles are available. At large shopping malls or markets,
there are large crowds between 9:00 and 10:00. In this case,
the nearby stations are full, and there is nowhere to return
a bicycle. A similar situation occurs at tourist attractions
on the holidays. When there is a large number of users at
a station and no bicycles are available, the user experience
suffer. A lack of parking will lead to randomly abandoning
bicycles, which will not only prevent additional fares from
being collected but may also affect traffic, causing negative
social impact.

To solve these problems, we need to start from the di-
mensions of time and space to predict the active periods
of active stations, place staff at these locations at specified
times, conduct vehicle scheduling, and transfer vehicles to
areas with excessive vehicle volume or insufficient parking
places. The experiment in this paper uses relevant data to
predict each station’s borrowing information. The predic-
tion results can help to balance borrowing to improve the
user experience and achieve public recognition and accep-
tance of public bicycles.

Scenario 3: Damaged bicycles still occupy parking s-
paces
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The widespread use of public bicycles and the lack of
effective maintenance often result in vehicle damage or a-
bandonment. Some vehicles are left unattended at active
stations, and some vehicles only have their borrowed time
recorded (abandoned). In addition, the use of each bi-
cycle is different. Some vehicles in active areas are used
hundreds of times in a short period of time, and some ve-
hicles are used only a few times. Vehicles with few uses at
an active station can be inspected, and if they are dam-
aged, they can be promptly recovered. For bicycles that
are used too frequently, the degree of wear may be consid-
erable, and if they are not repaired in time, it may lead to
situations in which they cannot be used or must be com-
pletely scrapped. Moreover, if a bicycle fails during use, it
may cause an accident.

For the long-term development of public bicycle sys-
tems, it is necessary to solve the problem of uneven bicycle
load. The use frequency of bicycles can be balanced, and
vehicles that are used too frequently can be recovered and
rested to solve potential safety risks. By analyzing the use
of each bicycle, this experiment accurately identifies the
vehicles that are used too frequently and too infrequently
and promptly notify the manufacturers so they can per-
form recovery and maintenance, implement a reinvestment
strategy, and put the maintained vehicles back into use.
These steps will effectively reduce costs.

7.2. Open issues

The use of public bicycles is becoming increasingly
widespread, and the problems faced will continue to in-
crease. For instance, the repatriation of station-style pub-
lic bicycles needs to be completed at a fixed station, and
the bicycles are rented via magnetic cards. This limits
the use of public bicycles and does not allow citizens to
borrow bicycles any time and anywhere. Moreover, the
current social citizenship is not sufficient to achieve a nor-
mal loan for each bicycle. Lost vehicles cannot be recov-
ered in many cases. Therefore, anew public bicycle service
system is required that can solve the current dilemma of
public bicycles while maintaining the input cost within a
controllable range.

Although current flexible and parked bicycles (such as
OfO and Mobike) are popular, the current state of the sys-
tem has a major problem, that is, too many vehicles affect
traffic and hinders people’s normal means of travel. Thus,
we need a convenient, low-cost, lightweight and convenient
travel tool. A new type of shared device may soon be in-
troduced - folding shared bicycles that are light and fast,
take up little space, and avoid parking problems.

8. Conclusion

This paper discusses the convenience of and problem-
s faced by urban bicycles from the perspectives of users,
bicycles, and businesses by studying the characteristics of
bicycle sharing in cities. On the basis of real data from

a public bicycle company for 15 years, this paper con-
ducts a series of data mining tasks. Data visualization
and comparative analysis methods illustrate the current
problems faced by public bicycle systems, give appropri-
ate recommendations, and promote the sharing of bicycle
equipment. Positive development of shared equipment will
better serve our society.
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 It  analyzes and deals with the behavior  of quay-shared bicycles in cities,  and
discusses the behavior of shared bicycles from the perspective of individual sites
and clusters.

 Clustering  model  is  proposed  to  predict  the  behavior  of  shared  bicycles,
according to the use of different regional sites to reasonably allocate the site.

 Based on the predicted site borrowing and lending volume, it solves the vehicle
scheduling problems, and achieve a considerable bicycle maintenance.


