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A Model-Based Approach for Design and Verification of Industrial Internet of
Things

Abstract

This investigation presents an Industrial Internet of Things (IToT) architecture and . Mowel-Based Engineering
(MBE) approach for design, verification, and auto-code generation of control app.” ations in process industries.
The IToT architecture describes the hardware components, communicatior .uvdules, wnd software. It emerges
as a major enabler for providing open connectivity to process industry whi h provia s greater data-aggregation,
visibility, availability, flexible control, and cloud-connectivity. The MBE « ~oroact is based on multiple views
of the systems with each domain model describing a particular view “he muwi-view modelling approach is
used to perform design and verification of the IIoT enabled control in proc .s . dustries. We show that such an
integration of MBE, cloud-computing, and IIoT provides certain desira. . featr -es such as plug-and-play control
and on-the fly verification which are lacking in the process industi, The proposed MBE approach and IIoT
architecture are illustrated on the quadruple tank process, a benchmars oroblem in control. Our deployment
results verify the benefits envisaged by IIoT, cloud, and MBE 1.. ~oratior .

Keywords: Industrial Internet of Things (IIoT), Model-Based L. ~ineering (MBE), Verification, process
industries, IoT architecture.

1. Introduction

Combining the Internet of Things (IoT) with ci . futr. sic capabilities can transform the way industrial
automation systems are designed, deployed and mans ea .arrently in process industries [1, 2, 3]. While the
cloud offers capabilities such as virtualization, -.. % - lifecycle management, and multi-tenancy, the IoT
compliments it using its open connectivity and emn.. “oent computing environments (e.g., fog computing). In
addition, the cloud offers attractive delivery models such as software-as-a-service, platform-as-a-service, and
infrastructure-as-a-service with different Jd pio, ~ent models. Consequently, many desirable features such as
increased flexibility, adaptability, data-v sualizatii n, enterprise-wide communication, intelligence, and agility
can be realized on low-power electronic ac “ces. Besides, the cloud can host a variety of auxiliary services
that can enhance the automation car .bilities a. d promote smart manufacturing. Many recent investigations
have stressed the need for transforr .ng * 1e ¢] ud-IoT integration to deployment (see, [4, 5, 6] and references
therein). However, industrial autoraatic  lacl ; engineering approaches and tools to accomplish this integration.
Moreover, their deployment possr s strict cuallenges due to hardware limitations of the IoT components such as
real-time performance, reliabilit ;| an. <afety. Arguably, the IoT-based devices cannot fully substitute the legacy
automation systems, but they ~an be depioyed in tandem with them to perform specific/specialized tasks. This
requires frameworks that co' side both legacy and IoT devices in one framework.

Engineering industrial . -tor ation systems has been focus of many investigations and methods based on
component-based [7], for aal m. 'als [8], agent-based [9], service-oriented architecture (SoA) [10], design pat-
terns [11] and Model-Be ed F .gineering (MBE) [12] have been proposed. Vyatkin [13] provides a good review on
these approaches. Not. ‘*h- ,and’ 1g these developments, the automation software complexity and the function-
alities realized using them .. v« grown steadily. This, the industries discern, will increase the design, validation
and verification co ¢s sign’Scantly. Moreover, design upgrades and post design validations are proving costlier.
In this backdrop, ‘he Moc :1-Based Engineering (MBE), an approach using models to design software and
perform component ~<tir | emerges as a promising solution. As they automate the design process through
auto-code ger ration ~apabilities. Further, design validation can be performed early during the life-cycle. The
use of MBE pproach for code-generation in legacy industrial automation systems has been studied in [14].
Similarly, to h. ~dle * ie complexity of industrial automation system with entangled behaviours from various
domains, ~*facts, and interactions, multi-domain models have been studied in [15]. As for Industrial IoT, an
UML (Un.’ed vouelling Language) profile for IoT in manufacturing industry was presented in [16]. The use
of semantic 1 ~hnologies adding meaning to machine-to-machine communication using ontologies of interlinked
terms, concepty, relationships and entities was investigated in the context of IIoT in [17]. These investigations
either model legacy systems or IoT systems without involving cloud features.

More recently, combining cloud-intrinsic features with IIoT for providing enterprise-wide connectivity has
been studied in [18, 19]. The IMC-AESOP project [20] extended the engineering methods based on Object
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Figure 1: Proposed IToT Architecture

Oriented and Aspect Oriented approach to industrial automation [21] using formal modelling extensions. Simi-
larly, the use of agent-based approaches for cloud integratr * ™ ™ _,_.cms was studied in [22]. However, the use
of MBE approach for cloud-based IIoT starting from the moc ! to the deployment is currently not available to
our best knowledge.

This investigation addresses this research gap by proy »sir 4 a wnulti-view model of industrial automation and
an MBE approach for design and verification of clend-bas 1 IToT implementations in process industries. The
main contributions of this investigation are: (i) An 1’9" arcy ‘tecture that promotes cloud-based engineering of
the process control applications, (i) Multi-view model: for .ndustrial automation systems in process industries
that include various participating domains, ar. ~w.., =+ 1 interactions, (i77) A MBE approach for designing
and verifying cloud-based IIoT, (iv) a workflow for | ~forming Model-Based Design (MBD) and verification in
emergent I[IoT paradigm to realize sophisticated controllers, e.g., model predictive controller [23], (v) Present
the advantages of the proposed architectur to . ‘form plug-and-play control, on-the-fly verification, and smart
manufacturing, and (vi) Demonstrate th- MBE aj >roach on a quadruple tank process applications.

The paper is organized into six sections. “ect’ ,n II, presents the IToT architecture and the MBE approach
is discussed in Section III. The cloud enalled ncxibilities are discussed in Section IV. Section V presents the
deployment results of the IIoT. Cor tusir as ar 1 future course of investigation are discussed in Section VI.

2. Proposed IToT Architect a.

The architecture that enal .. MBE for cloud-based I1oT is shown in Fig. 1. It consists of three major blocks:
plant-level automation, the JoT gateway, and the automation cloud. The plant-level automation consists of
conventional Programmable ©~ .c Controllers (PLCs) and IoT based commercial-of-the-shelf (COTS) target
platform. The PLC inte .aces to .” 2 sensors using conventional industrial protocols (e.g., Modbus). While the
COTS platform uses T JP b sed ~rotocols such as Message Queue Telemetry Transport (MQTT) or Advanced
Message Queuing Protoc.’ AM,P), wireless and other forms of dedicated communication (e.g., I2C) to interface
the field devices. A _.iteway s used to communicate with COTS target platform and legacy protocols with
an incompatible t 1ysical . yer (e.g., Profibus PA). OPC UA is used for aggregating information from the
conventional PLCs ~nd fielr devices due to its prevalence in the automation industry. Further, its security and
platform indep~- ence __.ukes it a good choice for the IIoT.

The IToT - ateway as interfaces on one side to the plant-level automation, and on the other to the cloud. The
IToT core is t. = main ¢ ymponent of the IloT gateway that orchestrates different protocols, devices, applications
and software ro.. - . It collects data from OPC UA using a client and transfers to other devices using MQTT
or AMQI ca.. “ons. The MQTT extensions, (i.e., services) are used to collect information from the MQTT
broker (an .ty that supplies information to all devices subscribing to it). The OPC UA client and MQTT
extension per. *m both device and data management within the IloT gateway. The FTP, web interfaces and web
applications are used to communicate to plant-level devices and cloud. The IIoT gateway provides extensions
for the cloud and hardware devices, data persistence (DP) for securing data delivery in events of communication
failures, and a secured FTP for enhancing the application security. Here it should be clarified that the MQTT
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and AMQP are shown as communication links only for illustrative purposes of this investigation. The IIoT
gateway can be used for other protocols as well with suitable modification.

The cloud-intrinsic features— DP, virtualization, communication interfaces, multi-tena: cy, auxiliary appli-
cation support and others are offered by the automation cloud. The cloud offers virtuali- atic  through model
repositories and emulators. The model repositories consist of the processes and controller instanc. 3, topology,
behaviourial models of the devices and all other aspects required for performing MBE ¢m loying the commu-
nication interfaces, the cloud talks to the IIoT gateway through the MQTT and A’ {QP To compliment the
IIoT gateway, the cloud has FTP, HTTP and external interfaces for enabling file tran. ~r, web applications
and using third-party applications. The IIoT architecture simplifies the communicatio. hetween legacy devices
and IoT devices in the plant-floor and enables open connectivity between plant- vo. and c.oud. Therefore, the
architecture promotes the implementation of the cloud-based IloT.

3. Model Driven Engineering for Industrial Internet of Things

With the emergence of 10T, the heterogeneity and networking capability ~f the I .rdware, and the proportion
of system functionality realized using software has increased stupende ..y leaaing to an increase in the design
space. Coupled with these developments, market influences requir’ 1g s .ar. and flexible manufacturing are
obligating a more flexible automation that provides upgrades/modific...;ons v ith minimum engineering effort.
As stated earlier, the MBE approach is more suitable in such scena. ‘ns as 1¢ raises the abstraction levels and
automates the labour-intensive and error-prone tasks in the design, e.g., ‘ode-development [13]. This not only
brings down the design cost, but enhances reusability, efficient « *a excl ange, and verifiability of the system.
Above all, the MBE promotes MBD and Model-Based Veritiv. *ion \...8V). Using these methods the design,
validation and verification can be automated to a greater extent eve.. “rom the cloud. However, the model of the
industrial automation system by itself is complex due to tL. mteraction of multiple domains and heterogeneous
entities. There is a lack of tools, formalisms and semantics cap. “le of incorporating semantic relations among
the disciplines. Developing a meta-model encapsulating . .. ~~ts of an industrial automation system is rather
difficult. More recently, the use of multiple views for ind. st 1al automation systems have been investigated for
industrial production units [24]. This investigation © . = the . ulti-view modelling approach for performing MBE
for cloud-based IIoT solutions.

8.1. Multi- View Model for IloT

Multiple views model is an emerging concept for building complex systems wherein different stakeholder’s
viewpoints are captured as domain models ~ . . s [25]. The multi-view model of cloud based IIoT has different
but entangled views—devices, architectr e, info1 nation, software, control, domains, behaviour and others.
These different viewpoints need to be con. Jered .imultaneously for engineering IIoT systems. Consequently,
system integration emerges as a key cb udlenge a.  to potential contradictions or overlapping information among
the views. Therefore model transfor nati ns a~d mapping are required for engineering systems with multiple
views. This investigation uses a meta-. .dell’ ig approach for capturing the different views.

Process View Software View

Class Diagram

Verification View

3
[
« A &« «
E § ¢ L _
T
5
e ¢ Lo |4 -
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8
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Q-0 e » | @0 » |2

Simulink

Control Design View

OPC UA Editor

Figure 2: Multi-View model of IIoT
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The multi-view model of the industrial automation system and the different tools for obtaining these views
are shown in Fig. 2. To integrate these different views, this investigation uses the AutomationML (Automation
Markup Language) ! (AML) for providing the topology view and uses it as a meta-mode  of the IToT based
automation systems [26]. The process industries with its various process stations are mode’ ea . the AML using
suitable abstractions. The AML provides XML/CAEX (Computer Aided Engineering Fxchange, formats for
the topology view and in addition provides the communication view through the Interf ceL “raryClass, wherein
additional interfaces specific to IIoT are defined. The process views are obtained frc ~ th P and ID diagram,
the controller design is modelled in Simulink using state-space/transition formalisme the ."PC UA provides the
information models, the software design is modelled using UML and behavioural moac’ - based on state-charts.
In addition to these models, there can be domain views that capture the formalisr s « d arte.acts of the different
domains (electrical, mechanical) modelled using suitable software tools, e.g., Jymr .a. “he multi-view model
forms the basis on which the MBD and MBYV are performed.

3.2. Workflow for Model-Based Design and Verification

Deplyment

‘ siL ‘ ‘ HIL L ategrat’ W
—_— 4 -
‘ Code Generation ] { Model Checking
Q 2z S L
S
S
S
Process View B e
o s 7 Transformation
ek & (CTL, TCTL)
=2 =% &
057
&7

L.'J@ @_L.'._J ) ‘ Control Desi L ioral Mcdels}

Requirements.

goxml v -sionr .. encoding="uLL-8"=>
<CAEXFil. Fi’ Name="WaterTankProcess.aml" =
<mggz. -

AutomationM|

Annotated
Requirements

OPC UA Editor

Figur- 3: Wo. Ao for MBE based Design of IIoT

The workflow for performing My ™ ¢ 1d M 3V from multi-view models is illustrated in Fig. 3. The P and
ID’s process view defined in the I".C 624. ' < .andard is used as the starting point. It has three basic concepts:
process control engineering reque ,. - (PCE-R), process control engineering function (PCE-f), and process control
loop (optional). The PCE-R de.mnes ti. requirements of the process control equipment. The PCE-R, collects all
information about the functic .." requirements. PCE-R and its unique ID are important specifications for the
requirements diagram.

The AML model uses the ™ £-R to create a meta-model of the entire process that can be later used to map
different models. The ab’ .1ty to prc 'uce neutral XML/CAEX schema makes AML a suitable tool for information
exchange between engi» cerir £ apr lications. The InstanceHierarchy represents the entire automation project and
it has the child nodes caw. ~ the “aternalElements that hold the attributes of the different properties of the object
and have objects th- . .i0ld tu. attributes need to describe them. Here, process control loop implies the unitary
process descriptior , e.g., It 'el control of the tank. Each object in the InternalElements is associated with a
RoleClassLibrary t. at prov des the functional view of the object, an useful aspect for semantic classification.
In addition, the  is tue o gstemUnitClassLibrary defining the specific aspects of the process control application,
e.g., height o’ the spe ‘fic tank.

The comn wmicatio  interfaces are modelled using the AML basic InterfaceLibrary which is extended using
four additional . - , for the IloT applications: IloTEndPoint, CloudEndPoint, ProcessEndPoint, and Logical-
Connecti “1is,..” 7 *nt. The IloTEndPoint contains special plugs to model Ethernet-based connectivity of IIoT
based TCE, T, MQTT, AMQP, RS 232, Modbus, and other communication available with the COTS target
platform and ‘evice. The CloudEndpoint defines the interfaces for cloud communication such as the FTP and
HTTP services, AMQP and MQTT for data-transfer. The ProcessEndPoint defines the traditional connectivity

Lhttps://www.automationml.org/
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with non TCP/IP based protocols such as the Profibus using the gateway that delivers TCP/IP messages to the
IIoT. The LogicalConnectionEndpoints model the communication between PLC and IIoT, master-slave, Bus,
etc. In addition, we define CommunicationRules that enforce logically correct connectiv'.y, e.g., MQTT to
TCP/IP based devices. These interfaces model the physical interconnection of the compo’ env. The annotated
AML CAEX schema thus generated represents the multi-view model of the automation systems. The COTS
target platform is mapped as resources to specific process control instances using UML .noc :ls. The multi-view
models and the annotated requirements are the input to the model-based design and ~erif :ation steps.

The CAEX schema is then annotated with additional user-defined requirement= eitu. - nusing UML models
or textual representations. The requirements are generated for both the design and ve. “cation. The MBD and
MBYV approach used to design and verify automation systems will be detailed in * e . ext seccions. Of particular
interest to this investigation is the design of MPC from the requirements. As ' \PC s e.. rging as a workhorse
for smart manufacturing and one of the sophisticated control algorithms execuiw. ' n process industry.

3.83. Model Based Design for Cloud-Based IIoT

The PLCs are the processing units for performing control in process i. lustrie and they are programmed
using [EC 61131 standard. The role of MBD approach for auto-gene’ ...ng coue for IEC 61131 based process
automation has been studied in literature [14]. The PLCs are bit in exil’> a. e to real-time requirements and
sophisticated controllers such as MPCs are usually implemented on __.dicat: d hardware platforms. Even in
literature, the MPC implementation on PLC is quite scarce. With . = en.c.gence of IIoT, these sophisticated
controllers can be realized in IIoT hardware and executing conventiona control in traditional PLC systems.
In this scenario, the MBD approach should be able to automau. *he cor e generation of sophisticated control
schemes such as MPC. Therefore, for the rest of the section, . » focu. on the auto-code generation for MPC,
rather than executing simple logics or control actions such as Prc, ~rtional Integral Derivative control. This
brings down the cost and development time significantly.

The workflow for performing MBD-based design for cloud 1. “~grated IIoT is shown in Fig. 4 and it follows
the V-model. It has four validation stages: Model-i1. vuc ™ - (MIL), software-in-the-loop (SIL), processor-
in-the-loop (PIL) and Hardware-in-the-loop (HIL), befo. » .ctual deployment. The real-time performance is
validated through these different steps, an importar.  ~quirc vment for process control applications. In the design
flow requirements in the form of objective function ( g., ‘rack a reference signal with minimum energy) and
constraints (e.g., the maximum voltage of a purr~) are 1. 1 as the requirements to the control design. The MPC
parameters are computed based on the requiremc. *s usiw.g the design equations, (refer Appendix A for MPC
models). Then both controller and process are simulav. 1 in a virtual environment to verify the control design,
the procedure is called MIL. The model use” - called platform independent model (PIM).

Following MIL, the target platform is .dentih. 1, and the software code for the specific target is generated
using an auto-coder. This model is calleu ”DM, a d the software emitted by the auto-coder is used to run the
SIL, wherein the platform dependent - oftwarc ~ le and process models are simulated in virtual environment.
This validation procedure tests the s ,ftws e code. The SIL code is ported to the target hardware, and tested
on the virtual process with sensor anc = ,uatc  models in the PIL validation, verifies the hardware capabilities,
e.g., sampling time. Finally, the -ontron.  ~ode working on the target hardware is interfaced to the sensors
and it controls the virtual mode’ ¢ *he process in the HIL. The validations are iterative procedures and design
changes can be made based on tne resu. ~ A controller design successfully validated in the four tests is deployed
in the process industry with * .c ontrol action performed by the target hardware. Two important observations
here are:

1. There are not mar auto-c Jers available for MPCs as they involve optimization solvers. These solvers
face numerical ac urar;, computational complexity and other numerical issues. This investigation used
the jJMPC?, a Ma " 1B b sed toolbox for auto-code generation for MPCs.

2. Combining t’.e virtralization and multi-tenancy capabilities of cloud, when emulators of the specific
hardware ar¢ in the ¢ »ud, then MBD can be performed from the cloud and the solution can be deployed
in process ina. “*ries

3.4. Model B. <ed Ver: ication of IIoT

To perform mouet-based verification, the formal requirement specifications generated by AML (XML/CAEX
schema) a. » m‘ pp.d to abstract behavioral models (networks of timed automata). The automata model of the
system unde. verification describes how the system is required to behave. The model, built in a suitable machine
interpretable 1. *malism is fed to model checker which verifies the model w.r.t properties of the specification.
There are multiple different formalisms used for building formal requirement models. Our choice is Uppaal

2http://www.i2c2.aut.ac.nz/Resources/Software/jMPCToolbox.html
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Figure 4: MBD Workflow

timed automata (UTA) [27] because the formalism is designed « express he timed behavior of state transition
systems and it has been previously been applied successfully ~ ver.. - tustrial automation systems in [28].

In the second step, the model templates for the component mc 'els are defined. The component models are
modelled using UTA templates. The timed-action patter _.... o Fig. 5 is used to model the requirement
specification following [29]. These are called the action pa. ~rns and timing wrapper have been presented
in [28] for industrial automation systems. The timing p '*~mns are mterlaced with the component models of the
process industry, e.g., pump. The component models wi " t' eir timing interfaces for a quadruple tank process
is illustrated in Fig. 6. A detailed discussion on the model is presented in the results section.

Pre_loc_i Actior Wait Post_loc_i

chA! chB?
- —————f
© X:initic. .'qlunﬂ O

Pre_loc_j Actior_ rocs Post_loc_j
chA? @, chB!
i a &~ c=LB O
cl<=UB y=f(x)

Figure 5: A Synch bnous-Fo ! 21 Composition of Time Action Pattern cf[29]
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So duP Drain o Y overtow cStop(id]? uP6()

[Parameterized Sensor Model %) 9820 (OverFlow ] ups4()
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Figure 6: Parameterized Models of Quadruple WaterTank Process

In the hire step, the model checker is used to verify the formal model w.r.t to a requirement specifications
(properties). ike the model, the properties are expressed in a formal well-defined logics such as subset of CTL
(computation t.ee logic) as in [29]. The CTL offers several temporal operators to express the requirements as
CTL formulae can be classified by properties they express as reachability, safety and liveness, detailed analysis
of these properties are provided in [29].
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4. Cloud-Intrinsic Features for Enabling Flexibility in IIoT

This section highlights the opportunities in enhancing the performance of industrial automr .tion by combining
cloud capabilities with IIoT. In particular, three cases are considered: (i) plug-and-pla- ~utrol, (ii) smart
manufacturing, and (iii) on-the fly verification.

4.1. Plug-and-Play Control

Vast control designs in industries are monolithic, i.e., entire control system needs -~ pbe changed, when a
sub-system or hardware modifications are performed. As flexibility is emerging as . %ey 1. uirement, control
objectives of the plant change with time or even within production processes. In ch sc. ~arios, it is desirable
to change control laws without diminishing existing controllers. The IIoT prr vide  way to flexibly change
control algorithms using cloud services. The workflow for performing plug-an.. ~la- control is shown in Fig. 7.
To guarantee security of the applications, the file transfers for the plug-and-nlay c. ~trol happens using secure
FTP, while for less important actions using FTP. In these scenarios, the v .er infoms the cloud through a web

AUTOMATION CLOUD M ;nthlon
N
= )
Control Plant :ardware n=\
Repositon Repositon epository -
}

c 3

S.
Web Client s ;
OPERATOR ‘

110T GA™

CONTROL
SPECIFICATIONS

EEEES

Actuator

|
N
.
APPLICATION Ph_SSS e
i

Sensor

Figure 7: MBD B: -~ Plug- ud-Play Control for IIoT

interface about the changes. This is transmitted using ITTP interface of the IIoT gateway to the cloud. The
cloud’s HT'TP interface receives this request ™here are three components in the request, process, controller and
hardware specification. The process mode’ inform. which of the process loop requires an upgrade, the controller
instance/requirements, and the target ha. 'ware. " he cloud then instantiate the virtual environment to obtain
the process model, requirements for th . speci. < mtroller, and controller design in PIM. It generates the PSM
based on the controller specified by t e us :r and ports it into the emulator and validates the design. Once the
validation tests are successful, the cc *r ( coc 2 is transmitted via I[IoT gateway’s FTP interface to the COTS
embedded controller of the contrc .ed pro. ><,. Now, the control code is deployed on the hardware.

4.2. Smart Manufacturing usitg Clouw. < Auziliary Services

Computing power of IoT .c. -es restricts their applications to perform computationally intensive task and
is a major hindrance in th dep byment of IIoT. Typically in smart manufacturing, data-mining models are
used for creating knowledge . - m raw-data, both intrinsic and extrinsic to process industries. For example,
forecasts on energy price , can be . stained using the data mining model and then integrated with optimization
routines to perform smw .rt v wnufs cturing. Such data-mining models requires large memory for storing data and
execution. They can alsc e av .lable as third party applications as APIs. Exploiting the cloud features, the
data-mining algorit’ .5 can L. implemented in the cloud and knowledge aggregated can be transferred to the
process controller sing Ilo ~ gateway using the MQTT and AMQP interfaces. Such aggregated knowledge can
be embedded in the MPC ¢ ntroller for making knowledge based and optimization driven decisions.

4.8. On-the 1wy Veri, ~ation in the cloud

When har 'ware lil 2 sensor or actuators are updated, generally the control loop’s timing performance is
changed and the  _croller implementation needs to be modified as sampling and quantization levels have
changed. ' v.. '~vices match, such a scenario may not arise. But, the problem is faced with most legacy
automation v stems. When a sensor or actuator different from the one used is changed, the performance of
the IIoT has .~ be verified. In our IIoT framework, the model templates (behaviour models) of the different
components and their timing interfaces are available in the cloud’s model repository. In case, a particular
specification is unavailable for a model template, it is obtained from the field using a web application or FTP.
These model templates are then composed and the MBV workflow is implemented from bottom to check whether
the timing or safety requirements are met. This allows dynamic configuration of components in IIoT.

7
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5. Results

5.1. Case Study: Quadruple Tank Process

To illustrate the MBE approach for cloud-based IToT, this investigation uses the qu .di._le tank process
(QTP), a benchmark control problem in process control. The schematic of the QTP and its pi..otype used
for deployment of IIoT is shown in Fig. 8. The QTP consists of four uniform size . cy ndrical tanks with
cross-sectional area A and outlet cross-sectional area a. In addition, there are twc ider .ical pumps namely
Pump 1 and Pump 2. Four valves namely, HV 1, HV 2, HV 3 and HV 4 are provideu “» regulate the inlet
liquid flow to the tanks. The objective of the low-level control is to maintain the liquia “~vel m Tank 1 (hy) and
Tank 2 (ho) at pre-defined value called the reference by varying the flow rate () <" Pumy 1 and Pump 2, by
adjusting their supply voltage Vi and V5, respectively. The equations modellins the - yne. ics of QTP are given
in Appendix B. To illustrate the use of the proposed approach, three use-cases . = presented here: (i) Model-

RESERVOIR TANK

Figure 8: Schematic and the Process .. ation _.

".e Quadruple Tank Process

Based Design, (ii) plug-and-play control, and (74) . .« lel-b sed Verification. The Raspberry PI 3 was chosen

as the target hardware for our experiments.

5.2. Use-case: 1 Model Based Deign

The MBD approach was used to design four different MPCs M; — My described in Appendix A. The
MBD workflow shown in Fig. was used to cnei. "= the auto-code using jJMPC toolbox for the target embedded
platform, Raspberry PI 3 in our case. .he requ rements were generated from the multi-view model of the
QTP generated as shown in Fig. 2. The rey ‘rem nts are: offset-free tracking, faster response time (rise time)
and settling time for the levels in tb = tark, i.c., hy and he. With MBD, the four MPC models M; — My
were studied. Our results showed t} « A 1 me . the design requirements and it was validated using MIL, HIL,
and real-time deployment. The co trown - we , deployed on the target hardware and it was used to control the
process. The results of MIL, H" . and rea.-time deployment are shown in Fig. 9. While the MIL and HIL
validated the results, small pu’ atio. = in the output are seen due to sensor noise from the environment that
impacts the process performar~~ The otuer MPCs Ms- M, did not meet the requirements that were identified
either during MIL, SIL or ¥ (L. ’his results shows the ability of MBD approach to generate auto-code from
requirements for even soph.. “ice ed controller such as MPC and to detect design issues early during the design
phase, eliminating costly design. ngrades later. It should be pointed here that using the emulator stack, the
MBD approach can be - erfor med in the cloud as well, thereby enabling cloud-based engineering of the solution.

16 A 16| \L o,
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Figure 9: MIL, HIL and SIL Validation for M1
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Table 1: Execution time of auto-generated code and CVXGEN code for the MPC models for 25 iterations

MPC | Auto code (sec) | CVXGEN code (sec)
M1 24.8 198.77
M2 25 162.308
M3 24.9 113.24
M4 25 144.55

5.8. Use-case:2 Plug-and-Play Control

The user sends information on the requirements, hardware controller, and the .. ~<s to the cloud. The
cloud’s virtualization and persistence services are used to generate the mode. “o iplates for the process and
controller as a PIM and the auto-code is emitted from the PSM for the target “ardw. . This is followed by SIL
and the virtualization ability of the cloud is used to instantiate an emulat r to pe. “orm the HIL. On successful
validation of the requirements, the control code file is transferred using se. 'ire FTE interfaces of the cloud and
IToT gateway to the specific target platform. The plug-and-play deployment = “+" . QTP is shown in Fig. 8 and
the results obtained are shown in Fig. 10. One can verify that the p' ig-ar-' ~lay control is performed and the
requirements are met by the deployment. A slight pulsations are see * i* che ' :vels due to sensor’s inertia and

noise.
17 /\ 17 f\
— 16} =16 _J.. “ﬂf"”fﬁ‘"&‘
5 !\vu\ A 5 T \/ Mo
= 15 ~ 15
29V V g
5 T
& 14 S
- -
13 S
5 13| s 13| /
E 2
3 12] = ,I’
" —Plug and play control “ |—Plug and play control"
. ---Reference ), ---Reference
200 400 600 800 'S 2 400 600 800 1000
Time (sec) Time (sec)

Figure 10: 7 .o = ' *. y Control in IIoT

The computation time the plug-and-plav control for the MPC models M; — My is compared with the
code generated by the auto-coder CVXC N - "r the target hardware within the process station (without
file transfers). The computation times f v 25 iter tions of these codes are shown in Table 1. It can be seen
that the auto-generated code for the target " ~tfo m is lesser than CVXGEN code directly ported to the target
hardware. This is due to run-time corn pilat’on that happens with the Python code as against compiled execution
of the auto-generated code. This res 'lts .emo .strates the plug-and-play capabilities introduced due to cloud’s
capabilities.

5.4. Use-case:3 Model Based V rificu. »n

The UTA model for the .. lruple water-tank process (QTP) is composed of automata of water tanks,
sensors, pumps and contro’ er a 2 shown in Fig. 6. The model-templates using action model patterns and
composition operators, that «. ~ ased to construct the formal model of timing variations, and timing-wrapper is
used in case of periodic r perations. The composed model of the QTP with its component and timing interfaces
is shown in Fig. 11

5.4.1. Verification , .iequire. ent Specifications

This investigat on verific 1 QTP performance in two modes: minimum and non-minimum phase. In minimum
phase mode, the le ~1 of T' nk 1 depends on the flow from Pumpl and that of Tank 2 is influenced by Pump2
and this is a &' ._ie opuiation mode. While in non-minimum phase, the level of Tank I depends on the flow
from Pump2 nd thav »f Tank 2 depends on Pumpl leading to an unstable mode. To facilitate verification, the
requirements mecifica ions is mapped to the formal specifications of the QTP (for notations please refer the
Nomenclature sec. ).

The le e1 v, © tank w_Lev and the additional parameter TOver are used to denote overflowing of the tank
w_Lev >= .7C ver, in such situations the pumps are slowed down. Including these new parameters, the UTA
model is redel. ~ed for verifying the following properties:

3https://cvxgen.com/
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Controller

Tank_13 Tank 24

24.Processing->Sensor_24._1d12 { g52(), tau, uwBS4() }

state:
( Controller. 143 Tank_13.Idle Tank_24.Idle Pump(1).On Pump(2).0n  asor_i3._  ° Sensor, _24._sa12 )
Controller.cC1=0 Tank_13.tCl=3 Tank_24.tCl=0 Sensor_13.sCl=3 Sensor_24.sC1=0 $ta.  sc[0]=0 st[1]=0 st[

Transitions:
Sensor_24._id12->Sensor _24._3d14 ( 1, s5[3)!, wpS6() )
Controller. id3->Controller.Speedbown { 1, s5[117, 1}

state:
( Controller.SpeedDown Tank_13.Idle Tank_24.Tdle Pump(1).0n Pum,  ’n Semsor_13._idi3 Sensor _24._1d14 )
Controller.cC1=0 Tank_13.tCl=3 Tank_24.tCl=0 Sensor_13 =3 Sensor_  -f1=0 $tau=18 sc(0]=0 st(1]=0 st[

Transitions:
Controller.Speedbown->Contzoller._ids { gC3(), oS- <11, ubC3,
Pump (2) .On->Pump (2) .OFf { 1, cStoplid]?, wP6()

state:
( Controller._id3 Tank_13.Idle Tank_24.Idle P 3(1).0n ' ip(2).0ft Sensor_13._idl3 Sensox_24. idis )
Controller.cCl=0 Tank_13.tC1=3 Tank_24.tCl=0 5. = 13 C1=3 Sensor_24.sC1=0 $tau=18 sc(0]=0 st(1]=0 st[

Transitions:
Tank_24.Idle->Tank_24.Drain { gT2(), t 30 )

State:
( Controller._id3 Tank_13.Idle Tank_? Drain Pump(1).0. "ump(2).Off Sensor_13._idl3 Sensor_2¢._idlé )
Controller.cC1=0 Tank_13.tCl=3 Tank 2+ Cl=0 Sensor, 13, 1=3 Sensox, _24.5C1=0 #tau=18 st(0]=0 st[1]=0 st[

Figure 11: Simulation and Generated Traces for 7 ,ove properties

e (a) Deadlock Property, we prove at first that there is not bi. “*ing ~*~ s in the system. It is proved by
running the model checking query

Al] not dealock

e Verifying Minimum phase model of the QTP.
Property 1: The reachability properties need to be ver.. ~d for showing that the reaction time requirements
are met. First we show that the both pumps supnly suffic.. ~t water flow to tanks i.e.,

A <> Tank 13.w_Lev =="1 "c _Max && G_Clock <= Ub

The query proves that the water tanks filling ti. e “-om tevel 0 to w_Lev should not be exceed time bound
Ub.

Property 2: The property expresses that wu. ~ever the water level in particular tank reaches to T'Over
level, sensor measure the level and pass the signa. to the controller, which issues the control signal c¢Stop
to the particular pump.

E <> Tank24.w_Lev >= TOve. ‘mply | [ank_-24.0ver flow && p-run[2] == 0 && pCl <= Ubl)

e Verification of non-minimum p’.ase aodel of operation Property 1: Similarly as above, we prove that
the controller issue the control “igr .l to ’ump2 to maintain water level in Tankl3 as the requirement of
Non-Minimum Phase Mode f Opc ~ti a.

E <> Tank 12 w_r. - >= TOwver imply (Controller.SpeedUP && Pump(2).0ff)

The query proves that ne . pon receiving signal from sensor(1] at Tank13 (overflowing) the control issue
a signal to Pump2 tc Stop or speedDown the water supply in Tanks.

The model checker g nerates v. 2 witness or counterexample depending upon if property is satisfied by the
model. The automatic Zene atior of witness and counterexample is considered as the key advantage of model
checking which provides usef' . source of diagnostic information and a basis for automated test generation.
The Fig. 11 represe ..., the si. alation layout and generated traces for particular property. By using the model
templates in the ¢ >ud, the MBV can be done on-the fly as illustrated in the example.

Comments: During the der oyment of the MPCs in IoT devices, there were few issues that surfaced. First, the
speed of the com © ol aigo..chm depended on the target code language. For example, a C-code performed better
than a run-tir 1e comp 'er language such as Python. Second, the latencies in the sensors and computations were
not significan. with or board communications, but were significant in IP based communication. However, they
were not at a lev " ' _ destabilize the operations for the process application chosen. Third, the IoT controllers
and sensc s vi..  Toct of timing imperfections and noise created pulsations in the output. Fourth, there were
some MPC v )lementations that could not be validated in the HIL, but they passed the other validation tests.
Fifth, the rea time performance of the target platform is greatly influenced by the amount of TCP based
communication used. Sixth, the cloud based communications and field level TCP communications generate
only the same amount of latencies, this is partially due to the high computing power of the server. Finally,
the cloud services communicating through the TCP based protocols have the same computation burden as any
TCP device.
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6. Conclusions

This investigation presented an IIoT architecture, a model-based engineering approach (MBE), and work-
flows for implementing cloud-based ITIoT. The IIoT architecture combined the open con' c. *vity with cloud-
intrinsic features. To perform model based engineering, a multi-view model of the industrial autow. *ion captur-
ing various aspects was proposed. A meta-model of the automation system integrating + «> different views was
generated using AutomationML. This meta-model provided the basis for performing ™ «ode! Based Engineering.
Further, it generated the requirements for the design and verification. The Model Ba.  Design (MBD) ap-
proach was used to design MPC, a sophisticated controller that repeatedly solves ai. ~ntim..ation routine, for
the target platform. The MBD approach generated the auto-code for the MPC _. 1 also -alidated the design
through MIL, SIL and HIL during its workflow. The behaviour models fromw che = _ ‘rements were used to
perform model based verification. The Uppaal Timed Automata (UTA) mode. v/ n action patterns of timing
behaviour were composed to verify the timing performance to guarantee ti=ing. ~nsequently, reducing the
engineering efforts of cloud-based IloT significantly. Insights into perfornr ng MEN and MBYV from cloud was
also provided. Next, the additional benefits provided by cloud-based IIol was disc 1ssed with features such as
plug-and-play control, smart manufacturing, and on-the-fly verification The =~ ssed IloT architecture, MBE
approach, and workflow were demonstrated on a QTP, a benchmarl prob' - in process control. Our results
showed the benefits of the combining cloud and IoT, and MBE as an « »» sach or realizing it. Studying deploy-
ment of cloud-based IloT for providing enterprise wide connectiv' “v and ns forming plant wide optimization
are future course of this investigation.

Appendix 1

MPC Optimization Models

In the MBD workflow, the objective function and constran. - of the MPC denote the requirements of the
control algorithm. The investigation considers four difi ‘c... * " models, they are:

My s minimize J = (7 =Y,) AV =Yy + AUTRAU
Subject to: C

M : minimize J
U

TR —Ye) +

(U —ua)"R(U — uy)
Subject to: *

Ms s minimiz. T = 17— Y)'Q(Y —Y,) +UTRU
Subject o: C

My imir mize J - (Y =Y)TQ(Y - Y,) + AUTRAU
Subi ct to: O

where the constraints C is gi en . vy

<4 1) = Az(k) + Bu(k) +d(k), Vk=1,.N,
yk) = Czx(k) Vk=1,..N,
dmin < w(k) < Umae Yk =1,..N,
AlUpin < Au(k) < Aupee, VE=1,..N,
Ymin < Y(k) S Ymax VE=1,.Np

These constrai»’  moac. wue physical and operating constraints of the MPC. They capture the system dynamics,
constraints o1 the couw ‘rol input, change in control input and output, respectively.

Quadruple Tank = _ess Dynamics

The d, nam .. i the quadruple process is given by

hi(t) = ! (av/2ghs 4+ 71.f1 — a\/2gh1)
hg(t) = (an/2ghy + Y2 f2 — ar/2ghs)

||
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. 1
ha(t) = Z((1=72)f2 —av/2ghs)
. 1
ha(t) = Z((l =) fa — av/2ghy) (2)
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