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HIGHLIGHTS

® To solve the SFC migration problem, we firstly model the migration problem of SFCs as the in.._=r linear programming.

® To reduce the reconfiguration cost, the migration time and downtime of SFCs, and impr . ve the rem.pping success ratio of the SFC, we
propose two SFC migration strategies: the minimum number of VNFs migration strateg and the . vo-step migration strategy.

® [n the two-step migration strategy, we make use of the pre-copy based parallel migratior. ~trategv .or migrating these remapped VNFs in
the first step migration, and we make use of the post-copy based parallel migratio ...ategy .ur migrating these remapped VNFs in the
second step migration. And we numerically analyzed the migration time and dowr 1me.

® According to the two-step migration strategy, we have designed a two-step migratic. .igorit'.m to migrate SFCs.

® We use the federated environment of the fog computing and the cloud computing ~ emu....c and evaluate our proposed algorithm.

ABSTRACT

Network Function Virtualization (NFV) provides a good paradigm for sha. ng the _sources of the physical network. The deployment
problem of Service Function Chains (SFCs) composed of a specific order of Vu.. ~1 Network Functions (VNFs) has become the focus of
research. Moreover, to solve the facing challenges of the centralized ¢! -« cuipuung, the researchers have proposed the distributed fog
computing. When the mobile user moves among different fog-based radio « -~ess networks, the SFC must be migrated. Therefore, in the
paper, we research the problem of SFCs migration/remapping caused} = *-= user movement in cloud-fog computing environments. We firstly
model the migration problem of SFCs as an integer linear program; the - we propose two SFC migration strategies: the minimum number of
VNFs migration strategy and the two-step migration strategy, to r~duce 1 : reconfiguration cost, the migration time and downtime of SFCs
and improve the remapping success ratio of SFCs; and we have 1w ‘onec a two-step migration algorithm to migrate SFCs. We use the
cloud-fog computing environment to evaluate our proposed algorithn ~. 1. . reconfiguration cost, the remapping success ratio, the migration

time and the downtime of our proposed algorithms are more «+ <_"'~t 1, an that of benchmark algorithm.
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1. Introduction

In recent years, to solve the rigidity probls n of tradiuonal
networks, researchers have proposed netw rk v.rtua’ zation
technology [1-3]. With the developme ¢ o1 e aetwork
virtualization technology, researche have proposed
Network Function Virtualization (NI V) |+ “1 technology,
through network function virtualizat’ ... *echnology, physical
resources can be virtualized into V.rtua' Network Functions
(VNFs) [7-9], while virtual network . ctions can be isolated
from each other, to instead of “.aditiona. aetwork functions
implemented by the specific «ard are. 30 as to reduce the
deployment of the special n. {war., improve network
flexibility and reduce netw ik operau.ig costs.

The specific number an | order o "virtual network functions
form a Service Function Ci. in (SF ) to support and deal with
the user’s network tre .1, so as 1o realize the communication
and the demand of t e user | 9, 11]. For example, to satisfy
the user’s security « mand. ¢che SFC may be sequentially
composed of Usr~ — virwal Firewall (VFW) — virtual Deep
Packet Inspection ‘vD' 1) -» Terminal. In order to achieve the
user’s different stra. gies, SFC has its specific composition.
To achieve the user communication, it is very important to
deploy these SFCs into the physical network. At present,
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there have been some researches on the SFC deployment
[12-14]. In [12], to improve the network resource utilization,
the authors propose an algorithm that takes into account the
utilization of the physical link and the physical server. To
minimize the total bandwidth consumption, the research [13]
proposes a method to jointly design and map multiple SFCs.
In order to meet the scalability and the privacy problem of
network services, and reduce the deployment complexity of
the distributed service chain, the authors exploit the
non-cooperative game theory to deploy the distributed SFC
and implement the privacy protection [14].

However, as the user increases in geometry, the facing
challenges of cloud computing are also increasing, in
particular, the network traffic is concentrated in the core
network, resulting in a large number of the network
congestion and in a long network delay. To solve the facing
challenges of the centralized cloud computing, the
researchers have proposed the distributed fog computing to
expand the centralized cloud computing [15-20]. Because the
distributed fog computing environment has a small amount of
computing and storage resources, the fog computing
environment can perform some delay-sensitive services, and
the utilizing of cloud computing resources and fog computing
resources at the same time can reduce the network congestion
and the energy consumption. Therefore, the fog computing
has become a hot research direction for the radio access



network, wireless access network, vehicular network and
internet of things. Besides, because the distributed fog
computing environment has the resources of computing and
storage, we can deploy SFC by using the federated
environment of the cloud computing and the fog computing,
and there are some related researches [21, 22].

With the development of NFV technology, the VNF/SFC
migration has gradually become a new research direction. For
instance, the authors in [23] first proposed a SFC deployment
algorithm to initial deploy SFC, and then in order to save
bandwidth resources and reduce the energy consumption, put
forward a VNF consolidation and migration algorithm.
Similarly, in order to save energy, the research [24] proposes
a VNF consolidation and migration algorithm to shutdown
servers during low traffic. In [25], to save the energy of the
data center, the authors propose a linear programming model
to solve this problem. The researches [23-25] are only to
adjust these deployed SFCs, they don’t take into account the
scene that the SFC must be migrated. The research [26]
considers migrating the entire Virtual Data Center (VDC)
when the servers of the data center need to be maintained or
failed, and proposes a VDC migration algorithm, but the
proposed algorithm is suitable to the VDC migration, in the
SFC migration scene, it does not provide good performance.
And although [23-25] research the problem of the VNF
consolidation and migration, they did not consider such a
scene: in the Fog Radio Access Network (FRAM
environment, due to the mobility of mobile users, when th.
mobile user moves from a fog radio access network to another
fog radio access network, the service provider must m., 1w
these related SFCs to maintain user connectivity, otherwisc,
the user’s communication will be disconnected. Maoreover,
the SFC migration/remapping algorithm wil' not aly
determine the reconfiguration cost and the remay., ing succ ss
ratio, but also affect the migration time an< dow.. . of
these SFCs, so the SFC migration algorithmr s cr'.ical to the
migration performance. However, the existi. = v sear’ a can’t
solve the problem well, thus the SFC migraw. ~ issue is
worthy of further studying.

Therefore, in this paper, to solve the > migration
problem caused by the user moveme ., . ¢ study the problem
of the SFC migration in the fedr ated environment of the
cloud computing and the fog ~omp. “ing to optimize the
migration performance. The m" n ¢ atributions of this work
are as follows:

e To solve the SFC mi~ _‘ion p.» Jlem, we firstly model
the migration probl m of L 7Cs as the integer linear
programming.

e To reduce the re _.figuiauon cost, the migration time
and downtime of SFC. and improve the remapping
success ratio « € the ‘ FCs, we propose two SFC
migration strategic,. «n1e minimum number of VNFs
migration s ateg ...J the two-step migration strategy.

e In the two-ste, migration strategy, we make use of the
pre-copy based p. rallel migration strategy for migrating
these remapped VNFs in the first step migration, and we
make use of the post-copy based parallel migration
strategy for migrating these remapped VNFs in the

second step migration. And we numerically analyzed
the migration time and downtime.

e According to the two-step 1 .gration strategy, we have
designed a two-step migr .tic. algorithm to migrate
SFCs.

e We use the federated er .iror nent of the fog computing
and the cloud compui. ~ t emulate and evaluate our
proposed algorithms.

The rest of this work is ari.. 7ed as follows: in section 2,
we introduce the rel-.ed »~rks; we model the migration
problem in section - w‘ propose the two-step migration
algorithm in section 4; . ~tion 5 introduces the simulation
environment, giv.s simrlation results and analyzes them;
finally, in sectio1 6, we cc 1clude this paper.

2. Related V'_~k
2.1 Fog Co: "o .ng

To solve *he .ucing challenges of the cloud computing,
Cisco proposec ‘he fog computing to expand the centralized
cloud c. ~outir ;. Due to the advantages of fog computing,
the re.~archus have done some researches [17-22, 27-31],
and the to. computing has become a hot research direction
to. the radio access network, wireless access network,
vehicu.. ~ network and internet of things.

1 ~7], in order to handle these challenges caused by fog
" nputing, the authors presented the three-layer hierarchical
ga, ¢ framework to manage network resources. To solve the
su urity problem of fog computing, the research [18]
yroposes an architecture framework to guarantees that the
user information will not be leaked when the channel is
attacked. The research [19] gives a general answer to the ten
hot issues of fog computing, such as what is fog computing,
what is the relationship between fog computing and cloud
computing, what are the scenarios for fog computing, and so
on. In order to reduce the network latency, the research [21]
uses the mobile edge network to deploy some VNFs of the
service function chain.

In [22], the authors studied the fusion of NFV, 5G and fog
computing, and proposed a MANO-based architecture to
achieve a unified management of internet of things. The
research [27] discusses the influence of fog computing on 5G
radio access network, and proposes a 5G radio access
network based on fog computing. In order to improve quality
of experience, the research [28] proposes internet access
networks architecture based on fog computing to deploy
virtual machines into the user’s neighborhood. To deal with
the challenges of user growth, in [29], the authors have
proposed a radio access networks architecture to provide
services, which is based on fog computing and SDN.

To improve the efficiency of face recognition and reduce
network transmission, the authors present a face recognition
system based on fog computing in Internet of Things [20]. In
[30], the authors studied the utilizing of fog computing and
SDN to provide services in vehicular networks, in order to
overcome the instability of fog communication, a method is
proposed to reduce the overhead of control information by
using network information. In order to accommodate the
increase of vehicle traffic and reduce the delay, the research



[31] proposed a vehicular network architecture to achieve
mobile computing.

These researches [17-20, 27-31] on fog computing do not
take into account the VNF deployment or migration scenarios,
hence they can’t be applied to the VNF deployment or
migration scenarios. Although [21, 22] combine with fog
computing and NFV to conduct research, but they did not
study the problem of the VNF/SFC migration.

2.2 SFC Deployment and Migration

With the development of NFV technology, the deployment
of SFC has received extensive attention from industry and
academia, therefore, the problem deployment of SFC has
become a hot research, and has a lot of researches [4-14,
32-39].

To decrease the deployment cost, in [4], the authors studied
the deployment of VNF, and presented three algorithms to
maximize the profits of service providers. To deal with the
challenges of NFV orchestration, the research [5] proposes a
NFV management and orchestration architecture to handle
dynamic SFC requests. To meet the availability of services
and reduce the deployment cost, the authors proposed the
QoS-based LP model and the heuristic algorithm to deploy
VNF [8]. In [9], the authors study the optimal placement of
VNF by considering different VNF traffic changing effects
and dependency relations, and formulate the traffic aware
placement problem of interdependent VNFs as a grar ™
optimization problem with the objective to load-balance thc
network, then propose a VNF deployment algorithm to
deploy VNFs. To improve the service provider’s revenu. in
[30], the authors presented the ILP model and the heuristic
algorithm to deploy SFC. In [33], the authors r~--ent an
optimal algorithm and two approximation al‘ orithms to
deploy VNFs to minimize deployment costs of >.”" requr sts
and maximize the acceptance ratio of SFC rec iests.

In [10], the authors first build a set of £ 7Cs .nto 2 SFC
graph, then deploy VNFs in the SFC graph « - )rdir 2 to the
dependencies between VNFs to red’ ce the ..ndwidth
consumption. In [12], the authors prc jos. =an algorithm to
deploy SFC to reduce the resource consun,.tion of the
physical network, which takes into .cco nt the utilization of
the physical link and the physical ¢ -ver In [13], to minimize
the total bandwidth consumpti- n, thc ~uthors proposed a
method to jointly design and m .p m itiple SFCs. To decrease
the energy consumption of the *a‘ 1 cer er, the research [34]
proposed an energy-aware ~!gor.. - to deploy SFC. To
reduce the bandwidth anc energy ~onsumption, the research
[35] puts forward a samg 'ing-bas¢ 1 Markov approximation
(MA) method, then, te choi.. = e convergence time of the
MA method, the auf .ors fir. ' an efficient VNF deployment
solution by combinir. ¥ the M/ method with matching theory.

In [14], the authoi, ~_.oit the non-cooperative game
theory to deplo. u.. “ctributed SFC and implement the
privacy protection t protect the privacy of the user and
reduce the deployme. ¢ complexity of the distributed service
chain. To solve the security requirement of different users, the
author proposes network security defense patterns framework
to deploy VNFs to meet various security requirements [36].

In order to reduce the transmission and processing delay of
VNF, in [37], the authors proposed a genetic algorithm to
deploy VNFs, thereby reducing t'.e scheduling time of the
entire VNF and increasing the re” eu. ~ of the service provider.
To provide sufficient flexibility tor conte. t delivery network,
the authors in [38] research' a4 u > deployment problem of
VNFs in content delivery -etw’ ck, and proposed a linear
programming model for d=vloy.. ~ SFC. In [39], the authors
studied the problem of sharin, ~ipelines in NFV environment,
and proposed optimiz .tuo 1 algovithms for different input
assumptions to minir ze t' ¢ de.ay.

With the number o1 <ers continue to increase, to save
energy and save Laudwidth resources and other goals, the
VNEF/SFC migr: ion has jradually become a new research
direction, and s.me st dies have been devoted to the
VNEF/SFC ' gration | 23-26, 40-43]. The authors in [23] first
proposed a \FC .ep1 yment algorithm to initial deploy SFC,
and then in oruer to - ave bandwidth resources and reduce the
energy con. mpuon, presented a VNF consolidation and
migration algoi thm. To save energy, the research [24]
proposes ~ VN . consolidation and migration algorithm to
shutdo. = servers during low traffic. In [25], the researchers
- car programming model to solve this problem to
sav. *he energy of the data center. To alleviate the problem of
nacket . 3s in migration, the research [40] proposed a new
inte .1ace to achieve the seamless migration of VNF. In [41],
t. save computing resources and bandwidth resources, the
aut, ors proposed a virtual edge architecture with wavelength
AuUM to realize the live migration of VNF. The research [42]

ims to reduce the migration time of VNF, and proposes two
heuristic algorithms to migrate the entire virtual machine
hosting VNF for different scenarios. The research [43]
focuses on the optimal migration problem of VNF when the
resource of VNF changes, and proposes a heuristic algorithm
to implement the migration of VNF.

Although [23-25, 40-42] research the problem of the VNF
consolidation and migration, they don’t take into account the
scene that the SFC must be migrated due to the mobile user
moves from a fog radio access network to another fog radio
access network. Although the research [43] focuses on the
optimal migration problem of VNF when the resource of
VNF changes, it is only to optimize the migration time, it
does not take into account the reconfiguration cost, the
remapping success ratio and the downtime of the SFC, and it
also does not consider migrating SFC in the fog access
network. Although the research [26] proposes a VDC
migration algorithm to migrate the entire VDC when the
servers of the data center need to be maintained or failed, but
the proposed algorithm is suitable to the VDC migration, it
does not provide good performance for the SFC migration.
Hence, the SFC migration issue is worthy of further studying.

]:\anhv-‘- ~

3. Problem Description and Formulation
3.1 Problem Description

In this work, we study the problem of SFC migration/
remapping in the cloud-fog network environment when the
mobile user moves to different regions. In the fog radio
access network environment due to the mobility of mobile



users, when the mobile user moves from a fog radio access
network to another fog radio access network, the service
provider must migrate these related SFCs to maintain user
connectivity, otherwise, the user’s communication will be
disconnected. Moreover, the SFC migration/remapping
algorithm will not only determine the reconfiguration cost
and the remapping success ratio, but also affect the migration
time and downtime of SFCs, so the SFC migration algorithm
is critical to the migration performance. Therefore, when the
SFC migration requests arrive dynamically, given the
locations of the users after the move, the initial mapping
solutions of these SFC migration requests and a physical
network consisting of the cloud computing environment and
the fog radio access network environment, the problem is
how to efficiently remap and migrate these SFC migration
requests, such that the reconfiguration cost, the blocking ratio,
the migration time and the downtime of the SFC are
minimized.

3.2 Physical Network

In this paper, the physical network is composed of the
cloud network (the cloud computing environment) and
multiple fog radio access networks, as shown in Fig.1, and the
physical network can be described as an undirected weighted
graph GF= (NP, EP). Where NP:{n,, My,..., Nyp|} denotes the
set of the physical nodes, and EP={ll, by,..., ligp} depicts the
set of the physical links, |VP| and |EP)| respectively depict the
numbers of the physical nodes and the physical links.

Physical network resource constraint: SC = (C", C*, L")
is defined as the physical network resource constraints.

Physical node resource attributes: C" represents the se.
of the physical node resource attributes, which inclndes the
capacity of the physical node resources c(n;) anc che co. © of
the per unit physical node resource p(n;,).

Physical link resource attributes: C* der stes tu. < ¢ of
the physical link resource attributes, whi .h ir cludes the
capacity of the physical link resources c¢(/;) a.. * t'.e co ¢ of the
per unit physical link resource p(/;).

Physical nodes location constraint " depicts the set of
the location constraints of the physical networn ~odes.

3.3 SFC migratio. rec ies.

In this paper, the . “C migration request can be described
as an undirected weighted graph Gr= (Nr, Er), where Ne= {f,,
Jos--o» finr ) represents the set of VNFs in the SFC migration
request, and |NF| depicts the number of VNFs of the SFC

request. Er={ey,e,,...,egr} represents the set of SFC links in
SFC migration request, and the number of SFC links is |EF].

Migration constraint: we defir . MC = (Cy, Cg, Vy, B, IMy,
IMg, Ly, Ly, L) as the set of the .n.,_~ation constraints of the
SFC migration request.

VNFs resource constrair ¢ «\v={&(f1), &(£2),..., e(fivr)}
depicts the set of the node = "our’ ¢ demands of these VNFs.

Links resource constraint: J"- ={e(ey), &(ey),..., e(ejgr)}
depicts the set of the link 1. ~urce demands of these SFC
links.

VNFs memory cr astrunt: /y={V(f1), V(f2),..., V(fixr)}
denotes the set of the mi. ory sizes of all VNFs.

VNFs initial rappina records: IMy={IM (1), IM (f>),...,
IM (fivr)} repre: ents the et of initial mapping solutions of
these VNFs.

Links ini*’ar mapping records: /My represents the set of
initial mapy ng < swut. ms of these SFC links.

VNFs mig: ation sandwidth constraint: B represents the
total migrau. ~ bandwidth requirement of the SFC migration
requert, and all /NFs of the SFC migration request together
share the ~igra ,on bandwidth resources.

VN~ user and service terminal location constraint: Ly
= S1en ) ... L(five)} denotes the set of the location
cou. ‘raints of all VNFs in the SFC migration request after the
user has .noved. Ly expresses the location of the user after the
use uas moved. Lr depicts the location of the service
t. minal.

L ote that, we studied the problem of the SFC migration
based on the cloud-fog network environment. The fog radio

ccess network has a small amount of service resources,
similar to the cloud computing environment, we can also use
NFV technology to share these resources, so we can use the
VNFs to replace the hardware network functions in the
traditional access network (such as the Packet Data Network
Gateway (PGW) and the Serving Gateway (SGW)) to reduce
the cost of deploying and maintaining the specialized
hardware and increase the flexibility of the network. Hence,
in this paper, the VNFs fi and £, respectively denote the virtual
SGW (vSGW) and the virtual PGW (vPGW), and their
location constraints should be in the corresponding fog access
network. Other VNFs denote the VNFs in the cloud
environment (such as vFW and vDPI), and their location
constraints should be in the cloud computing environment. A

SFC migration request is shown in Fig.2.
2 1 2 1

0.6
User -2 | ysGw |06 |ypGw |04 | vrw vDPI %4 | Terminal
el 123 [ [ s

Fig.2 A SFC migration request
3.4 Integer Linear Programming for SFC Remapping

In the reconfiguration process of the SFC request, we focus
on how to effectively remap the VNFs and the SFC links, and
we first formulate the reconfiguration process of the VNFs as
follows:

RMN :(NFscN)L)(NPlscNI):
RM(f)e N ,Vf eN,,



ARM () 2 &(f),Vf; € Np,
Z(f,,y)€{0,1},Vf e N,.,Vy €{0,1,....,Y},
L(RM (1)) €1{0,1,2,....Y},Yf, e N,

Z(fi- LARM(f))) =1,Vf, € Ny,

Where N”'cN” denotes a subset of the physical nodes
re-hosting the VNFs, C"'cC" denotes the physical node
resources assigned to the SFC request. RM(f;) represents a
new physical node re-hosting the VNF f;. A(RM(f;)) indicates
available resources of the new physical node RM(f). y<0,
1,...,Y depicts the number of the network area, Z(f;, y)€ {0,1}
is a binary variable, if Z(f;, y)=1 depicts that the i-th VNF f;
can be redeployed into the network area, otherwise Z(f;, y)=0.
L(RM(f;)) expresses the numbered of the network area of the
new physical node RM(f)). Z(f;, L(RM(f;)))=1 depicts that the
new physical node RM(f;) meets the location constraint of the
i-th VNF f;, otherwise Z(f;, L(RM(f;)))=0.

In this paper, while remapping the VNFs, we need to remap
the SFC links, and the remapping process of the SFC links
can be described as follows.

RME :(EFSCE)L)(P:CE])
RM(e)) =p,, Ve €Ep,3p, eP
B(p,,)=min b))}z ee), Vp, P

jE€P¢

Where, P'cP depicts a subset of all physical paths. C*'
depicts the bandwidth resources assigned to the SFC re -...*
RM(e;) and p,; also express a new physical path re-hosting u.
SFC link e;. B(p.;) indicates available resources of the new
physical path p,;.

Therefore, in this paper, while remapping tt : VNFs, ve
need to remap the SFC links. Hence, we <an . "ild che
remapping of the SFC request as the intezer unnear
programming (1).

min( Y, P(RM (f)e(f)+ >, D, T, O]

fieNr ackr lep,
s. L.

ARM(f))) 2 &(f),Vf; € Ni
Z(f;,y)€{0,1},Vf € Np,Vy ={0.1,...,7}
L(RM(f))€{0,1,2,....,Y}, " e N,

Z(f LARM (f)) =LV’ < N,
RM(e)=p,, Ve ek ,Ip, € o
B(pq)=/r/}1il)?{b(lj‘}z£(e), Vp, € P'

3.5 SFC Migration Str.. ~oi~.

In this paper, a. = to .ue mobility of mobile users, when the
mobile user moves 1 m a fog radio access network to another
fog radio access netwe k, we must migrate the SFC request to
maintain user connectivity. During the reconfiguration and
migration process of the SFC request, we use different
migration strategies for different performance requirements.

(1) The minimum number of VNFs migration strategy

Although we must migrate the SFC request to maintain
user connectivity when the mobi’: user moves from a fog
radio access network to another g  ~dio access network. To
quickly restore the user’s service, we n..y only migrate the
least VNFs in the SFC reques . Su e, in this paper, the VNFs

fiand f;respectively denote -he * SGW and the vVPGW, and

they must be placed in the fog a. ~=ss network where the user
is located. So we propose . strategy for minimizing the
number of VNFs migrz (on in the minimum number of VNFs
migration strategy, w . onl" ret.up the vVSGW and the vPGW
to quickly restore the ‘'ser’s service and migrate these
remapped VNFs oy using the pre-copy based parallel
migration strateg v, it is ¢ »scribed in Ref. [26, 44, 45]. The
advantage of the . rategv (s to minimize the running time of
the remapp’.g algorithm, the migration time and the
downtime ¢ ‘the LFC -equest. But when the user migrates to a
distant lecation thrr agh multiple moves, the strategy will
cause thar +he length of remapping path and the
reconfiguration ‘ost are very high, resulting in a waste of
physicar . ~sour.es and increasing the blocking ratio of the
SFC 1c mest. In such a situation, the minimum number of
VNE- -~ jon strategy is not conducive to saving physical
rese “rees, reducing the reconfiguration cost and the blocking
ratio ot w.e SFC request. And we can use the two-dimensional
dis’ rew random walk process to prove that no matter where
. : starting position of the user is, but with the user moves,
the .ser can reach any one fog access network, that will cause
the user to migrate to a distant location.

We model the coverage of the fog access networks as a
two-dimensional plane, and each fog access network is a
discrete point in the two-dimensional plane, and the user
random walks in the two-dimensional discrete plane. So we
can model the movement process of the user as the
two-dimensional discrete random walk process. We assume
that the initial position of the user is at the coordinate origin,
the user walks S steps and arrives the point (x, ), i.e., the total
number of steps is .S, where the user walks 4 steps along the X
axis and walks B steps along the Y axis. In the X axis, the user
can respectively walk to the right and the left, and the
probability of walking to the right is p; and the probability of
walking to the left is p,. In the Y axis, the user can
respectively walk to the above and the down, and the
probability of walking to the above is p; and the probability of
walking to the down is p4, and p\+ py+ p; + p=1, p1>0, p,>0,
p3>0, p4>0. And each walk is independent of each other. So,
we can use two superposed Bernoulli models to solve the
two-dimensional discrete random walk process.

Event C: the user walks S steps and arrives the point (x, »),
we assume that x>0, >0, |x|+|y|<S, so

v A+B=8,.x+y<S8,..x<S85-y.

We use x; to denote the coordinate of the user after walk i
steps along the X axis. So we have:

X=X+ (_1)6' .

Where 9, is equal to 0 when the i-th step moves to the right,
0,1s equal to 1 when the i-th step moves to the left. So if the
user walks A4 steps along the X axis and arrives x, we have



xA:Z(—l)@ =a-p.

Where a represents the number of J; =0, f denotes the
number of ;=1. So we have: a-f=x, a+f=A4, A-x=2p, 30 A=x
(mod 2). So if the user walks 4 steps along the X axis and
arrives x, we have A= x (mod 2).

In the same way, we can prove that if the user walks B steps
along the Y axis and arrives y, we have B=y (mod 2). So if the
user walks 4 steps along the X axis and the user walks B steps
along the Y axis and arrives the point (x, y), we can obtain S=
x+y (mod 2). So when S Z x+y (mod 2), in this case, the point
(x, ) is unreachable, so P(C)=0. When S= x+y (mod 2), in
this case, the point (x, y) is reachable, and there are three
cases:

(1) When A=x, B=S-x.

E/: The user walks x steps along the X axis and walks S-x
steps along the X axis, so

P(E)=Cs(p, +py)' (ps "'174)57)r .

F,: The user walks x steps along the right of the X axis and
arrives x, so

P(F|E)=Cipip;=pi.

G,: The user walks S-x steps along the Y axis and arrives y,
we assume that the user walks up i steps, so

i—(S—x—i)zy:n':W,

) ) ) S—x+y S-x+y
P(G | E)=Cy pipi™ " =Cs 2 py 2 p?
P(C)=P(E\FG,)
:P(EI)P(EGI ‘EI)ZP(EI)P(F; |E1)P(G1 | )

S—x+y S-x—,

Py b Ip

S—x—y

S—x+y
=[Cs(p+p.)" (ps + p4)S7x][CS—x2
(2) When A=S-y, B=y.
E,: The user only walks y steps along * 1e Y axis ..nd walks
S-y steps along the X axis, so

P(E,)=Ci(p, +p2)S7y st D)

F,: The user walks S-y steps alon, th X axis and arrives x,
we assume that the user walksj ceps awc " the right of the X
axis, so

"t+x-y
L= ,
7T

S+x—y

Csjzr )2

J=(S=y=))

S+x-y S—x—y

P(F,|E)=Ci.»'p, ™!
G,: The y steps . re along the above of the Y axis and
arrives y, so
o T =Cppi=pl,
P(C) = P(E,F,G,)
= P(E))P(F,G, | E,) = P(E,)P(F, | E,)P(G, | E,)

S+x-y S+x-y S-x-y

y

:[CI;Y(Pl+P2)S7}Y(P3+P4)y][cs-f 2B 2N )

(3) When x< 4 < Sy, y < B< S-x.
Ej5: The user only walks 4 steps along the X axis and walks
B steps along the Y axis, so

P(Ey) = C; (n+rp.) 2% ).
F35: The user walks A steps aloy 2 the X axis and arrives x,
we assume that the user wal. - a ¢ eps along the right of the X
axis, so

a—(4 —a,:x:a:A;x,

A+x  A+x  A-x

P(F|F,,=Cip i =C2 p2 p,°

G5: The user v alks B st :ps along the Y axis and arrives y,
we assume that the ~=+ .valks b steps along the above of the
Y axis, so

B+Y
P B-b)=y= b=,
2
S-A+y S-A+y S-A-y

2

WO F)=Cpipi™” =Cs} py * py?
P = P(EFG;) = P(E;)P(FG; | E5)
= P(E;)P(F; |E3)P(G3 ‘Es)

A+x  A+x  A-x
=[G (p+ ) (s + )" " 1C2 P2 P2 ] '
S-A+y S-A+y S-A-y
X[Cs.i ps? ps? ]

As can be seen from the above proof, the probability of
Event C P(C) is greater than 0 as long as the constraints x>0,
>0, |x|+y|<S and S= x+y (mod 2) are satisfied, i.e., the user
can reach all points x>0, y>0 on the plane. In the same way,
we can prove that the user can reach all points on the plane
when the constraints xe Z, ye Z, |x|+[y|<S and S=|x|+|y| (mod
2) are satisfied. So our hypothesis is reasonable that the user
can migrate to a distant location through multiple moves.

(2) The two-step migration strategy for the SFC

To improve the minimum number of VNFs migration
strategy, based on the minimum number of VNFs migration
strategy, we present a two-step migration strategy for the SFC.
The execution of the two-step migration strategy is illustrated
by Fig.3, where Fig.3(a) describes an initial mapping solution
of the SFC request, Fig.3(b), (c), (d) and (e) describe the
remapping/migration process. In the two-step migration
strategy for the SFC, the first step migration is to remap the
minimum number of the VNFs, and migrate these remapped
VNFs by using the pre-copy based parallel migration strategy,
it is described in Ref. [24, 42, 43]. When these remapped
VNFs are completely migrated, we connect the solution of the
remapping part with the solution of the non-remapping part to
form a temporary migration solution to quickly restore the
user’s service, as shown in Fig.3(b), then cancel the initial
mapping solution of the migration part, as shown in Fig.3(c).
Moreover, in the first step migration, if we only migrate the
vSGW and the vVPGW, the solution of the remapping part may
not be connected to the solution of the non-remapping part, so
to restore the user’s services, we may need to migrate more
than two VNFs. The second step migration is to remap and




migrate other VNFs to save physical resources and reduce the
reconfiguration cost, as shown in Fig.3(d) and (e), and
migrate other VNFs by using the post-copy based parallel
migration strategy. In the second step migration, we have
been using the temporary migration solution to provide
service to the user, and until the migration of other VNFs
have been completed, we have completely cancelled the
initial mapping solution, as shown in Fig.3(d) and (e).

Fig 3 The twc step migration strategy

3.6 SFC Migr~+tion ” and Downtime

In the f-st .ep migration of the two-step migration
strategy for we SFC, we migrate these remapped VNFs by
using the pic ~opy based parallel migration strategy, and we
assurr= that the 1igration number of VNFs is F;; and £y must
be greatc. thar or equal to 2, i.e., F; >=2. In the first step
migrau. ~ in terms of a single VNF, we make use of the
pre ~~r © gration mechanism for migrating a VNF. The
miy. ~tion time and the downtime of the single VNF are
described in Ref. [26, 44, 45]. The migration time of the i-th
VN .« ; can be computed as follow.

| V(f)l-r**" |
L= T, =30 ~1,2,..,F, ()
A=min{ log, (Vi I V(i) | A 3)

Where /; depicts the actual number of iterations that must be
less than the maximum number of iterations .., T;; depicts
the j-th iterative migration time of the memory of the i-th
VNF f.. We define V), as the stop-iteration threshold. B(f;)
denotes the obtained migration rate of the i-th VNF f. r;=
PD/B(f;) denotes the ratio of the dirtying rate to the migration
rate, where D and P respectively depict the dirtying rate of
memory page and memory page size.

When the A-th iteration is complete, the i-th VNF f; will
stop working, so the starting point of the downtime 7;%¢, can

i,down

be computed as:

star , V(f)l=rt
D S ()17 i=12..,F,. (4
’ = TR 1o, -
The end point of the downtime 7;%¢,, is the end point of the
migration.
. V . 1_ .ﬂ,-+1
Ti%n:Z‘f’TijZﬁ =12, F, (5
’ sYOB(f) M-

Hence, the downtime of the i-th VNF f; can be computed as
in Equation (6).
_Ts;art' — V(](l‘) rﬂ,
' B(f)
In terms of multiple VNFs, we adopt the pre-copy based

parallel migration mechanism for migrating multiple VNFs,
and during the migration process, due to the migrated Fy

_ Tend

i,down

T;

i,down

i=1,2,...F,  (6)



VNFs together share the total migration bandwidth, the
obtained migration rate of each VNF is B/F}.

Hence, in the first step migration, the migration time of the
first step migration 7F,,;, is the migration time of the VNF
that lastly completes migration in the first step migration.

TF,mig = max {];,mig }
) 1 (N
cmae ] LIy E
BIF, 1-r, »

The starting point of the downtime of the first step
migration of the SFC migration request 73, is the time of

the VNF that firstly shutdowns in the first step migration.

T, =min{T, |
1—r (8)
=min V(f) l=1,2,...,Ff
B/F 1

The end point of the downtime of the first step migration of
the SFC migration request 74, is the time of the VNF that

lastly completes migration in the first step migration.

T = max{T end }
} )
=12, F,

i,down
Hence, the downtime of the first step migration of the SFC

V(f) 1=ph"
= max —(f;) —1 rl

B/ F/ -7
migration request Tx 4, can be computed as follow.

TF ,down

end start
- TF,dﬂwn - TF,dﬂwn

J Ai+1
:max{ V) 1 } - {V(m -1 }J.:L_‘ F
B/F, 1-r B/F, 1-r, :

In the second step migration, we migra’ - ot} :r V' (Fs by
using the post-copy based parallel migrati .n sti. ~ev, and we
assume that the migration number of Vs is Sj; aue to the
migrated S, VNFs together share the . *al migration
bandwidth, the obtained migration r- .. ~f each VNF is B/S;
In the second step migration, in te ms ¢ [ a single VNF, we
adopt the post-copy migration mec. ~ dsm for migrating a
VNEF. The migration time of the y-th VN1 | can be computed
as follow.

(10)

Jomig = V(fj)’ B
B/S,

In the second step mig. “tion, ir terms of multiple VNFs,
we adopt the post-cop - “aseu ..allel migration mechanism
for migrating multi le VN.'s. The migration time of the
second step migratio. T, is the migration time of the VNF
that lastly completes mi.. .on in the second step migration.

SF, 4, (11)

Ts’mig = ma. .{T/,migj
(12)
= max (f) _F +1,. Ff.+Sf
B/S ’

Due to in the second step migration, the user can get
service through the temporary migration solution. So in the
second step migration, the SFC mr gration request will don’t
stop, and the downtime of the se o.. ! step migration is zero.
So the migration time of the SFC migt. ‘on request Tgpc mig
can be computed as in Equati . ( 3).

TSFC,nug = TF ,mig +TS ,mig
Ai+1 14 )
= max AR - ¢+ max /) ,  (13)
B F, '-r B/S,
i=lnFy,  Fpt 1, Fp 48,

So the downt me of ‘he SFC request Tsrcaown can be
computed as foll. w.

TSFC.(/()wn
= Tr.iom (14)
G+l _ ‘}h,
= max ) —min Vi) 1= Jd=1..,F,
B/ﬁ, 1-r, B/F, 1-r,
D = to . » ~ unimum number of VNFs migration strategy

only ren. ns the vVSGW and the vPGW and migrates these
I .uppeu vNFs by adopting the pre-copy based parallel
migi.“on mechanism, in the minimum number of VNFs

“~ration mechanism, the downtime and migration time of
‘he SFC migration request can be computed as in Equation (7)
a1 (14), respectively.

1o clearly illustrate the disadvantages and the advantages
of the minimum number of VNFs migration strategy and the
«Wo-step migration mechanism in the downtime and
migration time. We show the numerical results of the
minimum number of VNFs migration strategy, the two-step
migration mechanism and the pre-copy based parallel
migration mechanism in [26], and we respectively describe
these three strategies as strategy-1, strategy-2 and strategy-3
in Fig.4 and Fig.5. The key parameters are set as: the memory
size of each VNF all is 1GB, the dirtying rate of memory page
is 2500pps, the memory page size is 4KB, the maximum
number of iterations is 8, moreover, the physical resource
capacity is unlimited.

Fig.4 displays the migration times of the minimum number
of VNFs migration strategy, the two-step migration strategy
and the pre-copy based parallel migration strategy when the
number of VNFs in the SFC migration request (i.e., n) varies
among 5, 6, 7 and 8. From the numerical results of Fig.4, we
can see that due to the minimum number of VNFs migration
strategy only remaps the vSGW and the vPGW, and the
two-step migration strategy and the pre-copy based parallel
migration strategy need to migrate all VNFs, the migration
time of the minimum number of VNFs migration strategy is
shortest in the three strategies; and the migration time of the
two-step migration mechanism is lower than that of the
pre-copy based parallel migration mechanism due to the
second step migration of the two-step migration strategy uses
the post-copy based parallel migration strategy that can
reduce the total migration time, however the pre-copy based
parallel migration strategy migrate all VNFs at the same time.
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Fig.5 reveals the downtime of .ae minimum number of
VNFs migration strategy, the 1v. >~ cep r .igration strategy and
the pre-copy based parall~' migi. *n strategy when the
number of VNFs in the¢ SFC . igration request changes
among 5, 6, 7 and 8. Fror. the nur erical results, we can see
that the curves of the #~-vntu..__ of the minimum number of
VNFs migration stra sgy anc. ‘he two-step migration strategy
are coincident due to the minimum number of VNFs
migration strategy and ... “.st step migration in the two-step
migration stratey 7 v, , “>map the vSGW and the vPGW
when the physical . » ource capacity is unlimited, and in the
second step migratiown. »f the two-step migration strategy, the

user can get service through the temporary migration solution.

So in the second step migration, the SFC migration request
will don’t stop, and the downtime of the second step

migration is zero. And the downtimes of the minimum
number of VNFs migration strategy and the two-step
migration strategy are lower than aat of the pre-copy based
parallel migration mechanisr.. Moreover, since the
characteristics of iterative migration, the downtime is

oscillating down as the total r .igt. ‘ion bandwidth increases.
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Fig.5 The downtime

4. Heuristic Algorithm

Due to the reconfiguration problem of the SFC migration
request in the cloud-fog environment is a NP-hard problem,
to achieve the effective reconfiguration solution, based on the
two-step migration strategy for the SFC, we propose the SFC
two-step migration algorithm (SFCTSM). In the SFC
two-step migration algorithm, we suppose that the SFC
migration request is dynamically arrived in accordance with
the Poisson process, and these SFC migration requests are



stored in the queue ArrivedSFC. We define a set of blocking
requests, described as SFCy,. We define Tcost as the total
redeployment cost of all SFC requests that are successfully
remapped. In the SFC two-step migration algorithm, we
migrate the first SFC migration request SFC), in the queue
ArrivedSFC each time, when we migrate the first SFC
migration request SFC;, we first call the FSRMSFC
procedure to carry out the first step migration, to remap the
minimum number of the VNFs and migrate these remapped
VNFs by using the pre-copy based parallel migration strategy
and quickly restore the user’s service, then call the
SSRMSEFC procedure to carry out the second step migration,
to remap and migrate other VNFs to save physical resources
and reduce the reconfiguration cost, and migrate other VNFs
by adopting the post-copy based parallel migration
mechanism.

Algorithm 1 shows the pseudo-code of the proposed SFC
migration algorithm.

Algorithm 1: SFC Two-step Migration (SFCTSM)

Input:1. Physical network G = (N”, E) and resource
constraints SC = (CV, C*, L");
2. SFC migration requests queue ArrivedSFC.
Output: Total redeployment cost Tcost and the set of blocked
SFCS, SFCle.
1: Initialization: let F;=0, Tcost=0 and SFC},;,=0;
2: while ArrivedSFC#0, do
3:  Release the occupied resources of the expired SFU
requests;
4.  Call FSRMSFC procedure for redeploying the firsy ”=C
request SF'Cy in ArrivedSFC;
5:  if found a redeployment solution RM for SFC, ~»d 1< F}

<|NF]|, then
6: Call SSRMSFC procedure for redeplo, g SFC |
7:  endif
8. if SFC, is redeployed successfully, the
9: updating Tcost and the physical netw ',
10: else
11:  SFCy, = SFCy, U {SFC,};
12:  endif
13:  ArrivedSFC = ArrivedSFC\{* ~C, ;
14: end while

15: return Tcost and SFCy,.

The FSRMSFC procedure i use . to ¢ .rry out the first step
migration. In the FSRMSFC proc. ur, the vSGW f; and the
vPGW f, must be migrate 1, and “vhen each VNF f;, i=2,...,
|NF is remapped successt 1ly, the 1 SRMSFC procedure tries
to find a temporary path ‘o cr nect the solution of the
remapping part with f'.¢ solution of the non-remapping part to
form a temporary mi rration s lution, if the temporary path is
not found, the FSRM."FC r ocedure remaps the next VNF
and tries to find “~mnorary path to connect the solution of
the remapping pa.* v .th the solution of the non-remapping
part, the FSRMSFC | ~ocedure always carries out this process
until the temporary pauw is found, then we call the RBAFSM
procedure for migrating these remapped VNFs by using the
pre-copy based parallel migration strategy to quickly restore
the user’s service.

The remapping cost of each VNF f; CostVNF(f,—n,) can be

defined as follows:
CostVNF(f; > ) = p(n)e(f)) . (15)

The remapping cost of each SFC In. ¢; Cost(p.;) can be
computed as in Equation (16)

Cos(p)= Y Pl » )+ Cost(pn L)

liep,

(16)

Where p(n;, Ly) is the phy. iral path connecting the physical
node 7, and the servi = ter ninai, and the bandwidth resource
requirement of the physic ! path p(ny, Ly) is &(ei+1), and it can
be computed as f' ilows.

Coin.I )= Y pl)ee.)

Liep(ng,Lr)

The total ~r .ppir z cost of each VNF f; TCostVNF(fi—ny)
can be cc. “uted ~~ .n Equation (18).

TCastVNF(}, — m,) = CostVNF (f; — n )+ Cost(p,) (18)

(17)

Proceu.ve 1: The First Step for ReMapping a SFC

(I:Oh\ foTr.

V4

Inp.* 1. Physical network G° = (N”, E") and resource
constraints SC = (CV, C*, L");
2. The first SFC migration request Gr = (Nr, Er) and

migration constraints MC = (Cy, Cg, Vy, B, IMy,
IMp, Ly, Ly, L.

Output: Remapping solution RM.

.: for each VNF f;, i=1,2,..., |NF|, f;€ N, do

2:  for each node n,eN*, do

3: if the node n; satisfies the location constraint of the
VNF £, then
4. Redeploy f; into the node n;, compute CostVNF(f;
—ny) according to Equation (15);
5: Find the shortest paths p,; and p(ny, L7), compute

Cost(p,.;) according to Equation (16); compute
the total redeployment cost TCostVNEF(f—ny)
according to Equation (18);
end if
end for
8:  Find the redeployment solution of the VNF f; with the
minimal total redeployment cost TCostVNF(fi—ny),
and store the redeployment solution of f; in RM,
9: if 2<i<|NF|, then
10: Find the shortest path p(RM (f)), IM (f; +1));

N

11: if found a shortest path p(RM (f;), IM (f; 1)), then

12: Call the RBAFSM procedure for migrating the
VNFs f;, Fy=i;

13: break;

14:  endif

15: end if

16: end for

17: return Frand RM.

The SSRMSFC procedure is used to carry out the second
step migration. In the SSRMSFC procedure, other VNFs are
remapped to save physical resources and reduce the
reconfiguration cost, then we call the RBAFSSM procedure



for migrating these remapped VNFs by using the post-copy
based parallel migration strategy. In the second step
migration, we have been using the temporary migration
solution to provide service to the user, and until the migration
of other VNFs have been completed, we have completely
cancelled the initial mapping solution.

Procedure 2: The Second Step for ReMapping a SFC
(SSRMSFC)

3: When migration paths of all VNFs , i=1,..., Fare found,
we migrate all VNFs by using the pre-copy based parallel
migration strategy;

4: Compute T} e, 71, and 754, 1« ~h VNF f;, according to
Equation (2), (4) and (5), r=<pectively;

5: Compute Trmigs Timms T¢ o @ d Tpaoun in Equation (7) ,
(8),(9) and (10) , respecu. ="y;

6: return Ty, and T oy

Input: 1. Physical network G° = (N*, E") and resource
constraints SC = (CN, e LN);
2. The first SFC migration request G = (Nr, Er) and
migration constraints MC = (Cy, Cg, Vi, B, IMy,
IMEy LN: LU; LT)a
3. The migration number of VNFs in the first step
migration Fyand the remapping solution RM.
Output: Remapping solution RM.
1: for each VNF f,, /= F;+1,..., [NF|, i€ Nf, do
2:  for each node n,eN”, do

3: if the node ny satisfies the location constraint of the
VNF £, then
4. Redeploy f; into the node n;, compute CostVNF(f;
—ny) according to Equation (15);
5: Find the shortest paths p.; and p(n;, L7), compute

Cost(p,.;) according to Equation (16); compute
the total redeployment cost TCostVNEF(f—ny)
according to Equation (18);
end if
end for
8:  Find the redeployment solution of the VNF f; wi " “h=
minimal total redeployment cost TCostVNF(fi—ny), a. ™
store the redeployment solution of f; in RM;
9: end for
10: call the RBASSM procedure for migrating th .se VNF
11: return RM.

N

The RBAFSM procedure is responsible or ¢ crying out
routing and bandwidth allocation of the fir. strp mi ration,
and computes the downtime and migrati ,n time ~ the first
step migration. The RBASSM proced .. ‘s responsible for
carrying out routing and bandwidth aliocatio.. ~f the second
step migration, and computes the < ,w time and migration
time of the second step migration a- d co’ iputes the downtime
and migration time of the SFC migra.. - request.

Procedure 3: Routing and ba- dwi/ ch allocation of the first
step migration (RBAFSM) -

Input: 1. Physical netwo'. G© = W, E") and resource
constraints SC = (CY, ", L");
2. The first SFC . -ration equest Gr = (N, Er) and
migration ¢ _ stran.. MC = (Cy, Cg, Vy, B, IMy,
IMy, Ly, 1 y, Ly);
3. The migra ‘on nur ber of VNFs in the first step
migration Fyaw. € remapping solution RM.
Output: the dov 1t - .. d migration time of the first step
migration ¢ “.he SFC migration request Tz g, Tr down-
1: Initialization: let =0, 77, =0, 72d, =0, T;4ou=0,
TF,mig:()s TFxf%wn :07 Tﬁ%m =Oa TF,dawn:Os i:17~ “ey Ff:
2: Find the path p(RM (f), IM (f;)) with the minimal cost for
each VNF f,, i=1,..., Fy;

Procedure 4: Routing .ndt - ~4width allocation of the second
step migration (RBA. SM

Input: 1. Physica! netw. » G = (N*, E") and resource
constr ants SC = (CN, C’, LN);
2. The fit t SFC n .gration request Gr = (Ng, Er) and
mieratio,. - wstraints MC = (Cy, Cg, Vy, B, IMy,
IAg, I 7, Ly);
3. 1. » .aigre ion number of VNFs in the first step
_~igrat' =" frand the remapping solution RM.
Output: the ~wntime and migration time of the SFC
migrati: n request 7spc mig, 1SFC down-
1: I #aliza. . let Tj,m,-g=0, TS,mig :O, TSFC,mig:Os TSFC,downzoa
Z. ~ma e path p(RM (f)), IM (f;)) with minimal cost for each
V.V £, j=F;+1,..., |NF];
~. ““hen migration paths of all VNFs , j= F+1,..., |NFlare
found, we migrate all VNFs by using the post-copy based
narallel migration strategy;
Compute 7},,;, of each VNF f;, according to Equation (11);
5: Compute T, Tsrcmig» ad Tspcaown in Equation (12) ,
(13), and (14) , respectively;
6: return TSFC,mig and TSFC,down-

5. Simulation Results

5.1 Simulation Environment

In this paper, the physical network is composed of the
cloud network (the cloud computing environment) and
multiple fog radio access networks. In our simulations, we
evaluate the reconfiguration cost of the SFC migration
requests, the running time of the algorithm, the downtime and
migration time of the SFC migration requests in the scenario
of the unlimited resource capacity, and we evaluate the
remapping success ratio of the SFC migration requests in the
scenario of the limited resource capacity, respectively. In the
scenario of the limited resource capacity, we suppose that the
resource capacity of the physical nodes obeys the uniform
distribution U(20,40), and the resource capacity of the
physical links obeys the uniform distribution U(30,50), and
the costs of per unit resource of the physical nodes and links
are also 1 unit. In our simulations, we measure the
performance of our proposed algorithms and the contrast
algorithm when the number of VNFs in the SFC migration
request varies among 5, 6, 7 and 8, we suppose that the SFC
migration requests dynamically arrive in accordance with the
Poisson process. In all cases, the resource requirements of
VNFs all obey the uniform distribution U(5,10) unit, and the
resource requirements of the SFC links all obey the uniform
distribution U(5,10) Gbs, the memory size of each VNF all is
1GB, the dirtying rate of memory page is 2500pps, the



memory page size is 4KB, the total migration bandwidth
requirements of each SFC migration request all are 1Gbs
when the number of VNFs in the SFC migration request (i.c.,
n) varies among 5, 6, 7 and 8. The migration location of the
user of each SFC migration request is randomly distributed in
the fog access networks and the location of the service
terminal of each SFC migration request is randomly
distributed in the core network.

At present, the researches on VNF mostly consider the
VNF deployment, although there are some researches on the
problem of the VNF consolidation and migration, they don’t
take into account the scene that the SFC must be migrated due
to the mobile user moves from a fog radio access network to
another fog radio access network. So they can’t compare with
our algorithms. The research [26] considers migrating the
entire VDC and proposes the VDC-M algorithm when the
servers of the data center need to be maintained or failed, to
show the performance of our proposed algorithm, we
compare our proposed algorithms with the VDC-M algorithm,
moreover, in partial results, we also added the results of the
heuristic algorithm based on the minimum number of VNFs
migration strategy, SFCMM.

5.2 Simulation Result and Analysis

Fig.6 denotes the total reconfiguration costs of the
SFCMM algorithm, the VDC-M algorithm and SFCTSM
algorithm when the number of VNFs in the SFC migraticn
request (i.e., n) varies among 5, 6, 7 and 8. From the results.
we can see that due to the SFCMM algorithm only remans the
vSGW and the vVPGW to quickly restore the user’s se. “cc,
when the user migrates to a distant location, the strategy wiw
cause that the total reconfiguration cost is the highest in the
three algorithms; moreover, due to the VDC-M - .goritn. 1 is
suitable to the VDC migration, in the SFC migra. ~n scens | it
does not provide the best performance; due t- the >.”77 SM
algorithm is specifically proposed or ¢he total
reconfiguration problem of the SFC migrau. ~  :quer . in the
cloud-fog environment, in term of the t tal rec. ¥ guration
cost, the total reconfiguration cost of th . 7CTSM algorithm
is the lowest in the three algorithms.

Fig.7 compares the remapping oi >king ratio of the
VDC-M algorithm and SFCTSM 2 »orif .m when the number
of VNFs in the SFC migration r=ques. varies among 5, 6, 7
and 8. Due to the SFCMM algc .ithr only remaps the vSGW
and the vPGW, then connect. *he ,olut’ un of the remapping
part with the solution of the non-.. ™2 Jping part to form the
final migration solution tc quickl: - restore the user’s service.
So we must first deplo. an init al solution and allocate
resources to the initial solu ‘~n °, the simulation, and then
migrate these SFC r¢ yuests ~uccessfully deployed the initial
solution, which wil result 1 the arrival rate of the SFC
migration request succ. ~<fil’’ y deployed the initial solution is
low and the blc ... > ratios of the VDC-M algorithm and
SFCTSM algorith, - a ¢ close to zero and the performance gap
between the VDC-M lgorithm and SFCTSM algorithm can’t
be tested. So, Fig.7 ouly compares the remapping blocking
ratio of the VDC-M algorithm and the SFCTSM algorithm
when the number of VNFs in the SFC migration request

varies among 5, 6, 7 and 8. We first deploy an initial solution
to each SFC migration requests, but do not need to allocate
resources to them due to these SFC' migration requests will be
migrated as a whole in the simul? .1o. So each SFC migration
request will successfully deplov the in.."al solution, and in
term of the performance in tb . re. rapping blocking ratio, the
VDC-M algorithm and the £ ‘{CT M algorithm will not affect
each other.

From the results, we can »s. ~ that the remapping blocking
ratio of the SFCTSM alg withm is lower than that of the
VDC-M algorithm. This is oecause that the VDC-M
algorithm is proposeu or the VDC migration, and the
SFCTSM algorit’ .u is specifically proposed for the total
reconfiguration | roblem ¢ © the SFC migration request in the
cloud-fog envirow “ent, 7 1d the two-step migration strategy
of the SFC.oM aigorithm can effectively reduce the
remapping loc’ .ng atio of the SFC migration request. So
the SFCTS algo .thm can obtain a lower remapping
blocking rau than the VDC-M algorithm dose.
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Fig.8 illustre = the running times of the SFCMM
algorithm, VDC-*1 algorithm and SFCTSM  algorithm
wherein the number ~f VNFs in the SFC migration request
varies among 5, 6, 7 aad 8. From Fig.8, we can see that the
running time of the SFCMM algorithm is much lower than
that of the VDC-M algorithm and SFCTSM algorithm due to
the SFCMM algorithm only remaps the vSGW and the

vPGW so that can quickly complete the reconfiguration
process of the SFC migration request. Moreover, due to the
VDC-M algorithm has more traver al times during execution,
the running time of the VDC-M .ig. -ithm is higher than that
of the SFCTSM algorithm.
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Fig.9 des = ¢s th . average migration times of the SFC
migration veque * of the SFCMM algorithm, VDC-M
algorithm ana "FCTSM algorithm wherein the number of
VNFs -ries an ong 5, 6, 7 and 8. From results, we can see
that e to .. - SFCMM algorithm only migrates the vSGW
and the vi *W, however the VDC-M algorithm and SFCTSM
a._oriinm will migrate all VNFs, the average migration time
of the SFC migration request of the SFCMM algorithm is
w.. ~*and does not increase with the increase of the number

f VNFs. Moreover, the average migration time of the SFC
re. 'est of the SFCTSM algorithm is lower than that of the
NC-M algorithm due to the SFCTSM algorithm uses the
‘wo-step migration strategy to migrate the SFC migration
request and the second step migration of the two-step
migration strategy uses the post-copy based parallel
migration strategy that can reduce the migration time of the
SFC migration request.
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Fig.10 The average downtime

Fig.10 explains the average downtime times of the SFC
migration request of the SFCMM algorithm, the VDC-M
algorithm and SFCTSM algorithm. Fig.10 shows that the
average downtime time of the SFC request of the SFCMM
algorithm is lowest and does not increase with the increase of
the number of VNFs owing to the SFCMM algorithm only
migrates the vSGW and the vPGW that the downtime is also
shortest which the shortest migration time is obtained,
however the SFCTSM algorithm adopts the two-step
migration mechanism for migrating the SFC migration
request and only the first step migration in the two-step
migration strategy will cause the SFC to shut down and the
first step migration is to remap the minimum number of the
VNFs, so the average downtime time of the SFC migration



request of the SFCTSM algorithm is close to that of the
SFCMM algorithm. In addition, the VDC-M algorithm
adopts the pre-copy of parallel migration mechanism for
migrating all VNFs that will lead to the longest downtime,
and since the characteristics of iterative migration, the
downtime of the VDC-M algorithm is oscillating up with the
number of VNFs increases.

From all simulation results, we can see that the SFCMM
algorithm has a shorter migration time and a similar
downtime than the SFCTSM algorithm does, however, it will
waste the physical network resources that lead to a higher
reconfiguration cost. So the SFCMM algorithm applies to
quickly migrate and quickly restore the user’s service when
the service provider does not care to use more physical
resources. In contrast, the SFCTSM algorithm has a lower
reconfiguration cost, a longer migration time and a similar
downtime than the SFCMM algorithm does, so if the service
provider is concerned about the utilization of physical
resources, the SFCTSM algorithm is more appropriate.

6. Conclusion

In this paper, we study the problem of the SFC migration in
the cloud-fog computing environment to optimize the
migration performance when the mobile user moves from a
fog radio access network to another fog radio access network.
To solve the SFC migration problem, we firstly formulate the
migration problem of SFCs as the integer linear
programming. Then, we propose two SFC migratic .
strategies: the minimum number of VNFs migration strategy
and the two-step migration strategy to improv: e
reconfiguration cost, the migration time, the downtime a..*
the remapping success ratio of the SFC migration request. To
optimize the downtime and migration time of ww SFC
migration request, in the two-step migration categy, ve
adopt the pre-copy based parallel migration mecu. ~ism for
migrating these remapped VNFs in the first step migi«don,
and we adopt the post-copy based p -alle mi ration
mechanism for migrating these remapped "'Nks ~ th . second
step migration. And we numerically an ‘vzed the migration
time and the downtime. Then, we hav : des,,_~ed a two-step
migration algorithm to migrate SFC- ™ ~sed on the two-step
migration strategy. Finally, we e aula’: and evaluate our
proposed algorithm in the federatea « *+ .ronment of the cloud
computing and the fog compr .ing. an. simulation results
show good performances in che ecorfiguration cost, the
downtime and migration time . d th. remapping success
ratio of the SFC migration .yuest.

We use the traditional aethod 1 solve the SFC migration
problem. In our future wo. - we ir .end to extend the state of
the art taking into cr ...derauvn also approaches based on
computational intelli jence an ' artificial intelligence [46, 47].
The computational ir. ~lligen’ ¢ and the artificial intelligence
are widely used in vanous fields and show outstanding
performance adv. tag .s. . think they will also bring positive
benefits to the deplc. ment and migration of SFCs.
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