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HIGHLIGHTS 

 To solve the SFC migration problem, we firstly model the migration problem of SFCs as the integer linear programming. 
 To reduce the reconfiguration cost, the migration time and downtime of SFCs, and improve the remapping success ratio of the SFC, we 

propose two SFC migration strategies: the minimum number of VNFs migration strategy and the two-step migration strategy. 
 In the two-step migration strategy, we make use of the pre-copy based parallel migration strategy for migrating these remapped VNFs in 

the first step migration, and we make use of the post-copy based parallel migration strategy for migrating these remapped VNFs in the 
second step migration. And we numerically analyzed the migration time and downtime. 

 According to the two-step migration strategy, we have designed a two-step migration algorithm to migrate SFCs. 
 We use the federated environment of the fog computing and the cloud computing to emulate and evaluate our proposed algorithm. 

ABSTRACT 

Network Function Virtualization (NFV) provides a good paradigm for sharing the resources of the physical network. The deployment 
problem of Service Function Chains (SFCs) composed of a specific order of Virtual Network Functions (VNFs) has become the focus of 
research. Moreover, to solve the facing challenges of the centralized cloud computing, the researchers have proposed the distributed fog 
computing. When the mobile user moves among different fog-based radio access networks, the SFC must be migrated. Therefore, in the 
paper, we research the problem of SFCs migration/remapping caused by the user movement in cloud-fog computing environments. We firstly 
model the migration problem of SFCs as an integer linear program; then we propose two SFC migration strategies: the minimum number of 
VNFs migration strategy and the two-step migration strategy, to reduce the reconfiguration cost, the migration time and downtime of SFCs 
and improve the remapping success ratio of SFCs; and we have designed a two-step migration algorithm to migrate SFCs. We use the 
cloud-fog computing environment to evaluate our proposed algorithms. The reconfiguration cost, the remapping success ratio, the migration 
time and the downtime of our proposed algorithms are more excellent than that of benchmark algorithm. 
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1. Introduction 

In recent years, to solve the rigidity problem of traditional 
networks, researchers have proposed network virtualization 
technology [1-3]. With the development of the network 
virtualization technology, researchers have proposed 
Network Function Virtualization (NFV) [4-6] technology, 
through network function virtualization technology, physical 
resources can be virtualized into Virtual Network Functions 
(VNFs) [7-9], while virtual network functions can be isolated 
from each other, to instead of traditional network functions 
implemented by the specific hardware, so as to reduce the 
deployment of the special hardware, improve network 
flexibility and reduce network operating costs. 

The specific number and order of virtual network functions 
form a Service Function Chain (SFC) to support and deal with 
the user’s network traffic, so as to realize the communication 
and the demand of the user [10, 11]. For example, to satisfy 
the user’s security demand, the SFC may be sequentially 
composed of User → virtual Firewall (vFW) → virtual Deep 
Packet Inspection (vDPI) → Terminal. In order to achieve the 
user’s different strategies, SFC has its specific composition. 
To achieve the user communication, it is very important to 
deploy these SFCs into the physical network. At present, 

there have been some researches on the SFC deployment 
[12-14]. In [12], to improve the network resource utilization, 
the authors propose an algorithm that takes into account the 
utilization of the physical link and the physical server. To 
minimize the total bandwidth consumption, the research [13] 
proposes a method to jointly design and map multiple SFCs. 
In order to meet the scalability and the privacy problem of 
network services, and reduce the deployment complexity of 
the distributed service chain, the authors exploit the 
non-cooperative game theory to deploy the distributed SFC 
and implement the privacy protection [14]. 

However, as the user increases in geometry, the facing 
challenges of cloud computing are also increasing, in 
particular, the network traffic is concentrated in the core 
network, resulting in a large number of the network 
congestion and in a long network delay. To solve the facing 
challenges of the centralized cloud computing, the 
researchers have proposed the distributed fog computing to 
expand the centralized cloud computing [15-20]. Because the 
distributed fog computing environment has a small amount of 
computing and storage resources, the fog computing 
environment can perform some delay-sensitive services, and 
the utilizing of cloud computing resources and fog computing 
resources at the same time can reduce the network congestion 
and the energy consumption. Therefore, the fog computing 
has become a hot research direction for the radio access 
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network, wireless access network, vehicular network and 
internet of things. Besides, because the distributed fog 
computing environment has the resources of computing and 
storage, we can deploy SFC by using the federated 
environment of the cloud computing and the fog computing, 
and there are some related researches [21, 22]. 

With the development of NFV technology, the VNF/SFC 
migration has gradually become a new research direction. For 
instance, the authors in [23] first proposed a SFC deployment 
algorithm to initial deploy SFC, and then in order to save 
bandwidth resources and reduce the energy consumption, put 
forward a VNF consolidation and migration algorithm. 
Similarly, in order to save energy, the research [24] proposes 
a VNF consolidation and migration algorithm to shutdown 
servers during low traffic. In [25], to save the energy of the 
data center, the authors propose a linear programming model 
to solve this problem. The researches [23-25] are only to 
adjust these deployed SFCs, they don’t take into account the 
scene that the SFC must be migrated. The research [26] 
considers migrating the entire Virtual Data Center (VDC) 
when the servers of the data center need to be maintained or 
failed, and proposes a VDC migration algorithm, but the 
proposed algorithm is suitable to the VDC migration, in the 
SFC migration scene, it does not provide good performance. 
And although [23-25] research the problem of the VNF 
consolidation and migration, they did not consider such a 
scene: in the Fog Radio Access Network (FRAN) 
environment, due to the mobility of mobile users, when the 
mobile user moves from a fog radio access network to another 
fog radio access network, the service provider must migrate 
these related SFCs to maintain user connectivity, otherwise, 
the user’s communication will be disconnected. Moreover, 
the SFC migration/remapping algorithm will not only 
determine the reconfiguration cost and the remapping success 
ratio, but also affect the migration time and downtime of 
these SFCs, so the SFC migration algorithm is critical to the 
migration performance. However, the existing research can’t 
solve the problem well, thus the SFC migration issue is 
worthy of further studying. 

Therefore, in this paper, to solve the SFC migration 
problem caused by the user movement, we study the problem 
of the SFC migration in the federated environment of the 
cloud computing and the fog computing to optimize the 
migration performance. The main contributions of this work 
are as follows:  

 To solve the SFC migration problem, we firstly model 
the migration problem of SFCs as the integer linear 
programming. 

 To reduce the reconfiguration cost, the migration time 
and downtime of SFCs, and improve the remapping 
success ratio of the SFCs, we propose two SFC 
migration strategies: the minimum number of VNFs 
migration strategy and the two-step migration strategy. 

 In the two-step migration strategy, we make use of the 
pre-copy based parallel migration strategy for migrating 
these remapped VNFs in the first step migration, and we 
make use of the post-copy based parallel migration 
strategy for migrating these remapped VNFs in the 

second step migration. And we numerically analyzed 
the migration time and downtime. 

 According to the two-step migration strategy, we have 
designed a two-step migration algorithm to migrate 
SFCs. 

 We use the federated environment of the fog computing 
and the cloud computing to emulate and evaluate our 
proposed algorithms. 

The rest of this work is arranged as follows: in section 2, 
we introduce the related works; we model the migration 
problem in section 3; we propose the two-step migration 
algorithm in section 4; section 5 introduces the simulation 
environment, gives simulation results and analyzes them; 
finally, in section 6, we conclude this paper. 

2.  Related Work 

2.1 Fog Computing 

To solve the facing challenges of the cloud computing, 
Cisco proposed the fog computing to expand the centralized 
cloud computing. Due to the advantages of fog computing, 
the researchers have done some researches [17-22, 27-31], 
and the fog computing has become a hot research direction 
for the radio access network, wireless access network, 
vehicular network and internet of things. 

In [17], in order to handle these challenges caused by fog 
computing, the authors presented the three-layer hierarchical 
game framework to manage network resources. To solve the 
security problem of fog computing, the research [18] 
proposes an architecture framework to guarantees that the 
user information will not be leaked when the channel is 
attacked. The research [19] gives a general answer to the ten 
hot issues of fog computing, such as what is fog computing, 
what is the relationship between fog computing and cloud 
computing, what are the scenarios for fog computing, and so 
on. In order to reduce the network latency, the research [21] 
uses the mobile edge network to deploy some VNFs of the 
service function chain.  

In [22], the authors studied the fusion of NFV, 5G and fog 
computing, and proposed a MANO-based architecture to 
achieve a unified management of internet of things. The 
research [27] discusses the influence of fog computing on 5G 
radio access network, and proposes a 5G radio access 
network based on fog computing. In order to improve quality 
of experience, the research [28] proposes internet access 
networks architecture based on fog computing to deploy 
virtual machines into the user’s neighborhood. To deal with 
the challenges of user growth, in [29], the authors have 
proposed a radio access networks architecture to provide 
services, which is based on fog computing and SDN. 

To improve the efficiency of face recognition and reduce 
network transmission, the authors present a face recognition 
system based on fog computing in Internet of Things [20]. In 
[30], the authors studied the utilizing of fog computing and 
SDN to provide services in vehicular networks, in order to 
overcome the instability of fog communication, a method is 
proposed to reduce the overhead of control information by 
using network information. In order to accommodate the 
increase of vehicle traffic and reduce the delay, the research 



 

 

[31] proposed a vehicular network architecture to achieve 
mobile computing. 

These researches [17-20, 27-31] on fog computing do not 
take into account the VNF deployment or migration scenarios, 
hence they can’t be applied to the VNF deployment or 
migration scenarios. Although [21, 22] combine with fog 
computing and NFV to conduct research, but they did not 
study the problem of the VNF/SFC migration.  

2.2 SFC Deployment and Migration 

With the development of NFV technology, the deployment 
of SFC has received extensive attention from industry and 
academia, therefore, the problem deployment of SFC has 
become a hot research, and has a lot of researches [4-14, 
32-39]. 

To decrease the deployment cost, in [4], the authors studied 
the deployment of VNF, and presented three algorithms to 
maximize the profits of service providers. To deal with the 
challenges of NFV orchestration, the research [5] proposes a 
NFV management and orchestration architecture to handle 
dynamic SFC requests. To meet the availability of services 
and reduce the deployment cost, the authors proposed the 
QoS-based LP model and the heuristic algorithm to deploy 
VNF [8]. In [9], the authors study the optimal placement of 
VNF by considering different VNF traffic changing effects 
and dependency relations, and formulate the traffic aware 
placement problem of interdependent VNFs as a graph 
optimization problem with the objective to load-balance the 
network, then propose a VNF deployment algorithm to 
deploy VNFs. To improve the service provider’s revenue, in 
[30], the authors presented the ILP model and the heuristic 
algorithm to deploy SFC. In [33], the authors present an 
optimal algorithm and two approximation algorithms to 
deploy VNFs to minimize deployment costs of SFC requests 
and maximize the acceptance ratio of SFC requests. 

In [10], the authors first build a set of SFCs into a SFC 
graph, then deploy VNFs in the SFC graph according to the 
dependencies between VNFs to reduce the bandwidth 
consumption. In [12], the authors propose an algorithm to 
deploy SFC to reduce the resource consumption of the 
physical network, which takes into account the utilization of 
the physical link and the physical server. In [13], to minimize 
the total bandwidth consumption, the authors proposed a 
method to jointly design and map multiple SFCs. To decrease 
the energy consumption of the data center, the research [34] 
proposed an energy-aware algorithm to deploy SFC. To 
reduce the bandwidth and energy consumption, the research 
[35] puts forward a sampling-based Markov approximation 
(MA) method, then, to shorten the convergence time of the 
MA method, the authors find an efficient VNF deployment 
solution by combining the MA method with matching theory. 

In [14], the authors exploit the non-cooperative game 
theory to deploy the distributed SFC and implement the 
privacy protection to protect the privacy of the user and 
reduce the deployment complexity of the distributed service 
chain. To solve the security requirement of different users, the 
author proposes network security defense patterns framework 
to deploy VNFs to meet various security requirements [36]. 

In order to reduce the transmission and processing delay of 
VNF, in [37], the authors proposed a genetic algorithm to 
deploy VNFs, thereby reducing the scheduling time of the 
entire VNF and increasing the revenue of the service provider. 
To provide sufficient flexibility for content delivery network, 
the authors in [38] researched the deployment problem of 
VNFs in content delivery network, and proposed a linear 
programming model for deploying SFC. In [39], the authors 
studied the problem of sharing pipelines in NFV environment, 
and proposed optimization algorithms for different input 
assumptions to minimize the delay. 

With the number of users continue to increase, to save 
energy and save bandwidth resources and other goals, the 
VNF/SFC migration has gradually become a new research 
direction, and some studies have been devoted to the 
VNF/SFC migration [23-26, 40-43]. The authors in [23] first 
proposed a SFC deployment algorithm to initial deploy SFC, 
and then in order to save bandwidth resources and reduce the 
energy consumption, presented a VNF consolidation and 
migration algorithm. To save energy, the research [24] 
proposes a VNF consolidation and migration algorithm to 
shutdown servers during low traffic. In [25], the researchers 
present a linear programming model to solve this problem to 
save the energy of the data center. To alleviate the problem of 
packet loss in migration, the research [40] proposed a new 
interface to achieve the seamless migration of VNF. In [41], 
to save computing resources and bandwidth resources, the 
authors proposed a virtual edge architecture with wavelength 
ADM to realize the live migration of VNF. The research [42] 
aims to reduce the migration time of VNF, and proposes two 
heuristic algorithms to migrate the entire virtual machine 
hosting VNF for different scenarios. The research [43] 
focuses on the optimal migration problem of VNF when the 
resource of VNF changes, and proposes a heuristic algorithm 
to implement the migration of VNF. 

Although [23-25, 40-42] research the problem of the VNF 
consolidation and migration, they don’t take into account the 
scene that the SFC must be migrated due to the mobile user 
moves from a fog radio access network to another fog radio 
access network. Although the research [43] focuses on the 
optimal migration problem of VNF when the resource of 
VNF changes, it is only to optimize the migration time, it 
does not take into account the reconfiguration cost, the 
remapping success ratio and the downtime of the SFC, and it 
also does not consider migrating SFC in the fog access 
network. Although the research [26] proposes a VDC 
migration algorithm to migrate the entire VDC when the 
servers of the data center need to be maintained or failed, but 
the proposed algorithm is suitable to the VDC migration, it 
does not provide good performance for the SFC migration. 
Hence, the SFC migration issue is worthy of further studying. 

3. Problem Description and Formulation 

3.1 Problem Description 

In this work, we study the problem of SFC migration/ 
remapping in the cloud-fog network environment when the 
mobile user moves to different regions. In the fog radio 
access network environment due to the mobility of mobile 



 

 

users, when the mobile user moves from a fog radio access 
network to another fog radio access network, the service 
provider must migrate these related SFCs to maintain user 
connectivity, otherwise, the user’s communication will be 
disconnected. Moreover, the SFC migration/remapping 
algorithm will not only determine the reconfiguration cost 
and the remapping success ratio, but also affect the migration 
time and downtime of SFCs, so the SFC migration algorithm 
is critical to the migration performance. Therefore, when the 
SFC migration requests arrive dynamically, given the 
locations of the users after the move, the initial mapping 
solutions of these SFC migration requests and a physical 
network consisting of the cloud computing environment and 
the fog radio access network environment, the problem is 
how to efficiently remap and migrate these SFC migration 
requests, such that the reconfiguration cost, the blocking ratio, 
the migration time and the downtime of the SFC are 
minimized. 

3.2 Physical Network 

In this paper, the physical network is composed of the 
cloud network (the cloud computing environment) and 
multiple fog radio access networks, as shown in Fig.1, and the 
physical network can be described as an undirected weighted 
graph GP = (NP, EP). Where NP={n1, n2,…, n|NP|} denotes the 
set of the physical nodes, and EP={l1, l2,…, l|EP|} depicts the 
set of the physical links, |NP| and |EP| respectively depict the 
numbers of the physical nodes and the physical links. 

Physical network resource constraint: SC = (CN, CE, LN) 
is defined as the physical network resource constraints. 

Physical node resource attributes: CN represents the set 
of the physical node resource attributes, which includes the 
capacity of the physical node resources c(ni) and the cost of 
the per unit physical node resource p(ni). 

Physical link resource attributes: CE denotes the set of 
the physical link resource attributes, which includes the 
capacity of the physical link resources c(li) and the cost of the 
per unit physical link resource p(li). 

Physical nodes location constraint: LN depicts the set of 
the location constraints of the physical network nodes.  

 
Fig.1 A physical network 

3.3 SFC migration request 

In this paper, the SFC migration request can be described 
as an undirected weighted graph GF = (NF, EF), where NF= {f1, 
f2,…, f|NF|} represents the set of VNFs in the SFC migration 
request, and |NF| depicts the number of VNFs of the SFC 

request. EF={e1,e2,…,e|EF|} represents the set of SFC links in 
SFC migration request, and the number of SFC links is |EF|. 

Migration constraint: we define MC = (CN, CE, VN, B, IMN, 
IME, LN, LU, LT) as the set of the migration constraints of the 
SFC migration request. 

VNFs resource constraint: CN={ε(f1), ε(f2),…, ε(f|NF|)} 
depicts the set of the node resource demands of these VNFs.  

Links resource constraint: CE ={ε(e1), ε(e2),…, ε(e|EF|)} 
depicts the set of the link resource demands of these SFC 
links. 

VNFs memory constraint: VN={V(f1), V(f2),…, V(f|NF|)} 
denotes the set of the memory sizes of all VNFs. 

VNFs initial mapping records: IMN={IM (f1), IM (f2),…, 
IM (f|NF|)} represents the set of initial mapping solutions of 
these VNFs. 

Links initial mapping records: IME represents the set of 
initial mapping solutions of these SFC links. 

VNFs migration bandwidth constraint: B represents the 
total migration bandwidth requirement of the SFC migration 
request, and all VNFs of the SFC migration request together 
share the migration bandwidth resources. 

VNFs, user and service terminal location constraint:  LN 
= {L(f1), L(f2) ,…, L(f|NF|)} denotes the set of the location 
constraints of all VNFs in the SFC migration request after the 
user has moved. LU expresses the location of the user after the 
user has moved. LT depicts the location of the service 
terminal. 

Note that, we studied the problem of the SFC migration 
based on the cloud-fog network environment. The fog radio 
access network has a small amount of service resources, 
similar to the cloud computing environment, we can also use 
NFV technology to share these resources, so we can use the 
VNFs to replace the hardware network functions in the 
traditional access network (such as the Packet Data Network 
Gateway (PGW) and the Serving Gateway (SGW)) to reduce 
the cost of deploying and maintaining the specialized 
hardware and increase the flexibility of the network. Hence, 
in this paper, the VNFs f1 and f2 respectively denote the virtual 
SGW (vSGW) and the virtual PGW (vPGW), and their 
location constraints should be in the corresponding fog access 
network. Other VNFs denote the VNFs in the cloud 
environment (such as vFW and vDPI), and their location 
constraints should be in the cloud computing environment. A 
SFC migration request is shown in Fig.2.  

 
Fig.2 A SFC migration request 

3.4 Integer Linear Programming for SFC Remapping 

In the reconfiguration process of the SFC request, we focus 
on how to effectively remap the VNFs and the SFC links, and 
we first formulate the reconfiguration process of the VNFs as 
follows: 

1 1: ( , ) ( , )NRM P N
N F NRM N C N C , 

1( ) ,p
i i FRM f N f N   , 



 

 

( ( )) ( ),i i i FA RM f f f N   , 

( , ) {0,1}, , {0,1,..., }i FZ f y f N y Y     , 

( ( )) {0,1, 2,..., },i i FL RM f Y f N   , 

( , ( ( ))) 1,i i i FZ f L RM f f N   , 

Where NP1⊂NP denotes a subset of the physical nodes 
re-hosting the VNFs, CN1⊂CN	 denotes the physical node 
resources assigned to the SFC request. RM(fi) represents a 
new physical node re-hosting the VNF fi. A(RM(fi)) indicates 
available resources of the new physical node RM(fi). y∈0, 
1,…,Y depicts the number  of the network area, Z(fi, y)∈{0,1} 
is a binary variable, if Z(fi, y)=1 depicts that the i-th VNF fi 
can be redeployed into the network area, otherwise Z(fi, y)=0. 
L(RM(fi)) expresses the numbered of the network area of the 
new physical node RM(fi). Z(fi, L(RM(fi)))=1 depicts that the 
new physical node RM(fi) meets the location constraint of the 
i-th VNF fi, otherwise Z(fi, L(RM(fi)))=0. 

In this paper, while remapping the VNFs, we need to remap 
the SFC links, and the remapping process of the SFC links 
can be described as follows. 

1 1: ( , ) ( , )ERM E
E F ERM E C P C  

1( ) , ,
i ii e i F eRM e p e E p P      

  1( ) min ( ) ( ),
i i

j ei

e j i e
l p

B p b l e p P


     

Where, P1⊂P depicts a subset of all physical paths. CE1 
depicts the bandwidth resources assigned to the SFC request. 
RM(ei) and pei also express a new physical path re-hosting the 
SFC link ei. B(pei) indicates available resources of the new 
physical path pei. 

Therefore, in this paper, while remapping the VNFs, we 
need to remap the SFC links. Hence, we can build the 
remapping of the SFC request as the integer linear 
programming (1). 
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3.5 SFC Migration Strategies 

In this paper, due to the mobility of mobile users, when the 
mobile user moves from a fog radio access network to another 
fog radio access network, we must migrate the SFC request to 
maintain user connectivity. During the reconfiguration and 
migration process of the SFC request, we use different 
migration strategies for different performance requirements. 

(1) The minimum number of VNFs migration strategy 
Although we must migrate the SFC request to maintain 

user connectivity when the mobile user moves from a fog 
radio access network to another fog radio access network. To 
quickly restore the user’s service, we may only migrate the 
least VNFs in the SFC request. Since, in this paper, the VNFs 
f1 and f2 respectively denote the vSGW and the vPGW, and 
they must be placed in the fog access network where the user 
is located. So we propose a strategy for minimizing the 
number of VNFs migration, in the minimum number of VNFs 
migration strategy, we only remap the vSGW and the vPGW 
to quickly restore the user’s service and migrate these 
remapped VNFs by using the pre-copy based parallel 
migration strategy, it is described in Ref. [26, 44, 45]. The 
advantage of the strategy is to minimize the running time of 
the remapping algorithm, the migration time and the 
downtime of the SFC request. But when the user migrates to a 
distant location through multiple moves, the strategy will 
cause that the length of remapping path and the 
reconfiguration cost are very high, resulting in a waste of 
physical resources and increasing the blocking ratio of the 
SFC request. In such a situation, the minimum number of 
VNFs migration strategy is not conducive to saving physical 
resources, reducing the reconfiguration cost and the blocking 
ratio of the SFC request. And we can use the two-dimensional 
discrete random walk process to prove that no matter where 
the starting position of the user is, but with the user moves, 
the user can reach any one fog access network, that will cause 
the user to migrate to a distant location. 

We model the coverage of the fog access networks as a 
two-dimensional plane, and each fog access network is a 
discrete point in the two-dimensional plane, and the user 
random walks in the two-dimensional discrete plane. So we 
can model the movement process of the user as the 
two-dimensional discrete random walk process. We assume 
that the initial position of the user is at the coordinate origin, 
the user walks S steps and arrives the point (x, y), i.e., the total 
number of steps is S, where the user walks A steps along the X 
axis and walks B steps along the Y axis. In the X axis, the user 
can respectively walk to the right and the left, and the 
probability of walking to the right is p1 and the probability of 
walking to the left is p2. In the Y axis, the user can 
respectively walk to the above and the down, and the 
probability of walking to the above is p3 and the probability of 
walking to the down is p4, and p1+ p2+ p3 + p4=1, p1>0, p2>0, 
p3>0, p4 >0. And each walk is independent of each other. So, 
we can use two superposed Bernoulli models to solve the 
two-dimensional discrete random walk process. 

Event C: the user walks S steps and arrives the point (x, y), 
we assume that x>0, y>0, |x|+|y|≤S, so 

, ,A B S x y S x S y        . 

We use xi to denote the coordinate of the user after walk i 
steps along the X axis. So we have: 

1= ( 1) i
i ix x 

   . 

Where δi is equal to 0 when the i-th step moves to the right, 
δi is equal to 1 when the i-th step moves to the left. So if the 
user walks A steps along the X axis and arrives x, we have 



 

 

1

= ( 1) i

A

A
i

x   


   . 

Where α represents the number of δi =0, β denotes the 
number of δi =1. So we have: α-β=x, α+β=A, A-x=2β, so A≡ x 
(mod 2). So if the user walks A steps along the X axis and 
arrives x, we have A≡ x (mod 2). 

In the same way, we can prove that if the user walks B steps 
along the Y axis and arrives y, we have B≡ y (mod 2). So if the 
user walks A steps along the X axis and the user walks B steps 
along the Y axis and arrives the point (x, y), we can obtain S≡ 
x+y (mod 2). So when S  x+y (mod 2), in this case, the point 
(x, y) is unreachable, so P(C)=0. When S≡ x+y (mod 2), in 
this case, the point (x, y) is reachable, and there are three 
cases:  

(1) When A=x, B=S-x. 
E1: The user walks x steps along the X axis and walks S-x 

steps along the X axis, so  

1 1 2 3 4( ) ( ) ( )x x S x
SP E C p p p p    . 

F1: The user walks x steps along the right of the X axis and 
arrives x, so 

0
1 1 1 2 1( | ) x x x

xP F E C p p p  . 

G1: The user walks S-x steps along the Y axis and arrives y, 
we assume that the user walks up i steps, so  
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2

S x y
i S x i y i

 
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2 2 2
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 

  
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(2) When A=S-y, B=y. 
E2: The user only walks y steps along the Y axis and walks 

S-y steps along the X axis, so 

2 1 2 3 4( ) ( ) ( )y S y y
SP E C p p p p   . 

F2: The user walks S-y steps along the X axis and arrives x, 
we assume that the user walks j steps along the right of the X 
axis, so 

( )
2

S x y
j S y j x j

 
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2 2 2
2 2 1 2 1 2( | )
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G2: The y steps are along the above of the Y axis and 
arrives y, so 

0
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2 2 2

2 2 2 2 2 2 2 2 2

2 2 2
1 2 3 4 1 2 3

( ) ( )

( ) ( | ) ( ) ( | ) ( | )

[ ( ) ( ) ][ ]
S x y S x y S x y

y S y y y
S S y

P C P E F G

P E P F G E P E P F E P G E

C p p p p C p p p
     





 

  

. 

(3) When x≤ A ≤ S-y, y ≤ B ≤ S-x. 
E3: The user only walks A steps along the X axis and walks 

B steps along the Y axis, so 

3 1 2 3 4( ) ( ) ( )A A S A
SP E C p p p p    . 

F3: The user walks A steps along the X axis and arrives x, 
we assume that the user walks a steps along the right of the X 
axis, so 
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A x
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G3: The user walks B steps along the Y axis and arrives y, 
we assume that the user walks b steps along the above of the 
Y axis, so 
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As can be seen from the above proof, the probability of 
Event C P(C) is greater than 0 as long as the constraints x>0, 
y>0, |x|+|y|≤S and S≡ x+y (mod 2) are satisfied, i.e., the user 
can reach all points x>0, y>0 on the plane. In the same way, 
we can prove that the user can reach all points on the plane 
when the constraints x∈Z, y∈Z, |x|+|y|≤S and S≡|x|+|y| (mod 
2) are satisfied. So our hypothesis is reasonable that the user 
can migrate to a distant location through multiple moves. 

 (2) The two-step migration strategy for the SFC 
To improve the minimum number of VNFs migration 

strategy, based on the minimum number of VNFs migration 
strategy, we present a two-step migration strategy for the SFC. 
The execution of the two-step migration strategy is illustrated 
by Fig.3, where Fig.3(a) describes an initial mapping solution 
of the SFC request, Fig.3(b), (c), (d) and (e) describe the 
remapping/migration process. In the two-step migration 
strategy for the SFC, the first step migration is to remap the 
minimum number of the VNFs, and migrate these remapped 
VNFs by using the pre-copy based parallel migration strategy, 
it is described in Ref. [24, 42, 43]. When these remapped 
VNFs are completely migrated, we connect the solution of the 
remapping part with the solution of the non-remapping part to 
form a temporary migration solution to quickly restore the 
user’s service, as shown in Fig.3(b), then cancel the initial 
mapping solution of the migration part, as shown in Fig.3(c). 
Moreover, in the first step migration, if we only migrate the 
vSGW and the vPGW, the solution of the remapping part may 
not be connected to the solution of the non-remapping part, so 
to restore the user’s services, we may need to migrate more 
than two VNFs. The second step migration is to remap and 



 

 

migrate other VNFs to save physical resources and reduce the 
reconfiguration cost, as shown in Fig.3(d) and (e), and 
migrate other VNFs by using the post-copy based parallel 
migration strategy. In the second step migration, we have 
been using the temporary migration solution to provide 
service to the user, and until the migration of other VNFs 
have been completed, we have completely cancelled the 
initial mapping solution, as shown in Fig.3(d) and (e).  
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Fig.3 The two-step migration strategy 

3.6 SFC Migration Time and Downtime 

In the first step migration of the two-step migration 
strategy for the SFC, we migrate these remapped VNFs by 
using the pre-copy based parallel migration strategy, and we 
assume that the migration number of VNFs is Ff, and Ff must 
be greater than or equal to 2, i.e., Ff >=2. In the first step 
migration, in terms of a single VNF, we make use of the 
pre-copy migration mechanism for migrating a VNF. The 
migration time and the downtime of the single VNF are 
described in Ref. [26, 44, 45]. The migration time of the i-th 
VNF fi can be computed as follow. 

1
1

, ,1

( ) 1
, 1, 2,...,

( ) 1

i
i i i

i mig i j fj
i i

V f r
T T i F

B f r
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





  

         (2) 

                    max= min{ log ( / ( )) , }
ii r th iV V f                      (3) 

Where λi depicts the actual number of iterations that must be 
less than the maximum number of iterations λmax, Ti,j depicts 
the j-th iterative migration time of the memory of the i-th 
VNF fi. We define Vth as the stop-iteration threshold. B(fi) 
denotes the obtained migration rate of the i-th VNF fi. ri = 
PD/B(fi) denotes the ratio of the dirtying rate to the migration 
rate, where D and P respectively depict the dirtying rate of 
memory page and memory page size. 

When the λi-th iteration is complete, the i-th VNF fi will 
stop working, so the starting point of the downtime ,

start
i downT  can 

be computed as: 

, ,1

( ) 1
, 1, 2,...,

( ) 1

i
istart i i

i down i j fj
i i

V f r
T T i F

B f r







  

 .        (4) 

The end point of the downtime ,
end

i downT  is the end point of the 

migration. 
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     (5) 

Hence, the downtime of the i-th VNF fi can be computed as 
in Equation (6). 

, , ,
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, 1, 2,...,

( )
iend start i

i down i down i down i f
i

V f
T T T r i F

B f
            (6) 

In terms of multiple VNFs, we adopt the pre-copy based 
parallel migration mechanism for migrating multiple VNFs, 
and during the migration process, due to the migrated Ff 



 

 

VNFs together share the total migration bandwidth, the 
obtained migration rate of each VNF is B/Ff.  

Hence, in the first step migration, the migration time of the 
first step migration TF,mig is the migration time of the VNF 
that lastly completes migration in the first step migration. 
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/ 1
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i i
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         (7) 

The starting point of the downtime of the first step 
migration of the SFC migration request ,

start
F downT  is the time of 

the VNF that firstly shutdowns in the first step migration. 
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         (8) 

The end point of the downtime of the first step migration of 
the SFC migration request ,

end
F downT is the time of the VNF that 

lastly completes migration in the first step migration. 
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        (9) 

Hence, the downtime of the first step migration of the SFC 
migration request TF,down can be computed as follow. 
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(10) 

In the second step migration, we migrate other VNFs by 
using the post-copy based parallel migration strategy, and we 
assume that the migration number of VNFs is Sf, due to the 
migrated Sf VNFs together share the total migration 
bandwidth, the obtained migration rate of each VNF is B/Sf. 
In the second step migration, in terms of a single VNF, we 
adopt the post-copy migration mechanism for migrating a 
VNF. The migration time of the j-th VNF fj can be computed 
as follow. 
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/
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j mig f f f
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V f
T j F F S

B S
                  (11) 

In the second step migration, in terms of multiple VNFs, 
we adopt the post-copy based parallel migration mechanism 
for migrating multiple VNFs. The migration time of the 
second step migration TS,mig is the migration time of the VNF 
that lastly completes migration in the second step migration. 
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       (12) 

Due to in the second step migration, the user can get 
service through the temporary migration solution. So in the 
second step migration, the SFC migration request will don’t 
stop, and the downtime of the second step migration is zero. 
So the migration time of the SFC migration request TSFC,mig 
can be computed as in Equation (13). 
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     (13) 

So the downtime of the SFC request TSFC,down can be 
computed as follow. 
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(14) 

Due to the minimum number of VNFs migration strategy 
only remaps the vSGW and the vPGW and migrates these 
remapped VNFs by adopting the pre-copy based parallel 
migration mechanism, in the minimum number of VNFs 
migration mechanism, the downtime and migration time of 
the SFC migration request can be computed as in Equation (7) 
and (14), respectively. 

To clearly illustrate the disadvantages and the advantages 
of the minimum number of VNFs migration strategy and the 
two-step migration mechanism in the downtime and 
migration time. We show the numerical results of the 
minimum number of VNFs migration strategy, the two-step 
migration mechanism and the pre-copy based parallel 
migration mechanism in [26], and we respectively describe 
these three strategies as strategy-1, strategy-2 and strategy-3 
in Fig.4 and Fig.5. The key parameters are set as: the memory 
size of each VNF all is 1GB, the dirtying rate of memory page 
is 2500pps, the memory page size is 4KB, the maximum 
number of iterations is 8, moreover, the physical resource 
capacity is unlimited.  

Fig.4 displays the migration times of the minimum number 
of VNFs migration strategy, the two-step migration strategy 
and the pre-copy based parallel migration strategy when the 
number of VNFs in the SFC migration request (i.e., n) varies 
among 5, 6, 7 and 8. From the numerical results of Fig.4, we 
can see that due to the minimum number of VNFs migration 
strategy only remaps the vSGW and the vPGW, and the 
two-step migration strategy and the pre-copy based parallel 
migration strategy need to migrate all VNFs, the migration 
time of the minimum number of VNFs migration strategy is 
shortest in the three strategies; and the migration time of the 
two-step migration mechanism is lower than that of the 
pre-copy based parallel migration mechanism due to the 
second step migration of the two-step migration strategy uses 
the post-copy based parallel migration strategy that can 
reduce the total migration time, however the pre-copy based 
parallel migration strategy migrate all VNFs at the same time. 
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Fig.4 The migration time 

Fig.5 reveals the downtimes of the minimum number of 
VNFs migration strategy, the two-step migration strategy and 
the pre-copy based parallel migration strategy when the 
number of VNFs in the SFC migration request changes 
among 5, 6, 7 and 8. From the numerical results, we can see 
that the curves of the downtimes of the minimum number of 
VNFs migration strategy and the two-step migration strategy 
are coincident due to the minimum number of VNFs 
migration strategy and the first step migration in the two-step 
migration strategy only remap the vSGW and the vPGW 
when the physical resource capacity is unlimited, and in the 
second step migration of the two-step migration strategy, the 
user can get service through the temporary migration solution. 
So in the second step migration, the SFC migration request 
will don’t stop, and the downtime of the second step 

migration is zero. And the downtimes of the minimum 
number of VNFs migration strategy and the two-step 
migration strategy are lower than that of the pre-copy based 
parallel migration mechanism. Moreover, since the 
characteristics of iterative migration, the downtime is 
oscillating down as the total migration bandwidth increases. 
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Fig.5 The downtime 

4. Heuristic Algorithm 

Due to the reconfiguration problem of the SFC migration 
request in the cloud-fog environment is a NP-hard problem, 
to achieve the effective reconfiguration solution, based on the 
two-step migration strategy for the SFC, we propose the SFC 
two-step migration algorithm (SFCTSM). In the SFC 
two-step migration algorithm, we suppose that the SFC 
migration request is dynamically arrived in accordance with 
the Poisson process, and these SFC migration requests are 



 

 

stored in the queue ArrivedSFC. We define a set of blocking 
requests, described as SFCblo. We define Tcost as the total 
redeployment cost of all SFC requests that are successfully 
remapped. In the SFC two-step migration algorithm, we 
migrate the first SFC migration request SFC1 in the queue 
ArrivedSFC each time, when we migrate the first SFC 
migration request SFC1, we first call the FSRMSFC 
procedure to carry out the first step migration, to remap the 
minimum number of the VNFs and migrate these remapped 
VNFs by using the pre-copy based parallel migration strategy 
and quickly restore the user’s service, then call the 
SSRMSFC procedure to carry out the second step migration, 
to remap and migrate other VNFs to save physical resources 
and reduce the reconfiguration cost, and migrate other VNFs 
by adopting the post-copy based parallel migration 
mechanism.  

Algorithm 1 shows the pseudo-code of the proposed SFC 
migration algorithm. 

Algorithm 1: SFC Two-step Migration (SFCTSM) 
Input:1. Physical network GP = (NP, EP) and resource 

constraints SC = (CN, CE, LN); 
2. SFC migration requests queue ArrivedSFC. 

Output: Total redeployment cost Tcost and the set of blocked 
SFCs, SFCblo. 

1: Initialization: let Ff =0, Tcost=0 and SFCblo=Ø; 
2: while ArrivedSFC≠Ø, do 
3:   Release the occupied resources of the expired SFC 

requests; 
4:       Call FSRMSFC procedure for redeploying the first SFC 

request SFC1 in ArrivedSFC; 
5:       if found a redeployment solution RM for SFC1 and 1< Ff 

<|NF|, then 
6:             Call SSRMSFC procedure for redeploying SFC1; 
7:      end if 
8:      if SFC1 is redeployed successfully, then 
9:          updating Tcost and the physical network; 
10:    else 
11:       SFCblo = SFCblo∪{SFC1}; 
12:     end if 
13:     ArrivedSFC = ArrivedSFC\{SFC1}; 
14: end while 
15: return Tcost and SFCblo. 

The FSRMSFC procedure is used to carry out the first step 
migration. In the FSRMSFC procedure, the vSGW f1 and the 
vPGW f2 must be migrated, and when each VNF fi, i=2,…, 
|NF| is remapped successfully, the FSRMSFC procedure tries 
to find a temporary path to connect the solution of the 
remapping part with the solution of the non-remapping part to 
form a temporary migration solution, if the temporary path is 
not found, the FSRMSFC procedure remaps the next VNF 
and tries to find a temporary path to connect the solution of 
the remapping part with the solution of the non-remapping 
part, the FSRMSFC procedure always carries out this process 
until the temporary path is found, then we call the RBAFSM 
procedure for migrating these remapped VNFs by using the 
pre-copy based parallel migration strategy to quickly restore 
the user’s service. 

The remapping cost of each VNF fi  CostVNF(fi→nk) can be 
defined as follows: 

( ) ( ) ( )i k k iCostVNF f n p n f  .               (15) 

The remapping cost of each SFC link ei Cost(pei) can be 
computed as in Equation (16). 

( ) ( ) ( ) ( ( , ))
j ei

ei j i k T
l p

Cost p p l e Cost p n L


              (16) 

Where p(nk, LT) is the physical path connecting the physical 
node nk and the service terminal, and the bandwidth resource 
requirement of the physical path p(nk, LT) is ε(ei+1), and it can 
be computed as follows. 

1
( , )

( ( , )) ( ) ( )
j k T

k T j i
l p n L

Cost p n L p l e 


                    (17) 

The total remapping cost of each VNF fi  TCostVNF(fi→nk) 
can be computed as in Equation (18). 

( ) ( ) ( )
ii k i k eTCostVNF f n CostVNF f n Cost p       (18) 

Procedure 1: The First Step for ReMapping a SFC 
(FSRMSFC) 
Input: 1. Physical network GP = (NP, EP) and resource 

constraints SC = (CN, CE, LN); 
2. The first SFC migration request GF = (NF, EF) and 

migration constraints MC = (CN, CE, VN, B, IMN, 
IME, LN, LU, LT). 

Output: Remapping solution RM. 
1: for each VNF fi, i=1,2,…, |NF|, fi∈NF, do 
2:     for each node nk∈NP, do 
3:        if the node nk satisfies the location constraint of the 

VNF fi, then 
4:                     Redeploy fi into the node nk, compute CostVNF(fi 

→nk) according to Equation (15); 
5:                Find the shortest paths pei and p(nk, LT), compute 

Cost(pei) according to Equation (16); compute 
the total redeployment cost TCostVNF(fi→nk) 
according to Equation (18); 

6:           end if 
7:     end for 
8:     Find the redeployment solution of the VNF fi with the 

minimal total redeployment cost TCostVNF(fi→nk), 
and store the redeployment solution of fi in RM; 

9:      if 2≤i<|NF|, then 
10:         Find the shortest path p(RM (fi), IM (fi +1)); 
11:         if found a shortest path p(RM (fi), IM (fi +1)), then 
12:            Call the RBAFSM procedure for migrating the 

VNFs fi, Ff =i; 
13:                 break； 
14:       end if 
15:    end if 
16: end for 
17: return Ff and RM. 

The SSRMSFC procedure is used to carry out the second 
step migration. In the SSRMSFC procedure, other VNFs are 
remapped to save physical resources and reduce the 
reconfiguration cost, then we call the RBAFSSM procedure 



 

 

for migrating these remapped VNFs by using the post-copy 
based parallel migration strategy. In the second step 
migration, we have been using the temporary migration 
solution to provide service to the user, and until the migration 
of other VNFs have been completed, we have completely 
cancelled the initial mapping solution. 

Procedure 2: The Second Step for ReMapping a SFC 
(SSRMSFC) 
Input: 1. Physical network GP = (NP, EP) and resource 

constraints SC = (CN, CE, LN); 
2. The first SFC migration request GF = (NF, EF) and 

migration constraints MC = (CN, CE, VN, B, IMN, 
IME, LN, LU, LT); 

3. The migration number of VNFs in the first step 
migration Ff and the remapping solution RM. 

Output: Remapping solution RM. 
1: for each VNF fj, j= Ff +1,…, |NF|, fi∈NF, do 
2:      for each node nk∈NP, do 
3:         if the node nk satisfies the location constraint of the 

VNF fj, then 
4:                   Redeploy fj into the node nk, compute CostVNF(fj 

→nk) according to Equation (15); 
5:               Find the shortest paths pei and p(nk, LT), compute 

Cost(pei) according to Equation (16); compute 
the total redeployment cost TCostVNF(fj→nk) 
according to Equation (18); 

6:          end if 
7:      end for 
8:    Find the redeployment solution of the VNF fj with the 

minimal total redeployment cost TCostVNF(fj→nk), and 
store the redeployment solution of fj in RM; 

9: end for 
10: call the RBASSM procedure for migrating these VNFs; 
11: return RM. 

The RBAFSM procedure is responsible for carrying out 
routing and bandwidth allocation of the first step migration, 
and computes the downtime and migration time of the first 
step migration. The RBASSM procedure is responsible for 
carrying out routing and bandwidth allocation of the second 
step migration, and computes the downtime and migration 
time of the second step migration and computes the downtime 
and migration time of the SFC migration request. 

Procedure 3: Routing and bandwidth allocation of the first 
step migration (RBAFSM) 
Input: 1. Physical network GP = (NP, EP) and resource 

constraints SC = (CN, CE, LN); 
2. The first SFC migration request GF = (NF, EF) and 

migration constraints MC = (CN, CE, VN, B, IMN, 
IME, LN, LU, LT); 

3. The migration number of VNFs in the first step 
migration Ff and the remapping solution RM. 

Output: the downtime and migration time of the first step 
migration of the SFC migration request TF,mig, TF,down. 

1: Initialization: let Ti,mig=0, ,
start

i downT =0, ,
end

i downT  =0, Ti,down=0, 

TF,mig=0, ,
start

F downT =0, ,
end

F downT =0, TF,down=0, i=1,…,  Ff ; 

2: Find the path p(RM (fi), IM (fi)) with the minimal cost for 
each VNF fi, i=1,…, Ff ; 

3: When migration paths of all VNFs , i=1,…, Ff are found, 
we migrate all VNFs by using the pre-copy based parallel 
migration strategy; 

4: Compute Ti,mig, ,
start

i downT and ,
end

i downT of each VNF fi, according to 

Equation (2) , (4)  and (5), respectively; 
5: Compute TF,mig, ,

start
F downT , ,

end
F downT  and TF,down in Equation (7) , 

(8) , (9) and (10) , respectively; 
6:  return TF,mig and TF,down. 

Procedure 4: Routing and bandwidth allocation of the second 
step migration (RBASSM) 
Input: 1. Physical network GP = (NP, EP) and resource 

constraints SC = (CN, CE, LN); 
2. The first SFC migration request GF = (NF, EF) and 

migration constraints MC = (CN, CE, VN, B, IMN, 
IME, LN, LU, LT); 

3. The migration number of VNFs in the first step 
migration Ff and the remapping solution RM. 

Output: the downtime and migration time of the SFC 
migration request TSFC,mig, TSFC,down. 

1: Initialization: let Tj,mig=0, TS,mig =0, TSFC,mig=0, TSFC,down=0,  
j= Ff +1,…, |NF|; 

2:  Find the path p(RM (fj), IM (fj)) with minimal cost for each 
VNF fj, j= Ff +1,…, |NF|; 

3:  When migration paths of all VNFs , j= Ff +1,…, |NF|are 
found, we migrate all VNFs by using the post-copy based 
parallel migration strategy; 

4:   Compute Tj,mig of each VNF fj, according to Equation (11); 
5: Compute TS,mig, TSFC,mig, and TSFC,down in Equation (12) , 

(13) , and (14) , respectively; 
6:  return TSFC,mig and TSFC,down. 

5. Simulation Results 

5.1 Simulation Environment 

In this paper, the physical network is composed of the 
cloud network (the cloud computing environment) and 
multiple fog radio access networks. In our simulations, we 
evaluate the reconfiguration cost of the SFC migration 
requests, the running time of the algorithm, the downtime and 
migration time of the SFC migration requests in the scenario 
of the unlimited resource capacity, and we evaluate the 
remapping success ratio of the SFC migration requests in the 
scenario of the limited resource capacity, respectively. In the 
scenario of the limited resource capacity, we suppose that the 
resource capacity of the physical nodes obeys the uniform 
distribution U(20,40), and the resource capacity of the 
physical links obeys the uniform distribution U(30,50), and 
the costs of per unit resource of the physical nodes and links 
are also 1 unit. In our simulations, we measure the 
performance of our proposed algorithms and the contrast 
algorithm when the number of VNFs in the SFC migration 
request varies among 5, 6, 7 and 8, we suppose that the SFC 
migration requests dynamically arrive in accordance with the 
Poisson process. In all cases, the resource requirements of 
VNFs all obey the uniform distribution U(5,10) unit, and the 
resource requirements of the SFC links all obey the uniform 
distribution U(5,10) Gbs, the memory size of each VNF all is 
1GB, the dirtying rate of memory page is 2500pps, the 



 

 

memory page size is 4KB, the total migration bandwidth 
requirements of each SFC migration request all are 1Gbs 
when the number of VNFs in the SFC migration request (i.e., 
n) varies among 5, 6, 7 and 8. The migration location of the 
user of each SFC migration request is randomly distributed in 
the fog access networks and the location of the service 
terminal of each SFC migration request is randomly 
distributed in the core network. 

At present, the researches on VNF mostly consider the 
VNF deployment, although there are some researches on the 
problem of the VNF consolidation and migration, they don’t 
take into account the scene that the SFC must be migrated due 
to the mobile user moves from a fog radio access network to 
another fog radio access network. So they can’t compare with 
our algorithms. The research [26] considers migrating the 
entire VDC and proposes the VDC-M algorithm when the 
servers of the data center need to be maintained or failed, to 
show the performance of our proposed algorithm, we 
compare our proposed algorithms with the VDC-M algorithm, 
moreover, in partial results, we also added the results of the 
heuristic algorithm based on the minimum number of VNFs 
migration strategy, SFCMM. 

5.2 Simulation Result and Analysis 

Fig.6 denotes the total reconfiguration costs of the 
SFCMM algorithm, the VDC-M algorithm and SFCTSM 
algorithm when the number of VNFs in the SFC migration 
request (i.e., n) varies among 5, 6, 7 and 8. From the results, 
we can see that due to the SFCMM algorithm only remaps the 
vSGW and the vPGW to quickly restore the user’s service, 
when the user migrates to a distant location, the strategy will 
cause that the total reconfiguration cost is the highest in the 
three algorithms; moreover, due to the VDC-M algorithm is 
suitable to the VDC migration, in the SFC migration scene, it 
does not provide the best performance; due to the SFCTSM 
algorithm is specifically proposed for the total 
reconfiguration problem of the SFC migration request in the 
cloud-fog environment, in term of the total reconfiguration 
cost, the total reconfiguration cost of the SFCTSM algorithm 
is the lowest in the three algorithms. 

Fig.7 compares the remapping blocking ratio of the 
VDC-M algorithm and SFCTSM algorithm when the number 
of VNFs in the SFC migration request varies among 5, 6, 7 
and 8. Due to the SFCMM algorithm only remaps the vSGW 
and the vPGW, then connects the solution of the remapping 
part with the solution of the non-remapping part to form the 
final migration solution to quickly restore the user’s service. 
So we must first deploy an initial solution and allocate 
resources to the initial solution in the simulation, and then 
migrate these SFC requests successfully deployed the initial 
solution, which will result in the arrival rate of the SFC 
migration request successfully deployed the initial solution is 
low and the blocking ratios of the VDC-M algorithm and 
SFCTSM algorithm are close to zero and the performance gap 
between the VDC-M algorithm and SFCTSM algorithm can’t 
be tested. So, Fig.7 only compares the remapping blocking 
ratio of the VDC-M algorithm and the SFCTSM algorithm 
when the number of VNFs in the SFC migration request 

varies among 5, 6, 7 and 8. We first deploy an initial solution 
to each SFC migration requests, but do not need to allocate 
resources to them due to these SFC migration requests will be 
migrated as a whole in the simulation. So each SFC migration 
request will successfully deploy the initial solution, and in 
term of the performance in the remapping blocking ratio, the 
VDC-M algorithm and the SFCTSM algorithm will not affect 
each other. 

From the results, we can see that the remapping blocking 
ratio of the SFCTSM algorithm is lower than that of the 
VDC-M algorithm. This is because that the VDC-M 
algorithm is proposed for the VDC migration, and the 
SFCTSM algorithm is specifically proposed for the total 
reconfiguration problem of the SFC migration request in the 
cloud-fog environment, and the two-step migration strategy 
of the SFCTSM algorithm can effectively reduce the 
remapping blocking ratio of the SFC migration request. So 
the SFCTSM algorithm can obtain a lower remapping 
blocking ratio than the VDC-M algorithm dose. 
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Fig.6 The total reconfiguration cost 
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Fig.7 The remapping blocking ratio 
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Fig.8 The running time 

Fig.8 illustrates the running times of the SFCMM 
algorithm, VDC-M algorithm and SFCTSM algorithm 
wherein the number of VNFs in the SFC migration request 
varies among 5, 6, 7 and 8. From Fig.8, we can see that the 
running time of the SFCMM algorithm is much lower than 
that of the VDC-M algorithm and SFCTSM algorithm due to 
the SFCMM algorithm only remaps the vSGW and the 

vPGW so that can quickly complete  the reconfiguration 
process of the SFC migration request. Moreover, due to the 
VDC-M algorithm has more traversal times during execution, 
the running time of the VDC-M algorithm is higher than that 
of the SFCTSM algorithm. 
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Fig.9 The average migration time 

Fig.9 describes the average migration times of the SFC 
migration request of the SFCMM algorithm, VDC-M 
algorithm and SFCTSM algorithm wherein the number of 
VNFs varies among 5, 6, 7 and 8. From results, we can see 
that due to the SFCMM algorithm only migrates the vSGW 
and the vPGW, however the VDC-M algorithm and SFCTSM 
algorithm will migrate all VNFs, the average migration time 
of the SFC migration request of the SFCMM algorithm is 
lowest and does not increase with the increase of the number 
of VNFs. Moreover, the average migration time of the SFC 
request of the SFCTSM algorithm is lower than that of the 
VDC-M algorithm due to the SFCTSM algorithm uses the 
two-step migration strategy to migrate the SFC migration 
request and the second step migration of the two-step 
migration strategy uses the post-copy based parallel 
migration strategy that can reduce the migration time of the 
SFC migration request. 
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Fig.10 The average downtime 

Fig.10 explains the average downtime times of the SFC 
migration request of the SFCMM algorithm, the VDC-M 
algorithm and SFCTSM algorithm. Fig.10 shows that the 
average downtime time of the SFC request of the SFCMM 
algorithm is lowest and does not increase with the increase of 
the number of VNFs owing to the SFCMM algorithm only 
migrates the vSGW and the vPGW that the downtime is also 
shortest which the shortest migration time is obtained, 
however the SFCTSM algorithm adopts the two-step 
migration mechanism for migrating the SFC migration 
request and only the first step migration in the two-step 
migration strategy will cause the SFC to shut down and the 
first step migration is to remap the minimum number of the 
VNFs, so the average downtime time of the SFC migration 



 

 

request of the SFCTSM algorithm is close to that of the 
SFCMM algorithm. In addition, the VDC-M algorithm 
adopts the pre-copy of parallel migration mechanism for 
migrating all VNFs that will lead to the longest downtime, 
and since the characteristics of iterative migration, the 
downtime of the VDC-M algorithm is oscillating up with the 
number of VNFs increases. 

From all simulation results, we can see that the SFCMM 
algorithm has a shorter migration time and a similar 
downtime than the SFCTSM algorithm does, however, it will 
waste the physical network resources that lead to a higher 
reconfiguration cost. So the SFCMM algorithm applies to 
quickly migrate and quickly restore the user’s service when 
the service provider does not care to use more physical 
resources. In contrast, the SFCTSM algorithm has a lower 
reconfiguration cost, a longer migration time and a similar 
downtime than the SFCMM algorithm does, so if the service 
provider is concerned about the utilization of physical 
resources, the SFCTSM algorithm is more appropriate. 

6. Conclusion 

In this paper, we study the problem of the SFC migration in 
the cloud-fog computing environment to optimize the 
migration performance when the mobile user moves from a 
fog radio access network to another fog radio access network. 
To solve the SFC migration problem, we firstly formulate the 
migration problem of SFCs as the integer linear 
programming. Then, we propose two SFC migration 
strategies: the minimum number of VNFs migration strategy 
and the two-step migration strategy to improve the 
reconfiguration cost, the migration time, the downtime and 
the remapping success ratio of the SFC migration request. To 
optimize the downtime and migration time of the SFC 
migration request, in the two-step migration strategy, we 
adopt the pre-copy based parallel migration mechanism for 
migrating these remapped VNFs in the first step migration, 
and we adopt the post-copy based parallel migration 
mechanism for migrating these remapped VNFs in the second 
step migration. And we numerically analyzed the migration 
time and the downtime. Then, we have designed a two-step 
migration algorithm to migrate SFCs based on the two-step 
migration strategy. Finally, we emulate and evaluate our 
proposed algorithm in the federated environment of the cloud 
computing and the fog computing, and simulation results 
show good performances in the reconfiguration cost, the 
downtime and migration time and the remapping success 
ratio of the SFC migration request. 

We use the traditional method to solve the SFC migration 
problem. In our future work, we intend to extend the state of 
the art taking into consideration also approaches based on 
computational intelligence and artificial intelligence [46, 47]. 
The computational intelligence and the artificial intelligence 
are widely used in various fields and show outstanding 
performance advantages. I think they will also bring positive 
benefits to the deployment and migration of SFCs. 
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