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A B S T R A C T

Modern companies generate value by digitalizing their services and products. Knowing what customers are
saying about the firm through reviews in social media content constitutes a key factor to succeed in the big data
era. However, social media data analysis is a complex discipline due to the subjectivity in text review and the
additional features in raw data. Some frameworks proposed in the existing literature involve many steps that
thereby increase their complexity. A two-stage framework to tackle this problem is proposed: the first stage is
focused on data preparation and finding an optimal machine learning model for this data; the second stage relies
on established layers of big data architectures focused on getting an outcome of data by taking most of the
machine learning model of stage one. Thus, a first stage is proposed to analyze big and small datasets in a non-
big data environment, whereas the second stage analyzes big datasets by applying the first stage machine
learning model of. Then, a study case is presented for the first stage of the framework to analyze reviews of hotel-
related businesses. Several machine learning algorithms were trained for two, three and five classes, with the
best results being found for binary classification.

1. Introduction

Social media companies became popular with the advent of the
Internet in the late 1990s. In those early days, users expressed their
feelings about the products they bought or the services they used
commonly through blogs, web chats in dedicated forums or via email to
the provider. As e-commerce continued evolving, enterprises such as
Amazon and the Internet Movie Database (IMDb) included for every
item (e.g. CDs, books, DVDs, movies, TV series, etc.) a means for re-
gistered users to be able to interact among themselves and to share
opinions about their buying experiences.

Since then, these services have evolved in many ways to offer users
more sophisticated methods to enrich the review experience. Some of
the add-ons that now come along with the review text are: number of
stars on a given scale, number of votes that found the review useful,
photo of the reviewer, popularity of the reviewer, number of reviews
given by the reviewer, images to illustrate or support the argument,
kind of services provided (indicated by the customers), overall rating of
the service/product provider, etc.

Many of the features mentioned above have been integrated into
services by digital companies such as TripAdvisor, Airbnb, Amazon,
Yelp, Cabify, Blablacar, Foursquare and Booking.com. These features

generate giant volumes of information that are commonly referred to as
Big Data (BD): Petabytes and even exabytes of data that are being
generated by these type of enterprises (Gandomi & Haider, 2015).
Companies of a minor scale not solely dedicated to digital services are
also generating big volumes of data that reach terabytes of data on a
regular basis. For further information, Yaqoob et al. (2016) present a
robust study of the evolution of BD from its conception to its future
challenges, aimed at a more comprehensive understanding of the BD
scenario.

Companies and institutions across the world are gaining valuable
insights into the massive amounts of the information they have by
applying tools and techniques of BD. These techniques are commonly
known as Big Data Analytics (BDA) and consist of a set of algorithms,
advanced statistics and applied analytics. BDA “refers to the techniques
utilized to examine and process BD so that hidden underlying patterns
are revealed, relationships are identified, and other insights concerning
the application context under investigation are exposed” (Iqbal, Doctor,
More, Mahmud, & Yousuf, 2016). Modern companies need to have new
strategies to handle huge volumes of information and find the hidden
knowledge in these data. Several frameworks and methodologies have
been proposed to tackle this challenge from scientific and technological
perspectives. In Habib, Chang, Batool, and Ying (2016) a BD Reduction
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Framework is proposed for decreasing data in the early phases.
To achieve better results in data analysis, complex techniques are

being integrated into many analysis models. Lismont, Vanthienen,
Baesens, and Lemahieu (2017) conducted a survey to analyze the
techniques that “can enhance the decision-making process in compa-
nies”. In their research they noted that several Machine Learning (ML)
techniques are being used for analytics in the organizations, with linear
regression and decision trees being the most prevalent. Thus, a first
stage of data analysis has been proposed, focused primarily on finding
the algorithms that achieve best results for the data available according
to the goals of the study.

Social commerce is an area of research with many directions of
interest, as stated Lin, Li, and Wang (2017). User Generated Content
(UGC) and online reviews are the trends receiving most attention from
researchers today. By using BDA and ML, companies can increase their
potential advantages and boost their revenues by enhancing relation
with clients with customized offers according to their records. Hence, a
state-of-the-art model able to manage large volumes of information and
find valuable insights in data is proposed. Moreover, modern companies
need to have as part of their human assets new profiles capable not only
of knowing how to handle data, but to find patterns in the information
and know how to transform them into new incomes or competitive
advantages; this human asset is known as the data scientist (Costa &
Santos, 2017; Larson & Chang, 2016).

In the age of social media, users of products and services now prefer
to read other users’ reviews before deciding to buy a product. Ahmad
and Laroche (2017) analyzed a set of Amazon products to study the
differences between positive and negative reviews by applying ML
techniques to explain customer behavior. In a similar way, this study
applies ML techniques to users’ reviews of hotel services as a case study
to capture the overall sentiment of a business unit; this enables the CEO
to know the current image of the company according to their customers’
preferences.

The purpose of this paper is to present a computational framework
for the management of BD focusing primarily, but not exclusively, on
sets of information containing UGC. The two contributions of this work
are: 1) a BD and ML framework designed to process both qualitative
(i.e. text valuations) and quantitative (i.e. user ratings) information for
the predictive analysis of text data is presented, and 2) through a series
of ML and Natural Language Processing (NLP) techniques, the frame-
work classifies user reviews into positive or negative in a subset of the
Yelp dataset. The results show that high accuracy was achieved for the
binary classifier using Multi-Layer perceptron.

The proposed framework is a two-stage model, and consists of: a
first stage, where a set of phases are related to managing and processing
social media text data to establish a Machine Learning Model (MLM)
that can be used in the next stage. The second stage is comprised of BD
architecture and data analysis phases that use the previously developed
MLM to get results using BDA as well as other BD techniques. This re-
search presents the elements integrating the framework and the results
obtained by applying the methodology in the first stage.

This paper is structured as follows: Section 2 explores how BD and
ML are shaping the future of social media domains, with emphasis in
the tourism sector; Section 3 presents the proposed framework, ex-
posing the characteristics and methodology involved in its design;
Section 4 presents the results for the first stage of the framework; in
Section 5, results of the study are discussed, and in Section 6 the con-
clusions of the research are presented.

2. Background

Social media is today becoming the focus of many research studies,
mostly because it reaches most of the world’s population; many people
have access to mobile devices and are also users of social media ser-
vices. Social media is a great resource for applying BDA (Tan, Blake,
Saleh, & Dustdar, 2013) in order to, for example, gain insights into user

preferences, explore daily trending, understand the behavior of users
with related affinities or analyze habits in population. Social media has
the data necessary to analyze these situations: likes, states, text, images,
etc. This section presents the theoretical background of the techniques
proposed to analyze this data as well as the opportunities in this area.

2.1. Machine learning in social media tourism

Artificial Intelligence (AI) and ML are literally changing everything.
It is expected that the 21st century will witness the explosion of all their
potential in every aspect of human life. The tourism industry is not an
exception since it also needs AI and ML to enhance its businesses’
models.

Early studies were carried out by Law, Rong, Quan, Li, and Andy
(2011), Lin and Chen (2012) who worked with Hong Kong-related
datasets to apply association rules. They first analyzed the behavior of
outbound tourism to find the destinations that Hong Kong travelers
most prefer. In a second study, they analyzed how to integrate elec-
tronic word of mouth in the tourism sector by applying advanced data
mining techniques. They identified the characteristics of sharers and
browsers, pointing out the underlying features that induce an internet
user to rate and share their experiences of past travels, which could help
tourism managers to identify potential customers for strategical deci-
sion taking. On the one hand, Law et al. (2011) consider the 2005–2009
annual domestic surveys of Hong Kong outbound tourism. Such surveys
are related to travelers only visiting this specific destination. Although
the information is abundant and heterogeneous, it is limited to the
survey’s own considerations and purposes and the responses do not
consider qualitative opinions or free expressions. At the same time, this
paper only considers a specific algorithm (the targeted positive/nega-
tive rule discovery) in the context of contrast mining. Rong, Quan, Law,
and Li (2012) consider a domestic tourism survey of outbound pleasure
travel in Hong Kong. That survey is related to past experiences when
traveling, and their web experience before the travel journey. A part of
this survey were open answers to share more information about their
reasons for travel. Even though this study is an improvement with re-
spect to the authors’ previous research paper, it does not take into
consideration the information expressed in free form. The paper is also
focused, as is the previous one, on showing the effectiveness of asso-
ciation rules to analyze the information contained in the surveys, and
therefore only considers one algorithm.

An important research study by Xiang, Du, Ma, and Fan (2017)
revealed that the characteristics of the datasets that have been used in
many studies, namely TripAdvisor, Expedia, and Yelp, can vary sig-
nificantly according to the provider, mostly because those datasets
contain substantial differences according to a variety of features such
as: the popularity of the platform, the users for each one of these
platforms and the size of the hotels that are commonly rated on each of
these sites. That research analyzes the information in these three data
sources to study the differences between them, concluding that future
work should explore relationships between review content and senti-
ment.

Other studies such as the one by Silva and Zhao (2015) made use of
mixed types of data to conduct a study of tourist behavior at local
destinations by analyzing the walks they go on. That research is mostly
focused on pattern recognition and how to analyze information related
to “tourist walks”. Although the type of data sources is not of the type
analyzed for our framework, it would be very helpful for further studies
to integrate information on the places where the tourists have been to
get information about the most visited places in a location.

A very interesting study was carried out by Deng and Robert (2018),
who used a Flickr's dataset to analyze the information contained in
photos of New York City taken by both tourists and local advertisers.
The authors found the places most visited by tourists; consequently,
these methods could help Destination Marketing Organizations (DMO)
to find the most popular places in their cities and then be able to offer

J.L. Jimenez-Marquez et al. International Journal of Information Management 44 (2019) 1–12

2



customized marketing ads. In the mentioned study, the researchers used
a Naïve-Bayes classifier to analyze the photos; for future work, other
classifiers could be integrated into similar studies to enhance and
compare previous and new results. That research also relates the images
to the users’ feelings and categorizes them according to users’ sensa-
tions. The authors adopted the naïve Bayes classifier in their model.
They also suggest that their research could be affected by the sparseness
of comments, but do not provide a medium to solve this fact.

The aforementioned studies show some of the research carried out
until now in ML for tourism, whose results have provided important
contributions to computer sciences as well as to other domains. The
framework in this paper proposes to build an MLM able to analyze text
data and to reuse this model at a later time by applying most of it in a
BD architecture.

2.2. Big data in social media tourism

Tourism is a growing industry; every year millions of tourists
around the world visit a tourist destination at least for one night. The
21st century tourist has different habits when compared to a tourist of
20 or 30 years ago. At the very start of choosing a destination, today’s
tourist looks for tips through reviews in platforms such a TripAdvisor or
Yelp. When booking a flight, users can search in engines like Kayak or
Skyscanner. During the visit, tourists post pictures and comments in
social networks such as Facebook, Twitter or Instagram. After the stay,
the tourist continues to write reviews and grade the services used
during the trip such as those of the hotel, restaurants and transporta-
tion. All these actions create a vast amount of information every day
which many times goes unnoticed for CEOs, which could put the
company at a disadvantage with its competitors.

As previously stated, this “modern age” amount of information is
known as BD, and many companies are taking competitive advantage of
it (Kubina, Varmus, & Kubinova, 2015).

As such, modern tourism companies are applying BDA-related
techniques (Xu, Wang, Li, & Haghighi, 2017) to get hidden insights into
their data or to better know the “likes” and “dislikes” of users. However,
they do not make use of ML techniques, but rather use NLP techniques,
particularly: latent semantic analysis, singular value decomposition and
regression.

Existing studies have found that by taking advantage of BDA in-
frastructure, core stakeholders can have “real-time knowledge on
tourists’ on-site behavior at tourism destinations” (Fuchs, Höpken, &
Lexhagen, 2014). The authors construct an interesting theoretical
background for a “knowledge destination framework” which includes
an architecture that describes a series of components for the analysis of
their data. Some of these components are similar to the ones proposed
by the proposed framework. While the solution presented by these
authors is very helpful to gain interesting insights into their data, this
study only considers methodology and data that serve the purposes of a
specific business intelligence approach.

BDA can also be helpful in the tourism industry to predict the vo-
lumes of tourists arriving to a certain location, as established by Li, Pan,
Law, and Huang (2017), where the authors propose a methodology to
predict these estimates. This study analyzes the words that users query
in browsers searching for a specific location. Based on these results,
they forecast what the demand for tourist services would be for the
coming season. However, they do not consider user reviews. The au-
thors even recognize that this study could be analyzed by ML algo-
rithms as artificial neural networks, and vector autoregressive models.
Furthermore, they do not propose a framework on how to integrate
their techniques, nor do they consider integrating the analysis in real-
time big data tools.

Accordingly, BD and BDA are a set of techniques that, if applied
effectively to contribute to the objectives of the company, can produce
results able to help the organization obtain competitive improvements
or substantial gains. At the core of this BD infrastructure lies the most

valuable asset for every company which is information; that is why this
framework is focused on the efforts of how to get the most significant
insights from data by also having a proper model for management of
large volumes of unstructured information.

2.3. Big data frameworks

There is a growing interest about data management frameworks as
modern companies are not only interested in collecting digital data and
having it stored without further exploitation but are now interested in
how they can translate their data into significant results. An example of
these frameworks is the one by Vajirakachorn and Chongwatpol (2017)
where the authors propose a framework for a local food festival in
Thailand. However, their framework does not consider the analysis of
textual data since it is intended to work with structured data. The BD
framework proposed by Habib, Chang, Batool, and Ying (2016) has as
its main purpose the “big data reduction at the customer end”. Even
though that framework considers more elements regarding the BD in-
frastructure and methodology, it is particularly focused on data re-
duction for lowering cost when dealing with BD and cloud computing
transactions. In short, the aforementioned BD framework does not
consider the integration of ML and NLP for data analysis. The research
framework presented by Yuan, Xu, Qian, and Li (2016) considers tourist
information crawled from travel blogs. The authors then “implement
the frequent pattern mining method” to identify a city’s popular loca-
tions by creating word vectors to construct a word network. Even
though that framework works with tourist information extracted from
reviews, it is limited to this domain. In the framework proposed by
Chang, Ku, and Chen (2017), the authors present an architecture for
aspect-based sentiment analysis. They proved that their convolution
tree kernel classification model outperforms other ML methods for
sentiment classification, but they do not consider how to integrate these
techniques into a BD environment.

2.4. Conclusions of the state of the art

As shown in the previous subsections, despite the fact that there are
different approaches in this research area, there are also points still to
be covered. On the one hand, AI research from Law et al. and Rong et al.
(2011, 2012) is based on specific algorithms. Xiang et al. (2017) pro-
vide a review of previous approaches stating that in general that they
are restricted to a single source, and propose a set of methodological
challenges. One noteworthy challenge is that the review structure and
content can be considerably different depending on the platform, and
they propose future work in the line of exploring the relationships be-
tween review content and sentiment. Silva and Zhao (2015) deal with
classification in the tourism domain, but their approach is not based on
text and reviews but rather on walking information. Deng and Robert
(2018) take into account the comments on the selection of photos but
their study is limited to the photo domain.

On the other hand, Big data approaches like Xu et al. (2017) apply
NLP techniques for identification of key attributes, but do not include
ML approaches or a framework to be applied. Fuchs et al. (2014) pro-
pose a big data knowledge infrastructure but restricted to the tourism
domain. Finally, Li et al. (2017) provide tourism demand forecasting
based on search trends but do not take into account user reviews. With
respect other frameworks in the state of the art, they cover several areas
and concrete domains but do not provide an integral approach. To the
best of our knowledge, a framework for integrating natural language
processing, machine learning and big data techniques for social media
content in a methodological way, and not restricted to specific algo-
rithms or domains, has not been found in the literature review.

3. Data integration and big data analytics framework

This section presents the conceptual aspects of the proposed
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framework. The framework is composed of two stages: a data integra-
tion stage and a BDA stage. The framework is shown in Fig. 1.

BD is gaining importance, and so companies can leverage on
available data to exploit new opportunities and gain important
knowledge of the insights hidden in values (Raguseo, 2018). The
management of large volumes of information and subsequent analysis is
a major issue that must be taken into consideration, whose benefits can
be reflected in getting an edge on competitors or in innovations in the
organization's inner processes. Considering the two stages of the fra-
mework, it can be summed up that it takes as input large sets of vo-
lumes of unstructured textual information, and then applies an MLM to
get meaningful insights, visualizing these results by high-level techni-
ques.

3.1. First stage

The first stage of the framework proposes a series of phases that
represent the sequencing of data, from the data entry to building a
MLM. The purpose of this stage is to analyze data that could be either
Big or Small Data (BSD); if BD is to be analyzed, a subset of it should be
extracted from the BD sources for better results. The advantage of this
approach is that, in an intermediate stage, a conception of data struc-
ture and content can be obtained. Moreover, this framework proposes
the analysis of text data; other types of data sources could be better
analyzed by applying different models.

3.1.1. Phase 1: data entry
The data entry to the framework comes from text data sources:

unstructured data. These data can be data from social media sources,
blogs, chats or micro blogging services. In this paper, as a study case,
the data to be analyzed is tourism data, specifically users’ reviews on
hotels and resorts, but the framework would work well with any data
source having social text data.

3.1.2. Phase 2: information retrieval phase
The initial phase of the framework is the information retrieval,

which involves carrying out the necessary measures to collect relevant
data, even though many companies will use their own text data sources.
Companies amass information to develop broad research studies i.e.
from customer reviews or sensor data. The information retrieval process

must ensure that collecting irrelevant data is avoided. The proper
strategies for data collection help to reduce costs by easing the com-
putational and storage burden of data centers (Habib et al., 2016). Data
collection techniques contribute to obtaining diverse information to
feed BD warehouses. Such techniques are built in-house (i.e., web
scrapers) or acquired by a third party. According to Olmedilla,
Martínez-Torres, and Toral (2016) data collection can be done using the
Application Programming Interfaces (APIs) provided by social net-
working sites as YouTube, Flickr or Amazon. These authors propose a
relevant methodology aimed at gathering data directly from websites
with UGC.

Data collection activities must ensure that all the relevant in-
formation to conduct the study has been gathered, however, noisy data
or lack of data may occur. To avoid data shortage, one possible measure
is to apply engineering techniques to collect the data. A return to this
phase is always feasible from latter phases, but this would imply an
impact on the project's timeline, therefore delaying its completion. This
phase’s output directly feeds the data preparation phase, since it is re-
sponsible for providing the data that will be used in the following
phases.

3.1.3. Phase 3: data preparation phase
The activities carried out in the information retrieval phase were

related to BSD gathering taken from various sources: At this point, these
sets of information must be cleaned and prepared for further analysis.

The second phase (data preparation phase) is the most important in
a data project; other associated phases are data preprocessing and in-
tegration operations, as stated by Habib et al. (2016). A great part of the
time that data science teams invest in is the preparation of data. It is
estimated that 70% of the total project time is invested in data pre-
paration and 30% in analysis, which can also be referred to as the data
"cleaning".

An activity associated to the data preparation phase is the detection
of outliers: values that are not uniform with respect to the rest of data.
For example, when working with numerical values these should nor-
mally be within a range that satisfies the conditions of the study.
However, values that exceed well above or far below the expected in-
dicators are commonly found. Also, when dealing with text values or
strings, many of these are null or correspond to different languages,
with the consequent change of the characters. In any of these cases as in

Fig. 1. Data integration and Big Data analytics framework.

J.L. Jimenez-Marquez et al. International Journal of Information Management 44 (2019) 1–12

4



many others, the data preparation must include the use of various
techniques (mostly computational) to give special treatment to those
records. Failing to detect and deal with abnormal data will lead to a
significant deviation in the study results.

The output of the data preparation phase is the information in a
state of having a homogeneous structure and a series of values in data
that suit the objectives of the study as well as not having outliers in
present data. This phase will allow the information to be read by BSD
techniques, facilitating this process by not finding noise in data. The
data preparation phase could be summarized as follows: the original
information is "cleaned up" and used in the next phase, responsible for
analyzing its structure to create a schematic model that represents the
whole set of information.

3.1.4. Phase 4: structure and modeling phase
The purpose of the structure and modelling phase is to obtain the

structure of these volumes of information by establishing a data model
that defines their inner relations and content. If data are single-sourced,
a data model will be easy to create by inspecting all the elements,
querying the data and analyzing their relations. Otherwise, random
queries or direct data selection will have to be executed on the data
objects to identify: the elements that constitute the information, the
relations between them and the possible types of data.

The structure and modelling phase has many similarities to the
process of designing relational databases, where a structure of related
tables and their fields is the final product. The process of structuring
and modeling BSD becomes more complex when the information comes
from two or more data sources. This is part of the challenging tasks of
the data science team and where most valuable insights are hidden. An
approach for facing this challenge is to repeat the process of this phase
for every data source. Having all the data models, the external relations
that connect each source and their items will be established.

When the data model is created some considerations must be taken
into account since this phase implies the process of creating a structured
model out of unstructured data. In relational databases, data is modeled
into a set of tables containing rows and columns, which could be a good
fit for some unstructured data sources, even though data coming from
social networks such as Facebook or Twitter are oriented to a graph
model. Thus, a good design for modelling unstructured data should
consider including distinct models, but mainly relational and graph
models. The output of this phase is to gain knowledge about data: their
nature, their inner structure, the set of values for each field and the
possible relations between data objects. This data model will serve as a
base to apply techniques of analysis that allow a deeper understanding
of data.

3.1.5. Phase 5: machine learning and natural language processing phase
Thais phase proposes that ML joined with NLP techniques will work

better for analysis of the unstructured text data obtained at the data
preparation phase. ML is revolutionizing every aspect in many areas of
science, from image recognition to autonomous vehicles. NLP is an area
of computer science that analyzes natural language, helping humans to
communicate with computers as they do with other humans. Along
these lines, data analysis can perform better when applied to data by
using ML and NLP techniques.

Although text data can be analyzed by other techniques (Colace, De
Santo, Greco, Moscato, & Picariello, 2015; Li et al., 2017), ML and NLP
techniques to the existing information is proposed to be applied for the
following reasons: first, because today these are the most accepted and
proven techniques by computer science researchers, and secondly, be-
cause of the existence of a scientific and technological community that
supports and endorses these technological areas (Etaiwi & Naymat,
2017; Ravi & Ravi, 2015; Xiang et al., 2017).

NLP is also considered in this phase since a good deal of data ana-
lysis research is being carried out by applying diverse ML algorithms.
However, these also rely on many computational packages developed

specifically to perform natural language tasks. Accordingly, when NLP
is integrated into an ML algorithm, the best results in prediction could
be achieved. There are many applications for ML and NLP data analysis.
Some of the most relevant ones are: sentiment analysis, recommender
systems and user reviews analysis (Alahmadi & Zeng, 2015; Araque,
Corcuera-Platas, Sánchez-Rada, & Iglesias, 2017; Chen, Yan, & Wang,
2017). The output of this phase is a method that integrates ML algo-
rithms and NLP packages to perform data analysis.

3.1.6. Phase 6: machine learning model
The last phase of this stage outputs a method that combines ML and

NLP techniques focused on text data analysis, such method will con-
stitute the basis of a MLM. This model has the following considerations:

i) The model can be applied to perform data analysis on the existing
data to get insights of it, e. g: user likes and dislikes, feature ex-
traction or sentiment analysis. The model’s accuracy in predicting
results could vary according to the ML and NLP techniques used in
the model, however, the tuning of ML algorithms and the integra-
tion of many other as math, statistics or computational techniques,
is an ever-growing field in text analytics.

ii) The model is intended to be executed on a non-BD architecture,
meaning that small data could be analyzed without having high
performance resources to perform this task. This also has the ad-
vantage that reliable results can be obtained with greater agility by
eliminating the barrier of having a very sophisticated computing
infrastructure.

iii) This model will be the basis to the ML phase in the second stage
since this involves BD Analysis. Therefore, the MLM could be fully
or partly applied to the analysis of BD.

3.2. Second stage

As stated previously, BD is a very current trend in science, tech-
nology and innovation. Through the analysis of large volumes of data is
possible to extract key information that otherwise would not have been
obtained by normal means. Leading companies in IT such as Google,
Amazon or Facebook are examples where, due to the teamwork of re-
searchers dedicated to BD analysis, strategic results can be achieved
that can be a determining factor in establishing a competitive ad-
vantage (Özköse, Sertac, & Gencer, 2015). Thus, as shown in Fig. 1, for
the second stage of the framework a series of layers aimed at creating a
BD Architecture able to perform BD analysis of unstructured hetero-
geneous data is proposed.

3.2.1. Layer 1. Distributed file system layer
The Distributed File System (DFS) layer is involved in defining a BD

architecture. In Oussous, Benjelloun, Ait, & Belfkih, 2017) the authors
propose a series of BD products and services. Upon examining the
proposal, it was determined that one of these technologies could be
integrated into this layer. Spark framework is proposed as the core of
the layer, due to the fact that it will provide the next phase with the
necessary services to perform data analysis in upper layers. Spark is a
BD processing framework that has been used in many research studies
not only for text data analysis, but for many other scientific and busi-
ness applications (Carcillo et al., 2018; Etaiwi, Biltawi, & Naymat,
2017).

It should also be noted that cloud computing solutions (Bayramusta
& Nasir, 2016; Lin & Chen, 2012; Sultan, 2013) could be part of this
layer. Amazon Web Services and Google Cloud Dataproc support a large
set of Spark services, however their pay-as-you-go approach is some-
what prohibitive for small companies. In their deep study of the fra-
meworks, methods and research directions in cloud computing re-
search, Senyo, Addae, and Boateng (2018) present a meta-analysis of
285 articles regarding these topics, and how they relate to technology
or business domains, showing how cloud computing is being utilized in
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these fields and the challenges their professionals are facing.

3.2.2. Layer 2: cluster resource manager layer
If the DFS is implemented locally, a Cluster Resource Manager

(CRM) is required to manage the execution of the tasks distributed
among the nodes. A cluster is a collection of computers connected in a
network working together to execute several tasks in parallel (Dar,
2016). The cluster allows many computers to be connected, using all
their processing power to solve a problem, as well as ensuring fault
tolerance since nodes with malfunctions can easily be replaced by
others. Therefore, it is suggested that a cluster be used to increase
computing power, since BD techniques are created to perform parallel
and distributed computing.

A cluster of computers is organized by a central node called the
resource manager, which is an activities orchestrator that executes jobs
and monitors node performance and operations. If the cluster is to be
implemented in the local computing infrastructure, Apache Mesos is
proposed as the CRM (Reuther et al., 2018). In the cited paper. the
authors compared several CRM, finding Mesos to have the best overall
performance. While setting up a local cluster can take considerable time
and effort, cloud computing offers many advantages since available
services set up clusters in a quick and efficient manner.

3.2.3. Layer 3. Data access layer
Since the DFS and CRM layers have been defined, the data access

layer will determine how to manage the access to data being loaded to
nodes at a later time. Regarding the inner structure of data, this is
managed by the BD system, also supporting a set of languages to access
data, such as Python, Java, R or NoSQL, among others. The output of
this layer are the data in the DFS’s internal format, which will be
analyzed by BD techniques in the next layer.

3.2.4. Layer 4. Data analysis layer
The three previous layers were involved in defining a BD archi-

tecture, capable of only accessing the existing data, but not of per-
forming any analysis. For this reason, the framework includes the data
analysis layer. As this layer is where most of the BD analysis is being
conducted, thus the research proposes to apply the ML techniques
available in many BD systems (in the case of Spark, MLlib is the ML
library) to perform such analysis. One of the framework’s proposal was
to conduct data analysis of large volumes of text information in a non-
BD environment to create an MLM. This model is now expected to be
useful in this layer by integrating it into a BD analysis task having a
different ML library.

This approach, however, has a limitation: special care must be taken
when selecting the ML algorithms to be used (Shirdastian, Laroche, &
Richard, 2017), since the ML algorithms in the selected BD system

might not support the algorithms in the MLM of the first stage. Since the
BD technology is constantly growing, many ML algorithms for BD-like
execution are still in the development stage. To tackle this problem,
each node can use a single-node learning library (e.g., Weka or SciKit-
Learn). Moreover, inside this layer there is a NLP module to perform
further analysis of text data when required.

3.2.5. Layer 5. Visualization layer
The previous layer produces as output a series of values re-

presenting a behavior that is being measured, which is usually defined
at the beginning of the study. To represent these values, it will be ne-
cessary to use visualization techniques that allow data analysis on a
large scale in a more comprehensible way. Data visualization is a series
of techniques for better understanding of information and extracting
knowledge from it. It is also used as a presentation tool for the purposes
of illustration, explanation and communication of results (Chang et al.,
2017; Cybulski, Keller, Nguyen, & Saundage, 2015).

Visual analytic techniques provide stakeholders with powerful ele-
ments for decision making since this layer is involved with crafting
state-of-the-art charts that allow quick understanding of huge volumes
of information in an intuitive and flexible manner by visualizing and
interacting with data. The output of this layer is a series of methods
developed for the dynamic visualization of large volumes of text in-
formation.

4. Results

This paper is part of a research project whose goal is to analyze
users’ reviews of tourism services, particularly those of hotel and resort
services. The interest lies in answers to the following questions: 1) What
is the polarity of the sentiment for each group of reviews grouped by
stars?; 2) What are the main words that customers express in their re-
views? Accordingly, the research aims to make use of the proposed
framework to analyze BSD by applying this methodology. This section
shows the results obtained following the steps (phases) detailed in the
first stage. A panorama of the source material and packages utilized in
this stage is shown in Fig. 2, which is explained below.

4.1. Data and methods

Most companies deny the access to their data by external researches
due to privacy issues. Other state of the art approaches, try to take the
public available information by means of Web Scrapping techniques (Li,
Ott, & Varadarajan, 2013). However, the rights to process the data
obtained by these means from social web sites are not clear. Yelp cor-
poration publishes a dataset for academic purposes. Yelp is a multi-
national that develops Yelp.com and the Yelp app, which publishes

Fig. 2. First Stage phases in detail.

J.L. Jimenez-Marquez et al. International Journal of Information Management 44 (2019) 1–12

6



reviews about local businesses as well as the Yelp online reservations
services. The Yelp dataset has been used in many research studies (Ngo-
Ye & Sinha, 2014; Pranata & Susilo, 2016; Xu & Yin, 2015), and
therefore it is generally accepted by the computer science community.

To explore the content of the Yelp dataset (Yelp, 2016), it was ne-
cessary to build a script to read and fix the contained files, since they
did not comply with the JSON definition. After having read the content
of the files, it was determined to export these to a relational database
for better data analysis.

ML can be done in languages like Python or R. Because of prior
experience, it was decided to use Python as the programming language,
but nevertheless the use of R as a second platform for ML programming
is encouraged. Packages such as NLTK (Natural Language Toolkit) and
Pandas (data manipulation and analysis) were used for the NLP task
and data preprocessing. Finally, Precision & Recall analysis will be
applied in order to analyze the results obtained.

4.2. Information retrieval

At this stage, data can be collected in different ways. The main goal
of this step is to take the data and make it available for further pro-
cessing. Building a web crawler is a common practice to collect data
(Guo, Barnes, & Jia, 2017; Hu & Chen, 2016; Marrese-Taylor,
Velásquez, Bravo-Marquez, & Matsuo, 2013). A crawler can get public
data available and store it in order to be processed in the next steps.
Other way is using datasets published for academic purposes, as pre-
viously mentioned. Both approaches are supported by the framework
and the way the data is obtained is not relevant to the framework. Thus,
Yelp dataset was chosen to conduct the study. Yelp dataset is greater
than 2GB being one of the bigger ones available for research purposes,
and it also contains natural language comments related to a 1–5 scale
valuation. These facts make the dataset adequate for testing the pro-
posed framework.

4.3. Data preparation

In this phase, the content of the JSON files of the Yelp dataset was
analyzed, which consists of five files: Review, Business, User, Tip and
Check-in. As mentioned before, these files were exported to a database.
However, this step is merely optional since many organizations can find
that due to their day-to-day operations, it is neither possible nor prac-
tical to perform this operation. This is not a drawback since the JSON
data reading techniques can easily do this task; it was done this way for
better data analysis. The file processing has been implemented by
means of Python scripts: these processes fix format issues in the JSON
files and they also amend lost values or other anomalies (Habib et al.,
2016). Finally, these processes prepare the data to be processed in the
next phase.

4.4. Structure and modeling

The structure and modeling phase was comprised of analyzing the
existing tables. Then the relations shown in the Entity-Relation (E–R)
model of Fig. 3 were discovered:

As can be seen in Fig. 3, several relations between the entities of the
model could be established. With this information in hand, a substantial
understanding of the data was achieved. For example, it was found that
the review and tip tables are more related to other tables in the E–R
model, and a review registry does not point directly to a certain cate-
gory, but rather is related to a business unit which in turn is related to
many categories through the categories field. The categories field is user-
described, meaning that users indicate what the business’ services are.
Therefore, a hotel can be related along with other categories, for ex-
ample: casinos, tour, food, bar, event, wine, etc. A relational database
was created in MySQL according to this structure in order to process the
dataset as well as to refine and retrieve the data related to each record

(text reviews, number of stars, etc.).

4.5. Machine learning and natural language processing

As previously stated, our goal was to study reviews related to
tourism services, specifically hotels. Thus, to distinguish which reviews
were related to hotels, a subsample of reviews was taken by relating this
table to business in SQL language. Then, from this subsample, only the
“stars” and “text” fields were considered for the ML phase. These fields
are of major importance since they reflect how the user rates services in
both quantitative and qualitative aspects. For a same business unit,
users express their feelings in different ways, making it of great interest
to study how words and expressions used are related to the “stars”
assigned.

As noted, for the ML phase it was necessary to have the information
of reviews (stars, text) in a file. However, this data needed additional
cleaning since there were many elements encountered in web forms
(special characters, blanks, nulls). This data cleansing was done by
executing a SQL instruction to eliminate noisy data. Stop words and
punctuation were removed from the reviews, which were also trans-
formed to lower-case.

At this phase, PLN techniques are incorporated into the framework
to preprocess the available corpus for allowing more adequate proces-
sing by means of ML techniques. PLN is related to disciplines such as
sentiment analysis where both PLN and ML techniques come together.
Therefore, PLN allows to complete this stage of the framework giving a
greater sense to the subsequent tasks of ML. Python and the NLTK
packages have been applied for developing this stage. In the construc-
tion of the ML model, Python or R were options to consider. The final
ML development has been based on Python in order to maintain the
previous processes in the same language. NLTK and Pandas packages
(for data manipulation and analysis), as well as the Scikit-learn tool, an
open source Project widely used by industry and academy (Mueller &
Guido, 2016), have been applied for the development of the ML pro-
cesses.

After running preliminary models on the data, it was discovered that
the distribution of samples was biased towards reviews having one or
four-to-five stars, making those with two and three stars the least pre-
sent in samples. Such biasing was causing the MLM to focus more on the
edges and less in the center, and so it was decided to choose a balanced
sample of reviews. The final dataset consisted of 66,410 reviews, with
13,282 reviews for every star; 75% of the total was for training and 25%
for testing phases.

4.6. Machine learning model

The first aspect to consider in the model was what vectorizer (which
transforms words into vectors) to apply to the data. Having
CountVectorizer (Pedregosa et al., 2011; Scikit-learn CountVectorizer,
2018) and TfIdfVectorizer (Pedregosa et al., 2011; Scikit-Learn
TFIDFVectorizer et al., 2018) as the main choices, both were tested,
finding that the latter performed better for data. The next step was how
to set up the TfIdfVectorizer: i) data was stemmed via the tokenizer to
use text in its root form, ii) terms that appear in more than 50% of the
documents or in less than five documents are ignored, iii) the maximum
number of features to be considered are 30,000, and iv) n-grams were
considered in the range from 1 to 2.

There were two reasons to consider 30,000 as the maximum number
of features: first, the raw number of features was above 100,000,
leading to low performance and prediction of the ML classifier; second,
because it was the most optimal value that fit the data. These con-
siderations in the vectorizer and prior data preprocessing help to avoid
overfitting since many tests were executed with different classifiers and
combinations of data (as later explained) and it was not necessary to
tune a new vectorizer for every test.

The parameters selected for TfIdfVectorizer try to avoid overfitting.
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The Python tokenize method is based on the SnowballStemmer from
NLTK library, which lowercases each string and translate each word to
its root form: it contributes to decrease the corpus size (features), fo-
cusing on find the most common terms in the text.

The classifiers used for the test were: Multi-layer Perceptron (MLP),
Support Vector Classifier (SVC), Logistic Regression (LR), Linear
Support Vector Classification – L1 and L2 penalties (LSVC L1 & L2),
Linear classifier with Stochastic Gradient Descent training – L1 and L2
penalties (SGD L1 & L2) and Naive Bayes (NB). Other classifiers were
also tested during preliminary tests, but they were low in accuracy and
thus not cited in our work. Table 1 presents the parameters for the top
three classifiers.

As mentioned above, several combinations of data were used during
the tests. Initially it was considered to train classifiers with a multiclass
classification for the five stars available. However, the results in accu-
racy were around 57%, and it was then decided to reduce the number of
classes. Next, 1 star was chosen for negative, 2, 3 and 4 stars for neutral
and 5 stars for positive, leading to an accuracy of 73%. Finally, after
considering previous research (Chang et al., 2017; Ghaddar & Naoum-
Sawaya, 2018; Qiu, Liu, Li, & Lin, 2018) where the authors have used
datasets for binary classification, it was decided to perform two tests
using: (i) 1 and 2 stars for the negative class; 3, 4 and 5 for the positive,
or (ii) 1, 2 and 3 stars for the negative class; 4 and 5 for the positive,
with the results improving for the first combination of data. Table 2
shows the results for the classifiers in binary classification. Also, cross
validation technique (v-fold cross validation with 10 folds) has been
included in the experiments in order to prevent overfitting in the
classifiers. The results obtained using or not cross validation are quite
similar. Therefore, in order to reduce the computational complexity of

the framework, the evaluation results detailed in Table 2 are for ex-
periments without cross validation.

5. Discussion

5.1. Machine learning model

The results show that the best classifiers for text categorization were
MLP, SVC and LR. However, the algorithms were further tested eight
times to compare the performance prediction accuracy. This is shown in
Fig. 4, where the dots relate to the accuracy attained in each of the eight
times the model was run.

Knowing which classifier best predicts positive and negative reviews

Fig. 3. Yelp Entity-Relation model.

Table 1
Main parameters of machine learning algorithms used for the model.

System Parameters

MLP activation= logistic, alpha=0.001, epsilon= 1e-08,
hidden_layer_sizes=(100, 100), learning_rate= constant,
learning_rate_init = 0.001, max_iter= 200, momentum=0.9,
power_t= 0.5, random_state= 1, shuffle=True, solver= adam

SVC C=1.0, cache_size= 200, coef0=0.0, decision_function_shape=ovr,
degree= 3, gamma= auto, kernel= linear, max_iter=-1,
probability= False, shrinking=True, tol= 0.001, verbose= False

LR C=1.0, dual= False, fit_intercept=True, intercept_scaling= 1,
max_iter= 100, multi_class= ovr, n_jobs= 1, penalty= l2,
solver= liblinear, tol= 0.0001, verbose=0

Table 2
Evaluation results for binary classification (average for 10 runs).

System Precision Recall F1-measure Accuracy

MLP 0.88 0.88 0.88 0.882
SVC 0.88 0.88 0.88 0.878
LR 0.88 0.88 0.88 0.879
LSVCl1 0.87 0.87 0.87 0.868
LSVCl2 0.87 0.87 0.87 0.869
SGDl1 0.86 0.86 0.86 0.862
SGDl2 0.88 0.88 0.88 0.878
NB 0.86 0.86 0.86 0.860

Fig. 4. Boxplot comparison of Machine Learning classifiers.
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allowed us to perform further data processing leading to insights that
helped answer the questions posed earlier in this chapter. During pre-
liminary tests with five-star classification, it was important to de-
termine the sentiment score per category (stars), which is very helpful
for processing the data in a quantitative manner. The boxplot in Fig. 5
shows the distribution of sentiment score for five classes, where 1 is
absolute positive and -1 is absolute negative.

As can be seen in Fig. 5, reviews rated 1-star have a neutral senti-
ment score slightly skewed towards negative; as rating increases so does
sentiment score. This figure also allows us to analyze the information
for the qualitative aspects, since it could be interpreted as: users that
rated 1 star have a rather neutral sentiment towards the business unit,
but also that this sentiment is not that negative, indicating that these
are areas of opportunity for improving customer service. On the other
hand, reviews having a 5-star rating have a sentiment score in the po-
sitive area that barely reaches half of the absolute positive score, which
also implies that many services could be improved in the area of cus-
tomer care.

In regard to binary classification, Fig. 6 shows the distribution of
sentiment score for one and five stars. This figure also allows us to
process data for quantitative aspects: the representation of class 1 (one
and two stars) is very similar to the representation of class 1 in Fig. 5,
indicating, based on word weight, how similar the reviews for one and
two classes can be. Then for class 5 (three, four and five stars), Fig. 6
shows that even though the grouping of these reviews has a positive
sentiment score, the overall sentiment does not even reach half the
positive score. Visualizing customers’ mood this way will enable

decision makers to take proper actions in a timely manner; this re-
presentation quantitatively shows how sentiment polarity is distributed
if it is portrayed in a binary manner (absolute positive and negative).

To determine the main words that customers express in their re-
views (the second question), the TFIDF coefficients of features were
explored using the logistic regression classifier, which is presented in
Fig. 7. These results show the main words that users express concerning
services. In this figure, 0 represents neutrality, whereas negative values
represent the most negative words mentioned across reviews; the right
side of the figure shows the most positive words included in reviews. In
other words, it could be said that Fig. 7 shows the analysis of the in-
formation both qualitatively and quantitatively. The words below the
bars are the stemmed words in their root form.

Fig. 7 is considered by the authors as the one that shows more in-
formation regarding qualitative aspects of data. As seen on this figure,
certain terms as “beauty”, “great” or “love” reflect positive image of
business as expressed by the users, whereas terms as “worst”, “horribl”
or “terribl” surely express disappointment when staying in a hotel or
using certain services. The figure above shows the top of the best and
the worst terms found in the corpus from a qualitative aspect, however
during data experimentation other terms regarding specific circum-
stances as “air conditioned” or “parking lot” were found with lower
TFIDF coefficients, these elements could be exploited in further re-
search to discover more qualitative results.

These results show that by using the methodology proposed in the
first stage of the framework, interesting insights can be obtained from
unstructured heterogeneous data. Results obtained by the framework
were able to process information both qualitative and quantitative. By
integrating different elements, this paper has proven that companies
and organizations can use ML to find hidden patterns in data that will
allow them to gain competitive advantages to outperform competitors.
Regarding the data used in this study, the results still apply to a variety
of businesses in the tourism domain, which in turn belong to different
cities; this issue could be considered somewhat misleading towards the
outcome of the MLM. However, as mentioned above the shortage of
public data (Jimenez-Marquez, Gonzalez-Carrasco, & Lopez-Cuadrado,
2018) to conduct these type of studies influences the sample size, this
was a constraint for the train and test datasets used since a ML algo-
rithm learns better when it has more data to learn from.

The authors consider that this does not limit the use of the frame-
work for future research, the methodology proposed for the first stage
can lead to similar or even better results for a more specific case of
study when more data are available. Moreover, further analysis tech-
niques could have been applied, and different results could be obtained
from data, nevertheless this study is focused on presenting the frame-
work and a case study based on its application, leaving for future re-
search the integration of additional techniques to get results for dif-
ferent case studies. Ultimately, since there is not a total correspondence
of the ML algorithms available for text analysis in BD and non-BD en-
vironments, the design of the ML algorithms selected to construct the
model should be done with caution.

5.2. Framework discussion

The rapid time of development and the short time to market in to-
day’s world limit the time that data scientists have for data analysis in
companies. However, every data analysis project should follow a
methodology to ensure high quality results. The proposed framework
follows a series of two stages divided into several phases for data
analysis for BSD. The first stage can be done in a non-BD environment
and the proposed framework highlights that a conceptual model must
be created before analysis. The MLM constructed in the first stage is
intended to serve as a base for the BD analysis expected to occur in
stage two. This is because the two stages have the same purpose: to
analyze a set of supervised data in different environments. The frame-
work as a whole is not linked to a specific provider, methodology or ML

Fig. 5. Boxplot distribution of sentiment score for five classes of reviews.

Fig. 6. Boxplot distribution of sentiment score for binary classification.
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algorithm, which is what authors consider the proposal’s strength re-
garding other BD frameworks in the existing literature, as mentioned in
Section 2 and summarized next. With respect to the framework pro-
posed by Vajirakachorn and Chongwatpol (2017), the steps these au-
thors propose in their framework share many similarities with the
phases proposed in this paper (set up objectives, collect data, analyze
data by ML techniques, etc.), however, (i) their framework does not
consider the analysis of textual data; (ii) the data management tech-
niques proposed are related to business intelligence and database
management tools, whereas the proposed in this paper does consider
integrating BD tools and techniques; and (iii) their framework is in-
tended to work with only structured data, while the proposed frame-
work can analyze both structured and unstructured data. The frame-
work proposed by Habib et al. (2016) has as its main purpose the ‘big
data reduction at the customer end’. Even though this framework
considers more elements regarding the BD infrastructure and metho-
dology with respect to the proposed framework, as previously men-
tioned, the aforementioned BD framework does not consider the in-
tegration of ML and NLP for data analysis to solve specific challenges
when dealing with supervised data. The framework proposed by Yuan
et al. (2016) considers tourist information crawled from travel blogs,
and they “implement the frequent pattern mining method” to identify a
city’s popular locations by creating word vectors to construct a word
network. Even though this framework works with tourist information
extracted from reviews, it is limited to this domain, while the proposed
framework is able to work with several domains.

Thus, the main theoretical implications of this research, regarding
tourism domain, can be summarized in two main aspects. First of all,
although other related frameworks could be found in the literature,
they are usually linked to a unique technique to solve a particular
problem or they are more complex (the internal structure of the fra-
mework is bigger). Therefore, in this case, the novelty resides in two
fundamental aspects: (i) the processes to accelerate the delivery of re-
sults have been simplified, so there are fewer stages than in other re-
lated frameworks, and (ii) the techniques to solve analysis problems
could be improved or even replaced in future research in order to im-
prove the results, so the proposed framework is able to adjust to new
conditions. Finally, considering the adaptability of the framework, it
can be used a basis for future models for different problems and even
domains. In this proposal, the capacity of the framework has been
tested and explored with supervised data, but a future line of research
could be to include data for different machine learning algorithms
(unsupervised, reinforced, semi-supervised) since, in practice, the data
obtained from Social networks is not tagged (Facebook, Twitter, etc.).
Therefore, tourism companies could find value and extract knowledge
from this social networks data if these solutions are explored.

In the practical side, companies in the tourism sector that have
quantitative/qualitative data could take advantage of the data analysis
features proposed in this research. Thanks to the adaptability of the
framework, another type of tests could be performed by applying ad-
ditional techniques in order to obtain new indicators for companies in
the tourism sector. Finally, one of the most interesting practical im-
plications lies on the fact that the proposed framework performs the
data analysis in two stages, so that companies or organizations before
deciding to mount or contract a Big Data architecture for the second
stage, can carry it out a proof of concept in a smaller environment with
the first stage. If favorable partial results are obtained, a big data ar-
chitecture could be introduced in the company. Furthermore, this two-
stages framework also allow to verify if the analysis of the data requires
big data techniques depending on the volume of information to deal
with and the hardware capabilities of the company.

6. Conclusions

The industry 4.0 is generating more data than ever before in the
history of humanity. High-level techniques to store, manage, analyze
and visualize data are being continuously created. However, this wide
spectrum of possibilities to conduct a study or research using such a
variety of elements makes it difficult to choose a certain development
path to achieve the best results in the shortest time. Having a clear goal
of what the expected results are, is the most important aspect to con-
sider before conducting a study at this level. The framework is proposed
to serve as a bridge between data analysis and technologies.

The most important aspects of the framework are: (i) it is a two-
stage framework; the first is mainly focused on getting the data ready
and finding the optimal MLM to analyze data; the second is concerned
with setting up a BD infrastructure able to perform analysis and vi-
sualization tasks; (ii) with respect to other existing frameworks, the
phases in the first stage have been reduced in order to get results in the
shortest time by reducing complexity allowing the inclusion of new
domains and algorithms; and (iii) the MLM is not related to specific ML
algorithms, and therefore it increases the flexibility to use the frame-
work since existing ML models can be incorporated to compare existing
results. In this paper, results shown are limited to the first stage, and the
data available is limited to the Yelp dataset. Not all the methods applied
in the first stage can be scalable directly to big data analytics techni-
ques. Since there is not a total correspondence of the ML algorithms
available for text analysis in BD and non-BD environments, future re-
search is centered on the application of the results of the first stage in
the second one by means of BD specific ML algorithms and techniques.
Future research should also be able to explore how to extend the fra-
mework through the integration of advanced machine learning

Fig. 7. Depiction of TFIDF features.
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methods. Moreover, it is proposed to expand the research through a
study that explores the differences between the two computation
paradigms exposed (big data and not big data) to specify why these
differences sometimes prevent the same methods from being used.

Current experiments have been limited to Yelp dataset. Future re-
search can consider information from other sources (by agreements
with social networks or by crawling public data). Also, future research
will include variations in the algorithms applied in order to consider
more sentiment categories as well as visual analysis of data. In the area
of analysis, as mentioned in Section 4.5, the classification of reviews
has been limited to two sentiment categories. Future research will ex-
pand the number of categories in order to consider five categories.

The analysis of how users rate services both quantitatively and
qualitatively is an ongoing subject of study in computer sciences.
Complex aspects in the subjectivity of text reviews and the many fea-
tures existing in the datasets (price, location, opening hours, influen-
cers, etc.) make data analysis in the BD era a permanent and evolving
task. Only companies that integrate these methodologies into their
business strategies can evolve and stay ahead of competitors in this
data-driven age.
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