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“Department of Computer Science and Communications Engineering, Waseda University, 7 . Japan

Abstract

Mobile edge computing (MEC) is a new network architecture that puts computing capabili.. < and storage resource at the edges of
the network in a distributed manner, instead of a kind of centralized cloud computi .g architecrure. The computation tasks of the
users can be offloaded to the nearby MEC servers to achieve high quality of compu ation exi erience. As many applications’ users
have high mobility, such as applications of autonomous driving, the original MEC" se. ~+ - .th the offloaded tasks may become far
from the users. Therefore, the key challenge of the MEC is to make decisions - n wk _ and when the tasks had better be migrated
according to users’ mobility. Existing works formulated this problem as a se.* .itial .ecision making model and using Markov
decision process (MDP) to solve, with assumption that mobility pattern of tu. nser. "~ known ahead. However, it is difficult to get
users’ mobility pattern in advance. In this paper, we propose a deep Q-network (L IN) based technique for task migration in MEC
system. It can learn the optimal task migration policy from previous ex, -ience: without necessarily acquiring the information
about users’ mobility pattern in advance. Our proposed task migration a._~rithuu is validated by conducting extensive simulations
in the MEC system.

Keywords: service migration, mobile edge computing, deep reinforcemec. * learning
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1. Introduction ’,x‘fn’o;*emen‘r h\\\
- “
With recent years’ proliferation of various wireless compuu. ~ 0 ,/" < Handov
applications such as wearable devices, virtual reality and a” 60";’ =T UE
. . - o W s MEC Server
smart-phones, it leads to an explosion of data. " uc.. ‘re, R N &
cloud computing [1] was proposed to provide }.gh quaity .-
applications also require low latency and thr cerral cioud MEC2

computing servers need store and transmit t. m¢ idov . data.
These raised drawbacks of traditional clo.d comw., g can
be overcome by the Mobile Edge Comp ... ~ (MEC) [3][4].
The basic idea of MEC is performing the rei. >d tasks of
the application to the nearby edges ¢  rad'o access network.
The autonomous driving which is ¢ vrer .ly most concerned

topic usually involving diverse kir Is ot .. ~king dealing (e.g. Figure 1: UE’s movement makes its connection to base station from eNB 1

localization, road visualization and route planning). By to eNB 3. The network should consider the problem whether to migrate UE’s
using the MEC technology, cellui.. < veraf srs (the autonomous offloaded tasks from MEC 1 to MEC 3.

vehicles) can fulfill multiple t~ ... efficic .tly.

Still we are confronting aany ch llenges regarding MEC
technology [5]: (1) computa.’on off yading; (2) allocation of
computing resource ancd o) mooility management. In this
paper, we focus on the ast one. Mobility management is the
problem about how to gu rante- the service continuity for the
applications, if the = ~amipments (UEs, we also use "user" to
point UE) roams froi. o' ¢ network region to another. Several

elNB 3| | VM

eNB 2
of service (QoS) for the applications [2]. Meanwh.. = sc ne
s
3

FMC Controller

methods are provided to tackle with UEs’ mobility problem.
The most direct method is adapting the evolved node B (eNB)
or small-cell eNB (SCeNB) transmission power for the offloaded
applications. However, it can only be feasible for the UEs with
a low mobility. As for the autonomous driving applications,
the virtual machine (VM) migration (or equivalently, task
migration) model should be introduced to guarantee the services.
Even though task migration migration may spend more time and
*Corresponding author _ backhaul resources for the transmission between MEC nodes,
Email address: cheng.zhang@akane.waseda. jp (Cheng Zhang) it can bring us the benefits when the autonomous vehicles
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to be a tough problem to how to maximize the migration gain
under the restriction of migration cost.

The paper [6] formulated the problem about VM migration
as a continuous time Markov Decision Processing (MDP)
and design a policy to determine whether initiating the VM
migration. The [7] also use MDP to deal with the VM
migration but it always initiates the VM migration as long as
the UE is bounded by the thresholds. The main drawback for
[6] and [7] is that their proposed methods all are based on
one-dimension models. Actually, the general setting for the
VM migration involves 2D mobility. The paper [8] improve
their VM migration process by a mobility prediction: estimate
an advanced throughput when roaming throughout the network.
However, to make satisfying prediction, it requires to acquire
large amount of information. In [9], they enhance the VM
migration decision processing in the field of minimizing the
total cost during a period time by predicting future migration
cost under a specific predicting error bound. But it will be
hard for this offline algorithm to be applied in the real world
because of its high complexity. In [10], it focuses on the load
of individual MEC serves that may have impact on the VM
migration. The authors propose online control algorithm to
minimizing the overall transmission and reconfiguration costing
during the VM migration. The paper [11] introduce a protocol
architecture in dealing with the mobility management but for
optimizing cloud access problem.

In this paper, considering the practical challenges faced by
the autonomous vehicles with MEC technology: vehicles are
with high level mobility and changing mobility pattern. Ve
propose a method based on the deep reinforcement learning
(DQN) to tackle the problem. Reinforced learning pro+’ ~scan
be described as an agent learning continuously from “.iteracti ns
with the environment to achieve specific goals such a> ~hiev’ ag
maximum reward values. And at the initial state the agen. will
rarely have ideas about decision making or the -ask It re _eives
a reward from its performance about the te k. . "eo tically,
it will become easy for agent to make an »timal decision if
agent explore whole states and acquire corresp. ~ding values.
However, in the real word especially o’ . .. “tonomous vehicles
application, it seems impossible for t' ¢ agr at to experience all
situations let alone the situations are not . ‘stant. Therefore, we
propose method based on the DQN to g neranze the experience
rather than know all situations. DN i . a ne .ral network version
Q-learning. And the Q-functior ~oula . ~ .xecuted by the neural
network, but it is not simply ceplace.” DQN provides a stable
solution for deep value-basea -einforc ment learning problems.

There are main three ¢~ *“ibuwu...s about this paper:

* We formulated tl > seque itial decision problem that
deal with where an. ~_n to migrate the tasks using
reinforcement , .. _ “amework.

o

* We propose an algo. ‘thm based on a deep Q-learning neural
network to solve task migration decision problem without
knowing users’ mobility pattern.

 Substantial simulations have been done to validated the
proposed deep reinforcement learning based algorithm,

and the results prove our method’s usefulness and
effectiveness.

We organize the rest sections f the paper as the following.
The section 2 , we describe re .em _~ars’ related study in the
field of MEC and its applicati-~ in the aatomatic driving. The
section 3, defines our syste .1 mc lel. Section 4 formulates the
problem which can be solve ' )y our proposed reinforcement
learning based technique. Sectic.. 5 explicitly illustrates our
proposed algorithm. & __"on 6 .hows the simulation results to
valid our algorithm  ctic . ; '~aws out the conclusion.

2. Related Wo!

Previous vorks enable the mobility of users via handover
procedure « nce .ser. choose to change the serving eNB/SCeNB
when rorming thro- gh the networks in order to insure the QoS.
A user offlo.. '« the computation tasks to a MEC server in one
locati ~n. and w- h the user moves far away from the MEC server,
the “stanc *- .ween the user and the MEC server becomes long.
Then, tu. » delay is large for the user to use the original MEC
. ver. Lnerefore, task migration comes to be a novel approach
to be . “ilized in the MEC service.

. '~ migration mainly mediates about two parts: the cost and
.« for migration. On the one side, the cost represents the time
co. sumption for the task migration, and the resources consumed
1, network backhaul in transmission of the tasks between the
MEC servers. One the other side, the system can obtain gain
from the view of lower delay between the the user and MEC
server.

Talebetal. in [12] proved the influence performance to the UE
in VM migration. they employed the Markov chains to describe
the mobility of UEs. In the case of without VM migration, the
probability decreases as the distance between the eNB and the
user increases, as well as higher detention. In contrast, one UE
connects to the optimum mobile edge computing server with the
lowest time delay while may pay more cost on the process of
migration.

Taleb et al. extends their work to [13], in which applied a
MDP based algorithm for optimizing task migration decisions,
and studied their implementation on Software Defined
Networking (SND) technologies, or the Locator/Identifier
Separation Protocol.

Ksentini et al. in [6] proposed to use follow me cloud (FMC)
to implement mobile edge computing, and they considered about
an optimal threshold policy to decide migration or not. Each
time the handover performed by the UE, the decision policy tries
to perfume the execution judgment. If the cost is higher than
the gain, the computation task is kept in the present MEC server
instead of migration and vice versa.

Similarly, Sun et al. in [14] also researched the topic to
obtain benefits from VM migration while considering the extra
cost. They proposed a strategy to decide if the task migration is
supposed to be executed or not. They proposed an mixed-integer
quadratic programming based heuristic algorithm to solve the
formulated problem since it is proven that the target problem is



NP-hard. Moreover, the paper also gives the impact of parameter
weighting on cost and gain.

Wang et al. in [7] formulated the task migration problem
by Markov decision process, and then proposed a low time
complexity threshold policy for task migration . The purpose
is to reduce the whole cost during the VM migration as much
as possible, where the cost is defined as the time delay for task
migration. The results show that the optimal threshold is always
better than never migrate or always migrate.

Not like the one dimension mobility model in [6][7], Wang
etal. in [15] considered two dimension mobility model and real
trace mobility trace. A sequential decision making problem is
formulated and a optimal algorithm with time complexity O(N?)
(N is the hops between the user and the MEC server that has
user’s task) is proposed.

Nadembega et al. in [8] improves the migration process
via a mobility prediction. The scheme makes it possible to 1)
evaluate the throughput between each MEC server and the user
as the user roams throughout the network in advance; 2) evaluate
the duration windows for the user performing handover, and 3)
select the optimal MEC servers for task migration management
scheme according to offered throughput. The problem is that
it needs much information and does not consider the cost of
migration, which is not generally used in reality.

Authors in [9] and [15] demonstrated the improvement on
the mobility prediction and found the upper bound on the errcr
of mobility prediction. Similar to [7][15], the objective is tc
minimize the sum cost of task migration. The paper proposed
an offline algorithm to get the optimal sequence decision . - a
certain look-ahead window with size K, which stands for the
time to which the cost forecasting is done. The task m’_ ~tion’s
performance strongly depends on the size of K. In tt & propo. =d
scheme, only single-UE problem is formulated. Fu. “ermc e,
[15] extended the paper to consider multiple 7 Es offlo. «ing
multiple tasks to the MEC server. Since iev'ous ffline
algorithm is too complex to be used in reali‘y. '1..°v 1 oposed
an online approximation algorithm, with or . ~erforming no task
migration and keep migrating policy by avout 5™ and 50%.

Until now, all of the researches on tas’. .. ‘gration omitted the
influence on scheduling of workload. Urg: onkar et al. in [10]
firstly mentioned the issue of risk being «. ~cted by a load from
independent MEC servers. It may - uffer from some defects such
as 1) a broad understanding of us. “m oilit and the statistics of
request arrival process is rather Yifficu. - 7) the time complexity
of the problem is very hig' and Z the optimal solution is
needed to be recalculated du - to any changes in mobility and
arrival statistics. Authors* [10;...uenced a new methodology
surmounting these disac vantage. of the Lyapunov optimization
framework. An online ‘ontrol Jgorithm that decides where
the task should be mioratea w, minimize total transmission and
reconfiguration costs ‘s p’ opused.

The paper [16] stud. : the topic about how to minimize the
overall time of migratioi.,, when the VM migration will be
executed. The paper gives out an algorithm to reduce the sum of
data transmission in migration. More data with low compression
will be transmitted. In the opposite, high compression rate
can result in a significant reduction in data transfers during

migration, but with increases of time for data compression.
Hence, the paper proposes that the compression ratio is
dynamically adjusted according t- the available bandwidth of
the return trip and the workload - < the MEC server. Simulation
shows the superiority of the sch. me w. " the dynamic adaptation
to deal with the variations of - .. "lable bandwidth in the process
of task migration.

Authors in [11] demonstrawc  that proper task migration may
not only reduce latency to. *ask cxecution, but also increase
system throughput. [17 . oposeu alocator/identifier separation
protocol (LISP) bas d pr cocu. for cloud access optimization.
Once the user encoun.. < a delay that exceeds the maximum
tolerance threshr .a, the tasg starts to migrate to a new MEC
server.

Qiuetal. in [1. »ror hsed one optimal and one near-optimal
heuristic 2 gorith~s to solve the real-time heterogeneous
task assign e . prc olem when different tasks have different
executio.. “‘me. 7+ s et al. in [19] considered QoS requirements
of tasks of a..‘ributed systems, and proposed a fault-tolerant
scheau 'ngalgc ithm with QoS needs on heterogeneous clusters.
Qiu .- al. . [20] studied green cloud. They proposed a
genetic-h.. ~d algorithm that can not only schedule and assign
ta.""s to cores in the chip multiprocessor system, but also
proviac. a phase-change memory multi-level cell configuration
th? . va.ances the phase-change memory performance as well as
v > efficiency.

vifferent from aforementioned papers, our proposed DQN
[21] based algorithm is aimed to solve the task migration
problem for MEC without the knowledge of user’s mobility
pattern. Its effectiveness is shown in two aspects: (1) fast
convergence rate (2) without depending on knowing user
mobility in advance.

Observation,
reward

Figure 2: Illustration for reinforcement learning.

3. System Model

In this section, we describe the system by defining the
necessary notations. We consider that there are M distributed
MEC servers equipped with cloud computing resource attached
to base station eNB, and there is only one user moving
from one place to another. The location set of eNBs is
defined as £={1,...,L}. It is assumed a time-slotted model
as te7={1,2,..,T}. At time ¢, the user should connect to one
of eNBs at some location index ;€ L. The user offloads its
task to MEC server at location index ;e L. User’s current



Table 1: Notations.

Notation  Description
M M={1, .., M}, MEC server set.
T the time slot set.
t t € 7, the time slot.
L L={1, ..., L}, location set.
I; l; € L, user’s location index at time 7.
lg Iy € L, user’s location index where he

migrate his task to the MEC sever.

U u; = |l; — Ig| is the distance between user’s
current location (I;) and user’s location (I)
where he offloaded his task to MEC server.

Sy s; = l;, state of user.

a; FMC controller’s action at time 7.

A FMC controller’s action set.

a® a” means the action of no task migration.

a' a' means the action of task migration.

B The parameter that measure the cost of one
hop between eNB.

c/(sy,a;)  cost at state s, when choose action a, at t.
C(s;) cost of task migration.

H replay memory.

Q state-action function.

bis FMC controller’s policy.

IT FMC controller’s policy set.

ri(s;,a;)  FMC controller’s reward at time ¢.
¢.(s;)  function at time ¢ about mapping from one

state s; to an action decision.

&; optimal action decision at time f. an action
decision.

0% the discount rate

a the learning rate

€ the trade-off between exploitat'on . 4
exploration

location index /; is not necessary equal to .he i« ~ation [y where
he/she offloaded hisher task due to user’s ~ovemen.. We define
u; = |l — Ig| as the distance betwee’ use ’s current location
and user’s location where he offloadea . ‘< task to MEC server.
Whenever user moves to a new locz (on. FM controller have to
make a decision whether to migr te tt 2 tas”". from MEC server
at location /g to the MEC server at ¢.. ~en’ focation /;.

We utilize the reinforcemr .nt lea ning technique for FMC
controller to make the task m. eration = ecision.

The general idea of rein® cemw... .carning is that by gradually
interaction with the env ronmen. ( shown as Fig. 2), agent will
be able to make better a ~isions asing the past experience. At
the initial state, the agent iwely has the idea about how to
take action or even \ hat .nc cask is. Then according to agent
performance of this tasx it will obtain a reward as the feedback.
Theoretically, agent coula make the optimal decisions if it can
explore whole states and obtain corresponding values of its
action. Nevertheless, it seems impractical to experience the
total situations. When some unknown situations occur, the
agent could have difficulties making good decision because it

FMC Controller (Agent)

e

DN’ {

State e : >\

M~
8t ? i
= tion

eNB @
G T migration
-
MEC] MEC]

[g\, Movement __
] — —m— === —

UE Environment UE

F
Observe !
reward

state S

Figure ?  An deep Q-network based modeling.

lacks the . “ili*"es of generalizing the past experiences. Because
of this, "N [21] was introduced to deal with generalizing agent

ouneane problem. DQN can help agent predict Q-value based
on g.~eral Q-learning [22] by utilizing deep neural networks
N 23], DQN will establish maps between the agent
1 (erent states actions to its corresponding reward values shown
as Hig. 3. Therefore, agent could make optimum task offloading
v cision by directly choosing the action that achieve the highest
Q-value.

We formally define the elements in reinforcement learning
model for our system as follows.

* agent: The agent is FMC controller. The FMC controller
has all the information of eNBs and corresponding MEC
servers. The FMC controller also knows which eNB the
user is associated with and the MEC server that the user
has offloaded the tasks. The FMC controllers determine
whether migrated UE’s task on MEC servers.

e state: The state at time slot t € 7 is defined as s; = u;.
Please note that u, is absolute difference between user’s
current location index and the location index where he
offloaded his task to MEC server. User’s movement
changes the state s;. If s, = 0, it means that user is still
in the same location as the MEC server with the user’s
offloaded tasks.

* action: The agent, FMC controller, takes action to migrate
user’s tasks to the current MEC server from original MEC
server, or do not migrate. The action at time ¢ is denoted
asa; € A = {ao, al}, where A is the action set, ay means
the action of no task migration, and a; means the action of
task migrations.

* reward: At each time ¢, FMC controller gets reward based
on its action, and current state. The reward is defined
as the difference between the quality of service and the
migration cost. The quality of service is determined by u;,



the difference between user’s current location index and the
location index where he offloaded his task to MEC server.

q(s;) =D — du, 1))

where D is the maximal quality the user can enjoy, and
it is a decreasing function of u,, which means that the
user’s quality decreases when the user gets far away from
the offloaded MEC server. Then, task migration become
necessary. As for the cost needed to migrate a task from
one MEC server to another one: (i) the cost of converting
a task to be executed on a new MEC server; (ii) the cost
needed for transferring the task itself over the network.
Here, we assume that different MEC server has the same
VM environment, and task can be migrated among MEC
servers without conversion. Formally, the cost of FMC
controller is defined as follows.

) _ 0 ifg =d°
ci(s ar) = { C(s;) ifa;, =a'

where the function C(s;) determines the time delay of task
migration. It dependents on u,, one simple implementation
of this function is C(s;) = Bu;, where (8 is a parameter that
measure the cost of one hop task migration between eNB.
Therefore, the reward r;(s;, a;) is defined as follows in Eq.

3)

@

|
Q

re(ss, ar) = q(sy) — ci(sg, ar) = { D— g%i:% ff Z; :

|
4

3

4. Problem Formulation

FMC controller aims to maximize the total ,um rewaird of
these time epochs through deciding the actic. ~ o’ ever ; time
epoch from the first to the last one. polic is de. ¢ 1 as the
action sequences, the details shown as the .."~wing.

Definition 1. The FMC controller’s » ..~y is about taking
actions from the time t = 1 to t = co defir 2d as the following
Eq. (4)

J

here ¢,(s;) is a function at tii 1e t abo. * mapping from one state
sy to an action decision.

= {¢,(st), Vie{l, .. oo 4)

The IT is to represent th : set of . ~. If the task migration policy
7 is employed, the corre. ~ondine state is expressed as s}'.

The goal of the FMC couuvller is to reduce total expected
reward from the time * = . . ¢ = oo with an optimal policy 7*
( shown as Eq. (5))

Z 7r,(sf, az)l (5)
=1

where vy is the discount-rate and y € [0, 1].

max E
rell 1

The optimal policy represents the optimum solution to the
defined problem in the Eq. (5). Note that in order to achieve
the global optimum, the action at ¢very particular time ¢ should
consider about the both current 'nd future expected cost. In
other words, at time ¢ the optinr al ac.. = for the problem shown
as Eq. (5) may not be the be . ~tion for its current time. The
objective function aims at .inir .izing the total cost including
the problem Eq.(5) and delay . st caused by the migration.

5. DOQN Based Task g ration Algorithm

The reinforcemen. '~ arning model is that an agent can
make optimal ac*’...s by g.adually interact with the unknown
environment to Hbtain i1 ‘ormation. In this paper, the agent is
FMC controller. The st- e is the distance between the optimal
MEC server and original MEC server that have user’s offloaded
task. The . <tic . is ’hether to choose task migration from the
original *EC servr _ to the optimal MEC server or not. There is
a reward rei. ~d to FMC controller’s action selection for every
time « ~och. Th- FMC controller’s object is to get the maximum
tota” vewa. ' =" the whole time epochs.

There "~ one crucial part in the reinforcement learning: it
1. ~ 1o make tradeoff between the between exploration and
explo.. "tion.

. ., 'itation: Based on current known information, the best
'~ cision is made by FMC controller. exploration: Explore
un. nown areas, such as actions that are not executed in this state
beiore a state is executed. So the purpose of the FMC controller
1sing exploitation and exploration is to obtain a strategy with
the highest long-term benefit, which may have a loss to the
short-term reward. If there are too many exploitations, then the
model is more likely to fall into local optimum, but there are too
many explorations and the model converges too slowly.

At the beginning, the FMC controller has no experience.
Hence, it need explore to obtain the information of reward
caused by taking some actions in the states. As long as the
FMC controller has the experiences, it will exploit the known
information of the states while keep exploration. In Algorithm
1, the parameter € is set as the trade-off between exploitation
and exploration.

Our proposed reinforcement learning is model-free. This
strategy evaluation is to calculate each state value of a strategy
without knowing the transition probability and reward function
of the Markov decision process. There are two main algorithms
to fulfill the goal, one is Monte Carlo algorithm and the other is
temporal difference (TD) learning algorithm [22]. Sometimes
the reinforcement learning problems are continuous. Therefore,
this Monte Carlo algorithm does not apply. In order to solve
this problem, TD has been proposed which utilizes the Markov
property and only utilizes the next information. The TD allows
the system to explore according to the policy guidelines, and
updates the state value at each step of the exploration. The
update formula is using the Bellman equation in Eq. (6) [24]

Q;F(St, a;) = Ey, [”t(sz’ ap)+y rga?c Qi (St+1, ar1)ls1, at] (6)

here y represents a factor between (0,1). It is usually called
discount factor. Q-value is a function of state and action. In the



Algorithm 1: Task Migration Algorithm for FMC

1: Replay memory H initialization.

2: @ function initialization with random parameters 6

3: Q function initialization with parameters 6~

4: t « 1;1; « random value from L.

5: Sets; =1

6: whiler <T:

7: I is fetched by FMC controller from eNB

8: generate a random number rnd in [0,1]

9: ifrnd>e€:

10: Select action a according to Eq. (8)

11:  else:

12: Select action a randomly

13:  endif

14:  si0 < I}

15: Calculate r,(s;, a;) by Eq. (3)

16: Store experience (sy, a, 1, S;+1) in H

17:  Sample minibatch of (s;, a;, rj, s;+1) randomly from H

18: if j + 1 is the final one:

19: Setz; =r;j

20: else:

21: Set z; =r; + ymaxy;,, Qr(sj+1,adj+1; 9/7)

22: endif

23:  Gradient descent step is executed on (z; —Q; (s, a3 6)*
by 6.

24: Reset Q=Q in every C steps
25: te—t+1
26: end while

basic Q-learning, optimum policy could simple be ge** - from
the best Q-value, Q; (s, a;), that is expressed in tb . follow. 1g
Eq. (7)

¢; = arg max Q; (s, a;) @)
areA

The mobility of the user is the transitior nrobabiliy in our
proposed Q-learning model which assu aes . “nown. The
pre-requirement in [25] will not affect t+ . ~tHoading algorithm
based on the Q-learning. Still two p’ ubler s remain as in the
paper [26] .

e (i) Great amount of states mal :s it tough to directly
implement the Q-learning. - : co .amon solution is to
established a two-dimen-.uu table wvhich can reserve the
Q-value. The row and ¢« lumn ot e table indicates actions
and states. However, this methe . also becomes infeasible
when the sizes of s’ .ies and actions increases. As shown
in [13], the define | Marko ian model also faced a state
space explosion prov ~m. e pecially when there are a large
number of loca . = The solution in [13] is to this problem
is to reduce the s.tr space by aggregating states that show
the same behavior.

* (ii) The algorithm converges at decreasing rate if the user
experience more and more states and finally proves to be
very slow. Besides, the agent lacks generalization ability
from the past experiences to some unknown states.

Hence, in this paper, using algorithm based on DQN [21] to
deal with the problem defined in Eq.(5). DNN [23] can help
FMC controller generalize its past ~xperience to predict Q value
about unexplored states. Hence. -reat amount of states is not a
problem for our DQN based al_orith.

In DQN, an approximate (s,a;6) in the action-value
function is designed for es 1maf on with parameters 6. Then
FMC controller’s policy can b chieved by the following Eq.(8)

¢; = arg glél;(( C, (st 4, ®)

Q-network conte’.is an app. oximator with weights 8. We train
the Q-network nodel a ring each iteration i so that lessen
the mean-squarec. »rror/ ASE) in mentioned Bellman equation
by changin , the value of parameters ;. Here, the optimal
objective v lur . in) q.(6), r¢(ss, a;) + ymaxg,,, Qi(Sr+1, Ars1)s
are subst ted bv *'.e expected object values

c=r(Sp,c )+ ’}’Icfllaxat(stﬂaanl;@,‘_) 9
t+1

here the , ~rameter 6 represents the previous iterations.
tne MSE or the loss function is shown as in Eq.(10).

T(61) = Bsyaprsin (2~ Qulse a1 61)°] (10)
U ing differentiating to get the loss function’s gradients.

Vo, Li(6;) =

(11)
Es, a.r0.5001 [(Z = Q; (s, ar; ei))ve,»Qt(St, az; 91‘)]

The gradient Vg, Q;(ss, a;; 6;) guides loss function in Eq.(10)
to be reduced at a feasible direction. Therefore, update the
paremeter as the following the Eq.(12)

Oiv1 = Oiv1 + aVeg, Li(6;) (12)

here a denotes the learning rate with values among (0,1).
Algorithm 1 shows our proposed DQN based task migration
algorithm. As indicated from line 16 in Algorithm 1, the
experience of the FMC controller’s (sy, ay, 11, S;+1) is reserved
in replay memory, thus without needing transition probabilities.

6. Performance Evaluation

In this section, numeric analysis is conducted to validate the
effectiveness of our our proposed DON based task migration
algorithm. We compare the proposed DQN with the following
two other cases: (i) the case when dynamic programming
based algorithm (DP) is applied [6]; (ii) the case when no task
migration is applied (No Migration).

Please note that the dynamic programming based algorithm
requires transition probability. The dynamic programming
based algorithm can obtain optimal solutions if the transition
probability is correct. However, it is difficult to get the ground
truth transition probability. We would use several "incorrect"
transition probability because user’s ground truth transition
probability usually contains noise. On the other hand, our deep



Table 2: Parameters in the simulation.

Parameters Value
L 36
T 80
M 18
time slot 1 seconds
Pr(1|) 0.5
Pr(ly+11l;) M%%m
D 36
B 10
A 18
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Figure 4: Total reward vs. No. of MEC servers when Pr(/|l) = 0.1.

Q-learning based algorithm has no requirement for transition
probability.

We use a four by four grid area in the simulati. ~ and ' 1e
number of locations is 16. At each locations, the' : are e1~" and
corresponding MEC server. The user randor «y v ks ‘n the
area with assumption that the length of time slo. "< 5 ¢ .conds.
Also set the parameter € to 0.05. The transit’ n probab.iity from
location [ to I” is denoted as Pr(/’|l). For 7 istan. ~ Pr(I|l) = 0.5
represents that the user will have 0.5 » hability at the same
place during the time period ¢ to ¢’.

Also assume that user has the same .. * ‘ntion moving to the
nearby areas. In other word, the pr oability 0. nearest locations
for user to choose next is the sanr * T’ erefr e, use Pr(l;41]l;) =
Wﬁly]écm, This transition . ~b- oility is used for DP
algorithm, while our propose . methc 1 does not require it.

We perform the simulatior. by the F sthon 2.7 version.

Figure 4 shows how t~' 1 rev...us alter with the different
number of MEC servers among ur Proposed DON algorithm,
DP algorithm, and Non Migrat on algorithm when Pr(/|l) =
0.1. Total reward of both r.. algorithm and Proposed DON
algorithm increase w *h t'.¢ namber of MEC servers deployed.
The reason behind the , aenomena is that it is much easier for
user to migrate his/her usks to a new optimal MEC server
when there are many more MEC servers, and the reward for a
new optimal MEC server is much higher. The total reward for
our Proposed DON algorithm is highest and Non Migration
algorithm’ reward is lowest, while the total reward of DP
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Figure 5: Totai =ward v¢ No. of MEC servers when Pr(/|l) = 0.5.
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Figure 6: Total reward vs. No. of MEC servers when Pr(/|l) = 0.9.

algorithm is between that of Non Migration algorithm and
Proposed DON algorithm. The reason that Non Migration
algorithm’s total reward is lowest is that user does not always
connect to an optimal MEC server if there is no task migration.
While for our Proposed DQON algorithm, optimal task migration
decision is held based on the long term reward for the user.
An interesting phenomena is that the total reward of three
algorithms is zero when the number of MEC server is zero. The
reason is that both Proposed DON algorithm and DP algorithm
degenerate to Non Migration algorithm when there is no MEC
server deployed.

Figure 5 and Figure 6 show how total rewards alter with
the different number of MEC servers among Proposed DON
algorithm, DP algorithm, and Non Migration algorithm, when
Pr(I|1) is 0.5 and 0.9, respectively. Both of Figure 5 and Figure
6 share the same characteristics with Figure 4. The overall total
reward in Figure 6 is much higher than that of Figure 5, and
the overall total reward in Figure 5 is much higher than that of
Figure 4. The reason that when the user is much more dynamic
(when Pr(Z|/) is low), the probability for task migration is higher.
Then, the reward decreases since there is cost for task migration.

Figure 7 shows how total reward alters with the different
Pr(I|/) when the number of MEC servers is 6. Please note that
Pr(I|/) measures the dynamicity of a user. When Pr(l|/) is low,
it means that the user is dynamic and tend to move. When
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Figure 7: Total reward vs. Pr(Z|l) when the number of MEC servers is 6.
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Figure 8: Total reward vs. Pr(/|/) when the number of MEC servers is 12.

Pr(I|/) is high, it means that the user tends to stay 1. *the sa 1e
place, and less dynamic. Total reward of both DF algorith.. and
Proposed DON algorithm increase with Pr({|/ . T} ¢ re7son is
that less task migration is needed when user ‘2nas sty in the
same place (when Pr(l|/) is high). Less te ~ migration means
less cost for task migration, then much Lighe: ~ward can be
achieved. An interesting phenomena is ... * the total reward of
three algorithms is the same when Pr(/ /) is . The reason is that
both when user stay in the same place ai. * e time (when Pr(/|/)
is 1), task migration is no longer n¢ .ded for tne user. Then there
is no cost for task migration no 1 ~tte wh . the task migration
algorithm is.

Figure 8 and Figure 9 sho'/ how t tal rewards alter with the
different Pr(/|/) when the nu mber of MEC servers is 12 and
30, respectively. Both of ¥ zure C _..d Figure 9 share the same
characteristics with Figi e 7. TL. > overall total reward in Figure
9 is much higher than .~at of F .gure 8, and the overall total
reward in Figure 8 i< much ..gher than that of Figure 7. The
reason that when the the’ - a.e more MEC servers, it is easier
for user to migrate to .. VIEC server to increase the quality of
service. Then, the rewarc. increase when there are more MEC
servers deployed.

The quality decrease rate parameter A and the cost migration
parameter for task migration S are also very important for the
algorithms. We evaluate how the total reward of Proposed DON
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Figure 9: Total re\ ~rd vs. P- [|l) when the number of MEC servers is 30.
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Figure 10: Total reward vs. No. of MEC servers when A < 3.
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Figure 11: Total reward vs. No. of MEC servers when 1 > 3.

algorithm, DP algorithm, and Non Migration algorithm changes
with different number of MEC servers in the case of 4 < §in
Figure 10, and 4 > g in Figure 11. A < S means that the
quality of service drops slower than the cost of task migration,
and A > 8 means that the quality of service drops faster than
the cost of task migration. Then in the case of no task migration
in Non Migration algorithm, A < 8 can achieve higher reward
compared to 4 > S, which is the exactly the results showed in
10 and Figure 11. When the number of MEC server is relative



low, total rewards of Proposed DQN algorithm, DP algorithm
are much higher in the case of 4 < S than in the case A > . The
reason is that less MEC servers means that less task migration
is held, then the high cost for task migration can be saved.

7. Conclusion

In this paper, we studied task migration problem in which a
FMC controller has to determine where and when to migrate its
task from one MEC server to another. We proposed to use a
deep reinforcement learning based algorithm with the goal that
maximizing the user’s total reward. It can work even without
knowing the users’ mobilities in advance. The simulation results
of the MEC system validate our proposed method. In the
process of task migration, the related data should be encrypted
to protect users’ data as security problem has become a severe
problem nowadays [27]. In the future work, we may adopt data
encryption for UEs’ tasks.

References

[11 Q. Zhang, L. Cheng, R. Boutaba, Cloud computing: state-of-the-art and
research challenges, Journal of Internet Services and Applications 1 (1)
(2010) 7-18. doi:10.1007/s13174-010-0007-6.

[2] Y. Zhang, M. Qiu, C. Tsai, M. M. Hassan, A. Alamri, Health-CP"*
Healthcare cyber-physical system assisted by cloud and big data, IEEL
Systems Journal 11 (1) (2017) 88-95. doi:10.1109/]SYST.2015.
2460747.

[3] N. Abbas, Y. Zhang, A. Taherkordi, T. Skeie, Mobile edge computu._-
A survey, IEEE Internet of Things Journal 5 (1) (2018) 450—465. doi:
10.1109/3I0T.2017.2750180.

[4] H. T. Dinh, C. Lee, D. Niyato, P. Wang, A surve of m. hile
cloud computing: architecture, applications, and appro: hes, Wirel ss
Communications and Mobile Computing 13 (18) (2011) .. °7-1 1.
doi:10.1002/wcm. 1203.

[5] P.Mach, Z. Becvar, Mobile edge computing: A surve ona' hitec” ire and
computation offloading, IEEE Communications Snrve, utori s 19 (3)
(2017) 1628-1656. doi:10.1109/COMST.2017 268231».

[6] A. Ksentini, T. Taleb, M. Chen, A markov decis u.. ~rocess-based service
migration procedure for follow me cloud, in. 2014 .. 7E International
Conference on Communications (ICC), 201 °, . 1350-1354. doi:10.
1109/ICC.2014.6883509.

[7]1 S. Wang, R. Urgaonkar, T. He, M. z. ™. .. Chan, K. K. Leung,
Movbility-induced service migration i* mobuc ™icro-clouds, in: 2014
IEEE Military Communications Cor erenr ., 2014, pp. 835-840. doi:
10.1109/MILCOM.2014.145.

[8] A. Nadembega, A. S. Hafid, R. riseb 1s, Mobility prediction
model-based service migration - .ocedure to. follow me cloud to support
gos and qoe, in: 2016 IEEE Inf rnationai “onference on Communications
(ICC), 2016, pp. 1-6. doi:10 1109/IC( .2016.7511148.

[9] S. Wang, R. Urgaonkar, K. Chan, = @~ . Zafer, K. K. Leung, Dynamic

service placement for mc .1le micr~-clouds with predicted future costs, in:

2015 IEEE Internation: Conferen ¢ on Communications (ICC), 2015,

pp- 5504-5510. doi:10. "109/IC ..2015.7249199.

R. Urgaonkar, S. Wang, T. Hc, .... Zafer, K. Chan, K. K. Leung, Dynamic

service migration a. 1 wu, " scheduling in edge-clouds, Performance

Evaluation 91 (2015) . 9° — 228, special Issue: Performance 2015. doi:

10.1016/j.peva.201- 06.013.

S. Secci, P. Raad, P. Gallard, Linking virtual machine mobility to user

mobility, IEEE Transactions on Network and Service Management 13 (4)

(2016) 927-940.

[12] T. Taleb, A. Ksentini, An analytical model for follow me cloud, in:

2013 IEEE Global Communications Conference (GLOBECOM), 2013,
pp. 1291-1296. doi:10.1109/GLOCOM.2013.6831252.

[10]

(11]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

e

2,

23

=

[24]
[25]

[26]

[27]

T. Taleb, A. Ksentini, P. Frangoudis, Follow-me cloud: When cloud
services follow mobile users, IEEE Transactions on Cloud Computing
(2018) 1-1doi:10.1109/TCC.2016.2525987.

X. Sun, N. Ansari, PRIMAL: PRc .t Maximization Avatar pLacement
for mobile edge computing, in: ."'6 IEEE International Conference
on Communications (ICC), 201", pp. » = doi:10.1109/ICC.2016.
7511131.

S. Wang, R. Urgaonkar, T. He K. C an, M. Zafer, K. K. Leung, Dynamic
service placement for mob! ~ mic o-clouds with predicted future costs,
IEEE Transactions on Paraller . 1 Distributed Systems 28 (4) (2017)
1002-1016. doi:10.1109, ™DS.Z2v+6.2604814.

K. Ha, Y. Abe, Z. Che  "V. Hu, .~ Amos, P. Pillai, M. Satyanarayanan,
Adaptive vim handof” acros " ~udlets, 2015.

D. Farinacci, V. Fut =r, ' Meyer, D. Lewis, The Locator/ID Separation
Protocol (LISP), RFC v. 'O (Jan. 2013). doi:10.17487/RFC6830.
URL https:/ ".rc-edito..org/rfc/rfc6830.txt

M. Qiu, E. H." [. Sha, Co * minimization while satisfying hard/soft timing
constraints for ‘eterogen’ bus embedded systems, ACM Transactions on
Design Aut~mativ. 7 .ectronic Systems 14 (2) (2009) 25:1-25:30. doi :
10.1147 /14977 71.1497568.

X.Zhu, 2.0, M. )iu, Qos-aware fault-tolerant scheduling for real-time
tasks on heeroger ous clusters, IEEE Transactions on Computers 60 (6)
(2011) ¢ " "-812. doi:10.1109/TC.2011.68.

M. Qiu, Z. Ming, J. Li, K. Gai, Z. Zong, Phase-change memory
op. mization or green cloud with genetic algorithm, IEEE Transactions
m Coun s 64 (12) (2015) 3528-3540. doi:10.1109/TC.2015.
24y_"587.

*7 77, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G.
Rellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski,
S. . “tersen, C. Beattie, A. Sadik, I. Antonoglou, H. King, D. Kumaran,
~ Wierstra, S. Legg, D. Hassabis, Human-level control through deep
reinforcement learning, Nature 518 (7540) (2015) 529-533. doi:
10.1038/naturel4236.

P.S. Sutton, A. G. Barto, Reinforcement Learning: An Introduction, MIT
Press, 1998.

Y. LeCun, Y. Bengio, G. Hinton, Deep learning, Nature 521 (7553) (2015)
436—444. doi:10.1038/naturel4539.

R. Bellman, Dynamic Programming, Princeton University Press, 1957.
C. Zhang, B. Gu, Z. Liu, K. Yamori, Y. Tanaka, Cost- and energy-aware
multi-flow mobile data offloading using markov decision process, IEICE
Trans. Commun. E101-B (3). doi:10.1587/transcom.2017NRPOO14.
C. Zhang, B. Gu, Z. Liu, K. Yamori, Y. Tanaka, A reinforcement
learning approach for cost- and energy-aware mobile data offloading,
Proc. 16th Asia-Pacific Network Operations and Management Symposium
(APNOMS 2016), Kanazawa, Japan (2016) 1-6doi:10.1109/APNOMS.
2016.7737203.

K. Gai, M. Qiu, Blend arithmetic operations on tensor-based fully
homomorphic encryption over real numbers, IEEE Transactions on
Industrial Informatics 14 (8) (2018) 3590-3598. doi:10.1109/TII.
2017.2780885.



Cheng Zhang received his Ph.D.
degree from Waseda University, Tokyo,
Japan, in 2015. From 2008 to 2015, he
was a research engineer at Sony Digital
Network Applications, Japan and HGST
Japan, Inc. (ex Hitachi Global Storage
Technologies), where he researched and
developed control algorithms for image
stabilization module of Sony digital
camera, and servo control algorithms for next generation high
capacity HDD. He is currently an assistant professor of Graduate
Program for Embodiment Informatics (Program for Leading
Graduate School) at Graduate School of Fundamental Science
and Engineering, Waseda University. His research interests
include machine control algorithm, embedded software, game
theory, network economics and machine learning. He received
the IEICE Young Researcher’s Award in 2013. He is a member
of IEEE and IEICE.

Zixuan Zheng received her B.E
degree in Information Communication
Engineering  from  University  of
Electronic Science and Technology
of China, UESTC in 2017, and
now she is pursing master degree
of computer science in the State
University of New Jersey. Her research
interests include machine learning (deey
learning, reinforcement leaning), computer vision and related
applications.

10




Task Migration for Mobile Edge Computing Using
Deep Reinforcement Learning

Mobile edging computing (MEC) is an effective way to reduce tF e cc mputation time

for users.
Task migration is necessary for high mobility users.

Deep reinforcement learning is effective for task migre..on in Iv.cC.
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