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Abstract

The increasing demand of computing rec .uces nas boosted the use of cloud
computing providers. This has raised a ney. dimension in which the con-
nections between resource usage and -os7s ..ave to be considered from an
organizational perspective. As a pa * of 1 s EC2 service, Amazon introduced
spot instances (SI) as a cheap public . astructure, but at the price of not
ensuring reliability of the servicc O+ f. e Amazon SI model, hired instances
can be abruptely terminated by the service provider when necessary. The
interface for managing SI is b~~~d on a bidding strategy that depends on non-
public Amazon pricing stra’ egies, \ ‘hich makes complicated for users to apply
any scheduling or resource pi.isining strategy based on such (cheaper) re-
sources. Although it is oeli :ved that the use of the EC2 Sls infrastructure
can reduce costs for fin.' asers, a deep review of literature concludes that
their characteristics nd possibilities have not yet been deeply explored. In
this work we preseic a 1.. mework for the analysis of the EC2 SIs infrastruc-
ture that uses th . p.ice history of such resources in order to classify the SI
availability zone. ar 1 then generate price prediction models adapted to each
class. The prcposed . odels are validated through a formal experimentation
process. As a 17 sulf, these models are applied to generate resource provi-
sioning plans tu.* et the optimal price when using the SI infrastructure in
a real sceaario. Finally, the recent changes that Amazon has introduced in
the SI mc 1el ar { how this work can adapt to these changes is discussed.

Keyv ords:  Cloud computing, Provisioning, Spot Instances, Amazon EC2,
cost ¢ ‘mstra ats
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1. Introduction

The cloud-computing paradigm has changed the traditional v.~v in which
software systems are built by means of the introductica o . new model
in which infrastructures, platforms, applications and ser. - :s are served on
demand [1]. The consolidation of this new approach “u che industry as well
as in research and academic environments has arisen the ne :d to reconsider
the way technological resources are used in organiz~tio..  ‘ategrating cloud-
computing along with these resources [2, 3, 4, 5]

The cloud-computing approach promotes »n on-de nand model for the
provisioning of resources such as virtual servers, . rvices or an application
platform, for instance. This model is being -idely adopted because of the
features it offers, such as elasticity, flexibili, - or pay-per-use. At the same
time, Infrastructure-as-a-Service (IaaS) p~~~"-__ have introduced some addi-
tional variables related to price, performanc. and reliability in the resources
located on the cloud. These provide.s . '~y cloud resource management
systems in data centers distributed wori' wide. Some of these providers also
offer a special type of computing re:H.-~e n order to take advantage of un-
used cycles on their datacenters 'nokii 9 at maximizing their benefits. The
price of these resources can vary o.~r time and can provide with important
savings with respect to the corresponding on-demand alternatives. The most
well known cases of this pre.ctice re the Google Cloud Preemptible Virtual
Machine Instances and Ame«.on F 22 Spot Instances (EC2 SI) [6, 7].

The Google Cloud F.eemptivle Virtual Machine model is based on the
limited provisioning of s anc s, which are available at certain instants of
time depending on th : data . nter load. The price of these instances is fixed,
being significantly 1 ,we. *han the on-demand model. Once the user launches
an instance, it car = running during a maximum of 24 hours. The instance
can be terminat «d &, any time by the provider with a previous notification
that allows sav'ng o. moving the processes and data carried out. On the other
hand, Amaz n Spot instances are offered through an auction mechanism.
The maximun. >ric: willing to pay for a SI as well as other constraints are
set. Ther, an e iction process is carried out and the instance is launched in
case the . equest is fulfilled. Otherwise, the request is postponed until both
condit’ s au ulfilled or the user withdraws the bid. The instances will run
until either hey are terminated by the user or the provider preempts the
resour. ~s b-cause of instance market fluctuations.

vv. '~ the Amazon EC2 SI model allows setting the maximum cost for




a particular instance and it does not impose any execution . me limit, the
model of Google Cloud Preemptible Virtual Machine has fixc! nric.- and an
execution time limit of 24 hours. In both models, the use’ .. ust «:sume the
risk that the execution can be terminated at any time. Fowe ver, Amazon SI
model is stricter than Google’s one, since the mechanism o1 .~oulsions in the
last one depends solely on the policy established by Goog'e and not relies
on the variations of the spot market. In both cases u. ers ar . responsible for
implementing the necessary checkpointing mechan s as the way of avoiding
data loss.

Although SIs do not ensure a reliable execut. *n, a ~,od analysis and offer
strategy can drastically reduce the execution costs of systems when com-
pared to on-demand costs (between a 50% ai.? a J0%) [8]. The capacity
and performance of applications could be incre. ~ed with the same budget, or
even allow the use of new applications o1 onngurations previously discarded
because of economic reasons. The use of Sls erfectly fits on a vast variety
of scientific computing experiments, frcn enomic sequence analysis to data
distribution, physic simulations or " ‘nintc “matics, for instance. From an en-
terprise point of view, there also exist ~o.. = companies that take advantage of
the use of Sls, such as Yelp, NAL ~ /21 FINRA, and Autodesk. DNAnexus
is an application case that bases then ~ystems on the use of spot instances to
carry out genomic analysis 8~ ~linical studies on a highly scalable environ-
ment [9]. Netflix is also a v ell-kno vn case of the multimedia industry. They
use Sls in order to improe tu. broadcast of billion of data of their contents
network [10].

In this work we rro,. se “ne analysis of Amazon EC2 Spot Instances
mechanisms to prov’ ‘e a history-based pricing model allowing final users to
predict Amazon SI prices “r the different availability zones. To this end, we
have built a syst .m “hat analyzes price variations on all regions and zones
where Sls are on.>ve 1. As a result, different models for price prediction are
provided for tae diftc. 2nt zones. These models rely on the historic fluctua-
tions of the "-T r ark ¢. We have used this system to define and execute real
provisionin~ pla..~ .n different regions and moments. Given a deadline and
cost cons raints the system provides the user with a complete overview of
the suitalb ity ¢ using spot instances for the deployment of an experiment.
We h-.ve also detected the existence of certain patterns in this variation that
can I = used to obtain a significant cost reduction. The main contributions
of this we.x are the following:




e The proposed solution considers and analyzes the SI m. ke, during a
long-term period, while previous studies only considerc.' sho." periods
of time.

e All availability zones and regions of Amazon SI are .~ alyzed and clas-
sified, providing the most suitable price predict’ n mede, in each case.

e Provisioning plans are generated according to 1. ~se nodels, allowing
therefore a best cost execution of processes giv-.. a deadline and cost
constraints.

e A user-oriented framework with such features . proposed. This frame-
work allows running all the required proce. =s ~.nd stages automatically,
keeping models and data updated.

Recently, Amazon launched a new oricing model that simplifies the pur-
chasing experience when dealing with Sl*. 1 rice variations have been now
reduced and are less aggressive, but “till & low savings similar to the previous
mechanism. This has an obvious impac” in the interruption mechanism as
well, and longer workload runti ... =: be possible. With this approach,
Amazon tries to avoid the effort don. in analyzing historical prices in order
to adapt the bidding strater; In this work we will also detail these new
changes and how our propr sal fits to them. However, for the sake of clarity
we will keep the description . th . previous SI mechanism along this paper,
as this was the foundations of the work done.

The remainder of this ~ape. is structured as follows. The technical back-
ground of Amazon S is detaued in Section 2. After that, Section 3 presents
related work on the ana., <is of EC2 Spot instances. The framework devel-
oped for the anal sis of the EC2 SI infrastructure is introduced in Section 4.
This framework .~ 1 ed to formally define different price prediction models in
Section 5. Th : propc. 2d models are then validated by means of the experi-
mentation d scrived in Section 6, and these models are used to carry out the
generation ~f pic i 1oning plans using EC2 SI in Section 7. The new pricing
model th &t Am. zon launched recently and how our approach adapts to the
changes iv then detailed in Section 8. Finally, Section 9 enumerates some
concl’ sions and future work.

Ihttps:/ s aws.amazon.com /es/blogs/compute /new-amazon-ec2-spot-pricing /




2. Technical backgroung: The Amazon EC2 Spot Inst.c s service

The SI provisioning model is part of the Amazon EC2 (Flas.~ Compute
Cloud) service in the Amazon Web Services (AWS) ecosy:’cm [7]. This
service is responsible for providing cloud computing res. .ces through its
data centers located in three main areas: America, A .a Pacine and the last
area composed of Europe, the Middle East and Af ica. E ch data center
located in one of these areas is called a region, »~d s its own service
catalog.

Each region in Amazon EC2 is divided into ene or mr ce availability zones.
An availability zone runs on its own separate ana hysically distinct infras-
tructure and is designed to offer high levels ~f relie bility. Common failure
points, such as power generators or cooling ~aqmpment, are not shared be-
tween the availability zones of the same r~~*~~ .. addition, they are located
in different physical locations, so that in 1.~ event of any natural disaster
occurring only a zone is affected. The «io.  ~ach availability zone is totally
independent, and the prices of the infre-cructure they provide fluctuate in
an independent way with respect to ..~ ochers. As will be detailed later in
Section 5, this characteristic all~ws o, serving curious behaviors related to
costs within the same region.

At the end of 2009 Amazon launched a new type of instances at a lower
cost compared to tradition .t on-d»mand instances, with the aim of getting
better performances from 1. data centers by increasing the activity of their
resources. Amazon offer; thase vypes of instances at a relatively lower cost
but reserving the righ. of pre:mpting the resources when needed by the
service. Currently, #mazon ~C2 Spot Instances or Amazon EC2 SI is the
trade name that Ar.azc> uses to name these instances, which are deployed in
machines that are .''e [8]. The number of SIs Amazon can offer in any given
data center will dep .nd on the number of on-demand instances it provides
at each instan ot .'me, offering the remaining capacity of the data center
under the ST mc tel. Amazon EC2 Sls are completely integrated onto the
AWS ecosyster. be'ng compliant with all services that currently AWS offers.
Figure 1 epicte a scenario of use of Sls that considers typical AWS elements
and servi-es suc1 as S3 (storage), auto-scaling (computing) or DynamoDB
(datak . es).

This typ of instances allows to increase the activity and productivity of
data conter ), as the number of idle machines can be reduced, and therefore
de 1o~ downtime. An auction model is used for the allocation of SlIs that
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Figure 1: Abstract view of the process for . “ing Spot Instances.
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allows customers to participate by sett .o ‘"~ maximum price they are willing
to pay for a particular instance, called b:.” price. Additionaly, the request will
include other parameters such as the ., me Hf instance and the data center in
which it will be deployed, as sketched n Figure 2.
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figure 2: Spot Instance request process.

AWS con’ mu uslv evaluates the spot market, analysing how many Sls are
available in eal’ sp/ ¢ instance pool, monitoring the bids that have been made
for each ool ard provisioning the available SIs to the highest bidders. If the
requestec instan ce is available and the bid exceeds the auction price, called
spot p~. e, tue mstance will be immediately hired. However, if the spot price
excee 1s the orice set by the customer, the request will remain waiting for
the in., nse-. conditions to occur. The Sls created will run until either they
ai ' vo. “mated by the user or there is a spot instance termination, which is




a termination forced by the Amazon EC2 service mainly due . s7 ot market
fluctuations. Once a SI has been marked for termination, = te, “ination
notice is sent. This is a two-minute warning window before . ' srmu. ates. The
user is responsible for implementing the relevant checkp )int’ag .aechanisms
to avoid the loss of important information.

Amazon offers a set of tools allowing users to constai ‘ly monitor and
keep track of the price. These tools are intended o assist the end user
in making decisions regarding Sls, selecting the ~.pprooriate instance type,
an appropriate bid price allowing the applicatio. t- rw longer, and so on.
Among these tools is the Spot Instance Pric.. » Hi~*sry [11], depicted in
Figure 3, which relates the evolution of prices of a sp. >cific instance type over
time: a graph with the behavior of prices she -ine their volatility and the
frequency with which peaks occur in the aucv.~n. A limitation of this tool
is that it only offers information from t. ~ 1ast Y0 days. This prevents the
study of cyclic or temporal behaviors that rep. 2t over time in long-term, and
which can also decisively influence the “el avior of the auction.

Another tool offered by Amazon "~ the Spot Bid Advisor [12], which allows
analyzing auction price histories and i =1’ g the user to determine a bid price
fitting their requirements. This .. ~1<» displays the frequency with which
the bids are exceeded for each type ¥ instance. This information can help
the user to set an appropriat . “id strategy because the lower the frequency
with which they exceed th . bid i1 an instance type the more likely it is to
run without interruption

Finally, the Spot Blcck iodel [13] is a mechanism that allows guarantee-
ing the availability of the nst .mce for a time up to a maximum of 6 hours,
thus increasing the v rsatility of the SI mechanism. The operation is identi-
cal to the previous one, v ept that the user has the possibility to establish
the amount of w.nu es that he wants the instance to be running, and the
maximum price . =~ '3 willing to pay per computation hour. Amazon evalu-
ates the request, ana "nce the capacity dedicated to Sls allows to guarantee
the availabil «v .uri* g the requested duration, Amazon will deploy it. The
instance will enc. v nen the established duration is fulfilled, or sooner if the
user deci s to . °rminate it. This model is very interesting for those jobs or
processes hat roed to run continuously for up to 6 hours.

O-. November 2017, Amazon announced at the re:Invent event some im-
portat char ges in the SI mechanisms that are being gradually incorporated
during yoo. 2018. These changes try to give a synchronous view of the model
and' si”apufies the way SlIs work. The provider tries to avoid spending time on
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Figure 3: A screens} ot of 1. ¢ Spot Instance Pricing History tool.

understanding spot ma- «et<, bidding strategies and other advanced details
related to SIs. The wav .t sy ot prices change was moving to a model where
prices adjust more g adually, and instance hibernation was also introduced.
We will go over the new “atures and detail how the approach presented in
this work fits wit. he new SI model and still allows important savings in
Section 8.

3. Related vcok

The s tentif. * community has shown a significant interest in the use of Sls
for workl ads t} at are either fault-tolerant or not-time-sensitive. However,
the ef"cceive use of this mechanism requires the study and analysis of the
fluctt ation « f prices over time. Some research has focused on the use of
SIs to 1.1 _e computing costs when dealing with complex problems [14, 15].
In '14: . thors are especially sensitive to the reliability of SIs, and manage




checkpointing strategies to avoid data loss when instances « = ‘erminated
because of overbidding. The economics of adding additiown.! res.:arces to
dedicated clusters during peak periods was studied in [15'. Authc s defined
different provisioning policies based on the use of SIs ans cor ipa.ed them to
on-demand instances in terms of cost savings and total bre.-h time of tasks
in the queue.

Time price variation of Sls has been deeply studic 1 in ['5, 17|, although
authors have not given specific conclusions. [16] _vasiders that prices vary
on real time and there is not a pattern for thi v.ria'ion. On the other
hand, a reverse engineering technique is used i [17] i= order to build a price
model based on auto-regression techniques. In |1.'] regression techniques
are also used to analyze and predict the prices ~f S's with a small data set.
Authors propose to obtain the value of regressic ~ parameters using a gradient
descent algorithm. The estimated price i. *omputed by analyzing the current
change in price using neural networks as we.. and an experimental set up
based on Matlab scripting has been p. w1 ieu. The relation between Cloud
Service Brokers and pricing is ana’ zed .1 [19], where authors discuss how
performance variations in virtual machi. s of the same type and price raises
specific issues for end users, whic. . (»» »nd affects the final price for resource
allocation.

There are some papers t'..* achieve a statistical analysis as well as a
modeling of price variation . of SIs A very interesting approach is presented
in [20, 21], where authors “onu <t d an analysis of SI prices and its variations
limited to four specific -egir as of Amazon EC2. All different types of Sls in
terms of spot price and . - in’ er-price time (time between price changes) as
well as the time dyn- mics for spot price in hour-in-day and day-of-week were
studied. Authors propos.? the characterization of their behavior through a
statistical model wnc evaluated it by means of simulation techniques.

A very interc ti".g recent work is [22], in which the authors considered
switching regi nes ot .ot prices for forecasting, and propose a set of Markov
regime-switc ins, aut oregressive based forecasting methods. In order to con-
duct the forocas, ~ 1ce, a dynamic-autoregressive integrated moving average
model is develo ved as well. The authors perform a clustering of the spot
prices to (~terr me the number of regimes when building their model. One
of the conclisions obtained through its detailed work is that none of the pro-
posec algori- hms can predict the long-term prices for certain classes of prices
where 1. .egime switching pattern is hard to obtain. In all other cases, the
predic 1ous are very promising.

+




Other recent research works focus on the analysis of price ar.ation and
the proposal of models based on machine learning approach.* So. e works
have been based on the use of regression random forest, ‘RKi";) to pre-
dict the prices of the SIs. In [23], authors use this ar pro.ch n order to
predict one-week-ahead and one-day-ahead spot prices. late. extending it to
longer-term predictions to demonstrate the effectivene ;s of ti =ir method. The
authors also perform an evaluation of non-parametr.* mac! ine learning al-
gorithms with random forest based predictions, cc.aciuding in their case that
prediction accuracy of Random Fo-rests outperf rr . pre diction accuracy of
Neural Networks and Support Vector Machines ‘n a > _riod of 120-150 days
forecasts. A very detailed and comprehensive state of art about the use of
machine learning techniques in the SI price oreJictic n scenario can be found
in [23].

On the other hand, the use of recurrc '« neural networks (RNNs) to pro-
vide better accuracy than standard statistica! approaches has been a topic
very studied in the literature. The use of owug/short-term memory (LSTM)
recurrent neural networks to pred’ * the prices of SI has given very good
results in [24], allowing margins of er1 v «* 5%. The use of LSTM is based on
the fact that the LSTMs are ak. - .. i~ ntify and remember the latent fea-
tures over an unspecified number o1 “ime periods, making them a versatile
tool in time series prediction I~ [25] the use of a neural network-based back
propagation algorithm to v se the ;| ast spot pricing history is proposed. The
authors use this techniqu= to = ~b eve an efficient scheduling in bag-of-tasks
(BoT) problems. The »csu'ss show that a very good error rate of between
5 and 6% is obtained a.. a ‘ost reduction of 38% in the experimentation
carried out.

With respect to che ge. ~ration of SI provisioning policies, authors propose
in [26] a decision- vas *d model to improve performances, costs and reliability
under the restric *o".s imposed by a Service Level Agreement (SLA). In [27]
the use of Sls 1s also proposed to improve a map-reduce execution system,
and a Markc - ¢k ain -aodel is proposed to predict the lifetime of a running SI.
Authors forms 0. fiil situations and propose provisioning policies for these
cases, wk ch is < 'so the base for the work presented in [15]. Similarly, in [28]
a Constra med Miarkov Decision Process (CMDP) is formulated in order to
derive an ontimal bidding strategy. Based on this model, authors obtain an
optin al ranc omized bidding strategy through linear programming. Finally,
in [29] wi..kov spot price evolution is also analyzed. A job is modeled as a
fix. 1 cowputation request with a deadline constraint in order to formulate
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the problem of designing a dynamic bidding policy minimizi..~ t'ie average
cost of job completion. Finally, the analysis of the bidding sys>' ~m . Amazon
SI and the consequences of instance termination has bee. he tc us of the
research presented in [14, 30, 31, 32].

In this work we aim at the analysis of SI prices consideri..~ costs and time
constraints. Most research has focused on the impac’ of SI “ermination and
other aspects such as reliability. Other authors have conce itrated their ef-
forts to study general price variations in the spot r.arket, considering specific
availability zones and instance types. Our work > ses n the building of a
provisioning plan for the final user with differc. * op**_as fitting his/her re-
quirements and constraints. The proposed framewo. < considers all available
data for every availability zone as well as every ‘nst ace type and operating
system. In this sense, it can be considered as ¢.. hal. In this work we also pro-
vide with different price prediction mod. s pased on a regression technique
and depending on the spot market fluctuatior.’, which we demonstrate to be
different on the availability zones for «ct 1ustance type. Finally, it should
be remarked that the models prop ~ed 1.>re consider a long-term period of
time, whereas existing work have corniac~ed short periods of a few weeks or
months.

4. A framework for the ‘.1a’sis of Spot Instances

Let us now briefly describ. the developed framework. The architecture of
the system is depicted ir Figare 4. There are three main levels: the API level
(top of Figure 4, in blu.} wb'ch represents the entry point to the system;
the service level (EC'~ SI cow.ponents, in red), which connects the API layer
with the underlying cou.ronent; and the process level (components located
at bottom of Ficui. 4, in green and transparent colour), which contains
independent cor. no ents in charge of downloading, storing or processing the
information re.ated . Sls.

The EC? SI Lav icher module, which is located in the service layer, is
the module tha. aiows deploying SIs on Amazon EC2 transparently. To
do this, tais mu dule requires certain information such as the bid price, the
availabiliv - zone where the instance has to be deployed, the type of instance
and t¥ ¢ operating system or the Amazon Machine Image (AMI) to use. Then,
it uscs two 110dules of the domain layer. On the one hand, the EC2 Data
Storage ~ _.dule, which allows retrieving the information necessary for the
de,loy weat of SIs. On the other hand, the SI Launch Request module,

11




EC2 S| Data Downloader Sk EC2SI Provls\o
Analyser

Sl Launch Sl Data S| Price S| Bidding
Request EGE ECZDRI S SRS Analysis SEERSRELE Calculator
NE:GERY w
Data Storage Data a

DB EC2 Data
Storage

Si File

PRI Data Storage

EC2 Data Hi  *vRecord

Database

Figure 4: Framework arcu. ~cture.

which is responsible for performing tr~ corresponding bid through the web
services interface offered by the EC2 A1 33).

The EC2 SI Data Downloader 1. . dule s responsible of downloading and
storing price variations of any type ¢ 1.tance in every region and zone of
EC2 using the previous API. T. < .. lule runs periodically, once a week,
recovering only the new data that n.s not been stored in the system yet
and saving it by means of ... Data Storage module. The EC2 SI Data
Downloader module conne s to ti = SI Data Retrieval module, which tracks
the download as well as poss. v faults. In case of failure, the download
data is marked as failec an « th» module communicates to the EC2 SI Data
Downloader module. The.. t}e Data Retrieval module retries the download
up to a maximum of . ree times. If the fault persists, the data will be marked
as non-available and will ..ot be used in future simulations or executions.

Once a down'vaa finishes, the Data Downloader module will process the
available data an.' vill store it properly. During the process, it adds some
information t+ the download such as the number of price variations, the num-
ber of retrie. ard t}e final state of the download for each type of instance.
The full ¢ of a.”a is then stored in the database. The EC2 Data Stor-
age mod le pro ides an interface to manage the information stored in this
database.

T .e sto: »d price variations will be used by the SI Pricer Analysis module
to pe form ‘n analysis of the price variations over time considering differ-
ert variavies. It also allows a more detailed study of the price variations
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that have taken place in each region and availability zone fo- a 1y type of
instance, providing statistical information such as average de. *atio.. average
price, maximum and minimum price, etc. Both this modu’. nd v..e SI Data
Storage module will be used by the EC2 SI Analyzer mo ule o compose the
service that allows the functionality of performing statistica. ~nalysis of price
variations for a region or zone of availability with ary typ. of instance and
operating system.

The Provisioning Maker module is the modulr resnonsible for proposing
a provisioning plan, which consists of a list of in_ pe iods for which the
proposed execution is feasible. Given a deadlinc, an I'”2 availability zone or
region, an instance type, the number of required hou s for execution and the
maximum price per hour, the module will neric *m <.a internal simulation to
generate a list of feasible daily times. A feasi.'= time can be interpreted as
the time for which the simulator estimay. ~ tnat the bid would be successful
(this is, it could be accepted with a price less than or equal to the maximum
price established), and therefore, it wo ld oe possible to obtain a SI for the
selected type of instance also satisf: ‘g ti at it will not be preempted during
the specified execution time (so it wil ti ~h its execution before the deadline
expires). A first implementation - .:*c omponent was previously presented
in [34]. This work is going to focus ~n how the SI Pricer Analysis module
conducts its analysis and pr'._ nrediction as well as how the Provisioning
Maker module integrates t} cse resi Its in order to generate provisioning plans
based on EC2 SI.

Obviously, the speci ted maximum price is one of the key values in this
process. The Bidding C.' 1ula or module is responsible for determining the
best price at each tir = instanc for a specific region, a type of instance and an
operating system. 1 his 1. dule provides a bid price using a model that allows
predicting the fu* are price of the bid based on a series of characteristics and
explanatory vari. bl s that characterize the price evolution of the auction for
a specific regi-n. Duc %o the fact that price evolution of an auction depends
on past pric < t'is r.odel will be generated using the registered history. In
the next se~tion, ‘! e model generation will be detailed.

Final'y, all t. e services of the system are offered through the API module,
which is r«=pons.ble for offering the services through a REST interface. This
allows to connect another systems in order to communicate, integrate and
acces. the se -vices of the framework. For instance, an advanced user module
has beew Zosigned and developed in order to facilitate the interaction of users
wih t.e system [34]. This module exposes a Web application that consumes
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the REST services provided by the APIL. It facilitates the 7w nistration
of the whole framework and allows using the different servi.~s su.h as the
generation of provisioning plans or even launching inste ..>s us.1g the SI
mechanism.

5. Modeling EC2 Spot Instances provisioning costs

In this section, the process to obtain a suitak’c Sl piicing model is de-
tailed. This model will be used by the SI Bidcins Ca 'culator component
and the SI Pricer Analysis module in order to ~arry o ¢ simulations and to
generate provisioning plans. The aim of the model . to allow predicting the
future spot price over time in order to locate > SI -esource at low cost. In
addition, the model will also facilitate getting “etter provisioning plans than
the simple use of the price of the on-de .auu wstances (EC2 price) or the
current spot price. The system will be able ti. n to select the ones that meets
cost and time requirements for a given set o. constraints.

5.1. Methodology
Figure 5 sketches the methoc .z 1.-oposed for the modeling of SI provi-

sioning costs. First, SI prices are reti. ved from the EC2 Data Storage dabase
depicted in Section 4. These »rices are then processed in order to classify
them and to provide with o « homc reneous representation of price variations.
During the preprocessing stag. th- hourly price and some statistical data are
generated. All the infor aat’on available is then split considering the operat-
ing system, the instarce = pe. che region and the availability zone. Finally,
the extended inform- rion about the pricing histories is stored in a database.

For every type of 1. ‘ance and operating system a statistical analysis
process of availal .y - zones is performed, retrieving the corresponding data
from the databe 2. (his analysis is complemented with the analysis of the
evolution of s ot pric s, which allows the characterization of the availability
zones. This haracte ization allows the identification of behavioral patterns
and specific cha.2ceristics of each zone that could be incorporated to the
final mod :l by t. eir explanatory capacity. As a result, a set of zone behavioral
patterns « ve ger crated.

TV cse patterns are then classified using a clustering technique, which
genei wtes a et of zone classes. Each zone has a unique behavior and char-
acterisu.. -, 50 a different price model has to be defined for each class. This is

7

an ‘mr o, .ant step in the proposed approach, as providing a different model
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Figure 5: Process followed for the modeling * SI provisioning costs.

for each class differentiates this one fr _~ ~ther works. As it will be detailed,
each model is faithfully adapted to the <'ass it represents, and has its own
characteristics that justify the creat. .. of « * many models as classes are iden-
tified. Finally, the obtained models a1~ used to generate the SI provisioning
plans, as it will be detailed on ne..* secuion.

The whole process is fully automaved and the approach presented in the
paper is applicable to differe.t v, nes of machines and operating systems. To
this end, the system has be .~ deplc yed in a cloud environment using EC2 on-
demand instances for the long-v.-.n and stable components and Sls for those
modules that execute p mct aall- . This allows us to keep and updated system
available through a gr aphic -1 “aterface as well as through its REST-like API,
while maintenance .. ‘s are lower than keeping the whole system running
over on-demand in<tances. There is a huge amount of information to manage
if we consider tb : w} ole set of availability regions, zones and instance types
in Amazon EC2, . - the Amazon Relational Database Service [35] is used
to store both the downloaded data as well as the pricing information (once
processed). Th .n, ‘ne system runs periodically to update the information
stored as “.cil as v» respond to user’s request to perform a price simulation
or to gen: rate a | rovisioning plan. It is even possible to deploy and run a spot
instance di. ~~*'y using the graphical interface, as it is depicted in Figure 6.

T 1ere a. » several alternatives to implement the different stages depicted
in Fig 're 5. such as using scripting or workflow-like tools. In this work, they
hs = heen implemented by means of a set of scripts that allow to automate
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Figure 6: Deplyment of a ST usii. *he g aphical interface of the system.

the process through the differen. =avauability zones and SI types. These
scripts are able to run a specific process or start an external development
environment, such as the I sta.'stical analysis tool, in order to carry out
the clustering process or . = con truction and validation of the proposed
models, for instance. Th's allow. us to be able to manage different scenarios
depending on user’s in, 1t nd oeing able to deal with the full collection of
options available in F 2.

Amazon offers a pi.ad catalog of different types of virtual machines and
operating systems ‘n each region. Specifically, we can differentiate among
the following ins’anc families: general purpose, compute optimized, memory
optimized, storage ntimized, accelerated computing (FGPUs) and, finally,
bare metal. ".acl family then contains different configurations, allowing to
fit the instan.- tyre to the requirements of specific problems. Instances
can be co.ugured ¢o run a Linux-based or a Windows operating system, or
even to 1 m a p e-configured Amazon Image (AMI). AMIs contain custom
configr=atio. - und allow to deploy specific services or images in a container-
like v ay.

In “his raper, the use of m3.xlarge instances running a Linux operating
sy ...~ was a requirement for the case use that will be presented in Sec-
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tion 7. Therefore, the study we are presenting concentrates on “he m3.xlarge
instances with that operating system in order to provide th. reau.> with a
specific instance type that, in the following, will drive th- | roces. depicted
in Figure 5. m3.xlarge instances are under the General Purposcs instances
category, and provide a good trade-off among computing, .. »mory and net-
work resources, making it a good choice for many diffc rent a plications. This
causes that the m3.xlarge instances are present in ti~ vast majority of the
availability zones and, as it will be observed in r _xv section, the spot price
of this type of instance constantly fluctuates.

5.2. Preprocessing stage

Due to the wide magnitude of price varia.’onc to be analyzed, it has
been necessary to apply some techniques to re 'ice the size of the problem.
Multiple spot price variations can be prowced during an hour. However, the
only representative price for that hour will bc the maximum value reached.
One hour is the minimum unit of tim. tFat Amazon uses during auctions.
Therefore, any bid that was belov *he . aximum price registered for that
hour would be either discarded or the ins:ance evicted. This has reduced the
initial dimension of the problem i - «.« the maximum price of each hour. As
an example, having 30, 665, 548 price -ariations for m3.xlarge machines from
June 2015 to October 2017, ¢ . - 64, 488 data values have been considered for
each zone. However, apply’ 1g redt -tions may require a pruning to be made.
The reason is that Amaz-n ap ~lirs a series of sweeps at certain moments of
time, thus generating ve y b gh spot price peaks to evict as many instances as
possible. This behavicr re nor s to Amazon’s internal policies and strategies
regarding the use of 'Ts.

Before storing ivhe p1. ~ information in the database, the preprocessing
stage also separe.es ‘he information provided by AWS related to each in-
stance type, ope. ~tiag system, region and availability zone. This will allow
to ease and sr eed the access to the information stored during the following
stages.

5.3. Cha acter. ation of the availability zones

As it .as ¢ ated previously, characterizing availability zones is a step
requi’ ed to "enerate the model. The characterization process aims to identify
beha ioral 1 atterns as well as common and specific characteristics of each
zone. ‘1o do that, a statistical analysis is conducted for each availability
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zone in every region. This analysis calculates the minimun. arerage and
maximum prices ($), as well as the standard deviation.

We mentioned before that we are using m3.xlarge/Lin» . ‘nsta. ces to ex-
emplify the proposed approach. According to this, Tables 1, 2 anc 3 show the
resulting information from the analysis process for these 1, e of instances.
There is a significant variance between the availabilit' zone. We can distin-
guish three main trends with respect to spot price d. versic n, varying from
low spot price dispersion to zones in which disperc.on is very high. The rela-
tion among the statistical variables as well as the ne cen iles (90% and 99%)
allows to establish an initial classification of tL. ava™ oility zones. Table 1
depicts zones with lower price dispersion. Zones wit. medium dispersion are
shown in Table 2. Finally, the zones with grea..~ pr.ce variability with their
corresponding statistical properties are shown ‘ Table 3.

Zone Min | Average | M«~ | 90% | 99% | STD
ap-northeast-1c | 0.0404 | 0.0463 | 4 .30 | 0.0530 | 0.0681 | 0.0546
ap-southeast-1b | 0.0422 | 0.05"7 L.QZOO 0.0512 | 0.0557 | 0.1112
ap-southeast-2a | 0.0401 | 0.048~ | 1.0000 | 0.0567 | 0.0916 | 0.0181
ap-southeast-2b | 0.0402 | 0. -522  3.5000 | 0.0559 | 0.0885 | 0.1100

eu-central-1b 0.0401 | 0.04o. | 3.3200 | 0.0430 | 0.0530 | 0.0895
eu-west-1a 0.0401 I 20647 | 3.0800 | 0.0442 | 0.0556 | 0.2593
eu-west-1c 0.0401 | 0.0.33 | 3.0800 | 0.0447 | 0.0993 | 0.1621
sa-east-1a 0.04"1 | (465 | 2.0000 | 0.0434 | 0.0503 | 0.0661
sa-east-1c 0.0:01 , 0.0486 [ 2.9900 | 0.0523 | 0.0625 | 0.0863
us-east-1b 0052 JhO.O433 0.3000 | 0.0526 | 0.0921 | 0.0212
us-west-1la ¢ 0321 ‘ 0.0391 | 1.8750 | 0.0468 | 0.0674 | 0.0197

Table 1: Statistical ... 'ysis of the Amazon EC2 availability zones with low spot price
dispersion.

Considerw..~ :acl availability zone individually, the statistics do not reveal
whether t'.c spot prices in a zone are stable over time, since the standard
deviatior. depen: s on the average price and this is greatly influenced by the
price peaks. TUr example, stable areas with few peaks but whose price is
very 1igh Vi1l have high deviations, while in less stable areas, those that
have . »ffere « a large number of peaks but of a less significant price will be
le .~
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Zone Min [ Average | Max | 90% | 9¢% ' STD
ap-northeast-1a | 0.0403 0.0505 0.6841 | 0.0568 | 0.2700 | 7.0513
ap-southeast-1a | 0.0406 0.0528 | 3.9200 | 0.0733 | £.7031 ' 0.0757

eu-west-1b 0.0401 | 0.0483 | 3.0800 | 0.0469 | 0.”Ub. | 0.0737
sa-east-1b 0.0403 | 0.0550 | 1.9900 | 0.0581 | v.2227 | 0.0908
us-east-la 0.0334 | 0.0604 [ 2.8000 | 0.0722 | C 2800 | 0.1067
us-west-1b 0.0321 | 0.0462 | 3.0000 | 0.0019 | 0 1369 | 0.0553
us-west-2b 0.0324 | 0.0552 | 2.1000 LU@E | 0.2800 | 0.0974

Table 2: Statistical analysis of the Amazon EC2 availaklity zones with medium spot price
dispersion.

Zone Min | Average | Max | 90% | 99% | STD
eu-central-la | 0.0404 | 0.1655 | 5.°”00 | 0.1097 | 3.3200 | 0.5614
us-east-1c 0.0323 | 0.0604 ! 2.800u | 0.0612 | 0.4620 | 0.1734
us-east-1le 0.0322 | 0.1265 | 2.£00u | 0.1052 | 2.8000 | 0.4102
us-west-2a 0.0328 | 0.064- 2.2000 | 0.0710 | 0.5000 | 0.1292

us-west-2¢ 0.0326 | 0.0701 szOOO 0.0713 | 0.5000 | 0.1939

Table 3: Statistical analysis of the Amaz. ~ EC2 availability zones with high spot price
dispersion.

The analysis also rev cals that not only the evolution of prices in each re-
gion is different, but the - are also important differences between the avail-
ability zones inside he samc region. Each zone shows a unique behavior
and the selection o. the . npropriate area is crucial to obtain higher cost re-
ductions. Let us .oc 1s in the region of Virginia (us-east-1). In this region,
the average spol nri e of zone us-east-le ($0.1265) is almost three times the
price of the cFeapes. zone within the same region (us-east-1b, $0.0433). A
significant re {fuc ton in costs can be obtained by deploying SIs in the appro-
priate zone wit..'m he desired region. Another relevant consideration is the
existence of zor. *s where the price is stable over time, and others whose vari-
ations wo "1d dis ;ourage their use, as it can cause the number of expulsions
to inc case in a considerable way. It can also be deduced that there is not a
clear relatio ship among zones of the same region.

The >+ _vious analysis also allows us to classify the zones according to
thor s« ility during the entire period of time recorded, but does not allow
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observing temporary patterns or the most recent price evolutic. =~ “co do this,
an analysis of the way prices evolve is conducted monthly, we~kly «1d daily.
This allows to automatically identify temporary patterr, -"hare. between
zones as well as specific behaviors. Let us exemplify his wiw.. Figure 7,
which shows the evolution of spot prices over time in the ns-west-la and
us-west-1b zones. As it can be seen, we could intuiti ely v.'idate the initial
hypothesis about price stability in an area. us-west-'a zop : (Figure 7-left)
has a low spot price dispersion, whereas us-west-1', zone (rigure 7-right) has
a medium one. Figure 7 shows a good example »f peal s, trends and price
variations for that zone over time.
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Figure 7: Time vs price variatic s and patterns observed for the us-west-la (left) and
us-west-1b (right) zone . 1. Tine 2016. X-axis: price ($); X-axis: time (hours).

A more deta’.ed mnalysis showed us that this behaviour is shared among
other instance typc. and is not related to m3.xlarge instances exclusively.
The previous ste.istical analysis is executed using Python scripts and the
native numeri. tibrries. However, we have implemented some algorithms
based on cxisting iiterature for segmentation and identification of patterns
as well [3%, 37]. “hese algorithms allow to conduct a more refined analysis of
possib!- pavve.us in the data series we are considering. These patterns could
help n pred cting the spot price in a specific time, as they have a numeric
repres. ~tation by means of trigonometric functions when dealing with the
m ol ~finition in Section 5.5. The existence of patterns in the spot price
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series has been previously identified in the literature [20].

A common temporary pattern that is evident when observ. o the -nonthly
evolution of prices in consecutive months is the existence ¢” . cycun al weekly
pattern. Another observed pattern in the monthly evol cior 1s .ne increase
in prices on the last days of the month. While it is true thay “he weekly cycle
is maintained in the last weeks of the month, the av rage , rice increases in
certain zones. The most reasonable explanation is thau differe at organizations
use spot instances to carry out billing and payroll piocesses at the end of the
month, which can cause the growth of demands . ne prices of Sls.

Let us now concentrate on the weekly evoluu. n. T" s analysis reveals the
existence of a weekly cycle common to the vast ma ority of the availability
areas as discussed above. The identified natv.n iows that prices rise at
the beginning of the week and begin to decline ~hen they reach the equator,
reaching the lowest prices on weekends.  ne reason for that behavior could
be that the demand is higher in working day., increasing the price. It can
also be seen that the prices in worla -id . nolidays, such as Christmas or
New Year, are lower than the pric - tha would correspond looking at the
week day they happen. To corrobora.e s ch intuition, a subset of the initial
data was been collected, consist e, 2 - of those data that were registered
on Christmas and New Year (as they ~orrespond to the same weekday). An
aggregation function was uses .~ compute the average price of the auctions in
all availability zones for th. data s >lected. Considering the obtained results,
it can be deduced that tb= tw. 47 ys with the lowest average price registered
correspond to New Yea' s ["ay and Christmas Day.

Finally, the daily ~vo: tior of auction prices has been analyzed as well.
However, no clear ¢c mmon pattern has been established. On the one hand,
there are areas whose pi.-es rise at specific times of the day, others whose
daily price remai.s s able, and some that do not follow any specific pattern
due to the large ‘s .ersion of prices. Maybe the reason is that the service is
used worldwic e, whic. do not share day hours.

5.4. Clustering

The 13sults »f the analysis phase show that the behavioral differences
between t.  avrdability zones make the generation of a common model for
all th : zones difficult. Therefore, in this work we propose a partition and
classi icatior of the availability zones in groups that allows modeling each
group oi ..ounes individually.
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The number of subsets for each instance type is unknow1. ~n . can vary
over time. We propose the use of a clustering technique not 1. “nirw._3 a prior
knowledge on the established number of clusters. For the., *he 1. erarchical
clustering analysis technique has been used. This technic ie ¢ nsi.cs of estab-
lishing a metric or function of dissimilarity between the ele.ents to classify.
The choice of this metric will determine how close ‘ney a = to each other.
This grouping technique does not require establishir. > an i .itial number of
groups, but groups the elements hierarchically ge .crating a dendrogram. In
order to establish the dissimilarity between each - of 1 1e zones, statistical
information relative to the average, the percen.'es a~ . the standard devia-
tions of the prices collected during the previous punses has been used and
normalized.

The hierarchical clustering technique has © <en implemented in R. The
resulting script is then executed for eac. mstvance type with the data con-
tained in the system each time new data is aa~d to the databases. However,
the interpretation of the resulting hiera. <h’ :a: structure is context-dependent
and from a theoretical point of viev it is omplex to determine which one is
the best one. While an ad hoc inter rre.~tion can be achieved using visual
criteria such as silhouette plots, i, 2= mot be easily automated. Therefore,
we have applied the Hubert’s gami.~ numerical criteria to determine the
optimal number of clusters . ~ach experimentation [38, 39]. Other well-
known numeric criteria inc ude D. nns validity index, G2/G3 coefficient, or
the corrected Rand index, for ‘ms’ance.

Let us detail the clus .eri’.g process by means of our running example. The
dendrogram depicted ‘n . our . 8 allows establishing a hierarchical grouping
of the availabity zor < for mo.xlarge spot instances. The height determines
the distance between zo. s, and the height chosen to cut the dendogram
determines the fir al ¢ "ouping of zones. As it is shown in Figure 8, we obtained
a height of h = . Tais clearly identifies three types of singular zone classes
that will be d tailed . the following.

The expe 'im nta ion carried out with all the available data allowed us to
observe tha* no .. ><.e than three clusters were ever defined. The relationship
between he sta istical data for the availability zones (Table 1, 2 and 3 for
the examy 'e of “he m3.xlarge instances) and the identified clusters allow us
to ge’ eralize the existence of three types of zone classes. These classes are
depei dent o . the type of instance and the operating system we are analyzing,
but com....on among all the family available in EC2. Let us identify these
cla.ses as stable zones class, semi-stable zones class and unstable zones class:
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Figure 8: Dendogram of the hierarchical ci. “teriug of availability zones

e Stable zones are those that have few pri ~ variations, that is, those with
sporadic peaks of demand and a. o v L.cse maximum price is relatively
low. A high percentage of the pric s, around 99%, is between a small

price range, showing a high p.ou hility for the price to stay in that
range.

e Unstable zones are the ones witn a high price variation. These areas
have large spikes in dr manc that greatly alter the bid values. In addi-
tion, this type of zones neithe - have a clear common behavioral pattern,
since they stand o' ¢ dme to the high dispersion of the prices. It is pos-
sible that these & ~as cor espond to those that offer a smaller number
of instances un .er the uction model and, therefore, the demand far
exceeds the of e1  ausing such price variations.

e Finally, thr se 1i-stable zones are those that are framed between the
two previou Jypes. This type of zone has a higher price variation
than th = st~ble zones, and therefore, if the percentiles 90 and 99 are
observ. 1 “ney are higher. They have a higher price fluctuation interval
in ad 2liion . a greater number of peaks. But unlike the unstable zones,
this type ¢ zones do have a pattern of stable behavior that is repeated
over ‘me since they do not have such dispersion of prices.

A it wa; previously mentioned, this characterization has been imple-
mented ... 12 as part of the hierarchical clustering scripts, allowing us to run
it « 7ress all available instance types and operating system in our approach.
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5.5. Model definition

After the clustering process, a model is built for the zo..~ classes that
have been identified. The model generation starts from an initial complex
model that includes those characteristics or explanator - ve iabies that de-
fine the zones that compose each class. Those variablo~ are “he spot prices
for the period stored in the database as well as the patte. 1s identified for
each zone, represented by means of trigonometric fu. ~tior .. This complex
model is then refined applying a step-by-step l'aear “egression technique.
The regression analysis enables the identification ~* rela‘ ionships among the
parameters that compose the model. During tu. nrocess, those parameters
that do not contribute in a significant way *o the n odel representation are
automatically discarded on each iteration.

The step-by-step process finishes when no p..-ameters are discarded. The
parameters of this refined model, called .“ep-by-step model, have been ad-
justed by eliminating those explanatc~x varianles that were not significant
through the step-step regression techni . T'hen, a final iterative process is
executed over this model in order v . »edu e the complexity of the model as
well as the linear relationship betwee. ti.: explanatory variables. This pro-
cess performs small variations in “ne v ights of the parameters, minimizing
the margin of deviation of the prices bbtained by the resulting model with
respect to the prices availab'_ 1. “he system. As a result, we obtain the final
model for each zone class © @ consi ler.

Returning to our exa aple, . . system has generated a set of models for
our zone classes. As *arer zone classes were identified for the m3.xlarge
instance type with Li wux, “hr e models have been built, one for each class.
The final model pro . ~ed for the stable class (stable zone model) is detailed
in equation 1. As it is s.own, for a given time ¢, this model depends on
the spot price of the previous two hours, the spot price of the last day (24
hours ago), two a.;7, ago (48 hours), a week ago (168 hours, 7 days) and two,
three and fov. wereks ago (336 hours, 504 and 672 hours ago, respectively).
This equatic e.s0 "aodels a pattern that has been identified in the zones
belonging ' the ~cable zones class, which is represented by the sine and
cosine fu ctions

Y o= o+ it + Bov—1 + BsYi—2 + BaYi—24 + BsYi—as + BeYi—168

o tor (1)
T 1) T Pucos(zS =)

" Rea_gs6 + BsYi—s04 + Poli—er2 + Brosin(
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The description of the parameters that appear in model e 'af.ons is de-
tailed in table 4.

Parameter Description
Y Dependent or explanatory variable: ., ot price in dollars
for the instant of time ¢
Bo, B, -y Pn Weights that measure the influnce of >xplanatory vari-
ables
sin(2x) Sinusoidal function of dai v rcric1 (24 hours), which
added to the function co.’*+) 4o cribes the daily trend
of the dependent variable
cos(2r) Cosine function of daily , ~rior (24 hours), which added
to the function sin(%:, lescribes the daily trend of the
dependent variablc
sin(25) Weekly sinusoidal func. ~n (168 hours), which added to
the function cos, 2, Jdescribes the daily trend of the
dependent va iable
cos(£57) Weekly cosine .1 “ion (168 hours), which added to the
function s . 7tx2:%\ describes the daily trend of the de-
pendent variau’»
mean(priceyeer—1) | Averags rrice of the week before the given time instant

Table 4: Parameters . ~ed in -he modeling of the availability zones

Similarly, the ser.i-stav.~ zone model and the unstable zone model are
presented in equati ns ? and 3, respectively. It can be seen that the semi-
stable model is sin~'~r to the stable one, but in this case the dependency relies
only up to a three v eeks ago spot price. The patterns found are different,
so the represertati. ~ differs as well. An interesting observation to be made
in equation 7 is “nat the spot price depends on the mean spot price of the
previous week, " 7hic’1 is represented by the mean(priceyeer—1) function. This
function s Jands for the average price of the week before the given time instant.

In the case o the unstable zone model, depicted in equation 3, it can be
seen th~* tue _..odel cannot rely on data older than a week ago (y;_1¢8). This
is be ause (¢ the dynamic nature of the unstable zones, where spot prices
may v. 7 tor often. However, even in these dynamic zones there is a repeating
bl w o which is included in the model by means of the corresponding
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trigonometric functions. Note that this behaviour may vary ¢ -er ¢ime, so a
data update could add new patterns and dependencies to the . ~uail.. ns when
they are generated.

Y = Bo + Bit + Bavr—1 + BsYr—2 + LaYi—24 + B5" t—a8 + LoYi—168

t2mw

) t2m
+ BrY—336 + Balr—504 + BQSZn(ﬂ) + Biocosy z—\ (2)

t2m
) + 612608(

+ ﬂllsin( 7% 24

s .
T 91 ) + B1.7ean priceyeek—1)

Y = Po + Bit + Boye—1 + Bavi—o + Ba —21 | o5Yi—as + BeYi—168

)+ ﬁgcos(ﬁ ' )

) t27
+ Brsin( o4’

7 x 24

The construction of the models is a dvaamic and flexible process that it
is initiated by a set of Python scrip . wh.-h build a set of R scripts for each
identified zone class depending on the ‘nic “mation stored in the database and
the patterns that were identifiea ~w.i..; the characterization stage. With all
this information, the initial complex model is generated, and then the R
software is run in order to _..~ute the step-by-step technique. When it
finishes, the final model fc each i1 lentified class has been defined. Then, a
model validation process is ca. e 1 out in order to ensure the correctness of

the models.

5.6. Model validatio

The validation of the models generated in the previos step is achieved
through a cross filds »g validation technique. Cross validation allows to com-
pare the models .~ . select the one that is more representative. This tech-
nique consistc of firsy establishing a training group adjusted to the model
and leaving . ve'ida’.on group out of it. Then, the mean errors of this group
is calculat~ ' wit.. espect to the adjusted model. This validation allows to
check if - he ave age error of the predictions is reasonable, and to compare
different 1. ~del" to select the one whose representation is better. The im-
porta ice of this validation lies in establishing a validation group that is not
used .1 the t aining phase, and that is what allows to compare the prediction
camacity uir each of the models.
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The final models are compared with respect to the complea v « the step-
by-step models in order to verify that the reduction of the es lana.ory vari-
ables does not affect their predictive capacity. As it is ¢'.c 7n 1. Figure 9,
the cross validation is done by dividing the data into tv o se.s: .ae training
set (90%) and the validation set (10%). The data is taken ~om the pricing
database. and a test dataset is defined as well. T1is tes dataset will be
used in next section in order to test the correctness ¢” the p oposed models.
Finally, the models will be used to perform a real spot price prediction over
a experimentation setup.

________________________________________________________
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1
:
1
! June 2015 —July 2017 Aug-September 2017 October 2017
1
1
1
1
1

Fi- are ,: Dr cail of the evaluation stage.

The phases of m’ del valiaation and the evaluation of the results are au-
tomated, using a set ot . ~ripts developed in R. For the running example,
the results in Tal e . show that the models obtained previously for the sta-
ble and unstable o .es adequately represent the desired behavior. However,
as one could  xpect, ‘he accuracy of the prediction for semi-stable zones is
notoriously - ors :. The coefficient of determination, R?, is used to measure
the percent~ge ‘- ariation of the response variable, and then this value is
adjusted o the rredictors (adjusted R?). These values are notoriously lower
in the zown s cla sified as semi-stable. This may be due to the fact that this
type r area is the most unpredictable: sometimes the price is stable for
long eriods of time while in others changes are very frequent. In addition,
it shoui: Le considered that in this types of area there are also high price
spies oiat drastically alter the auction model.
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R2 Model
Complex | Step-by-step | Proposc ' |
Stable 0.71220815| 0.712204854 | 0.717 . 333
Semi-stable 0.37280601 | 0.372775607 | 0.7 /254 ,0b
Unstable 0.68867093 | 0.688586516 | 0.65. 307
Adjusted R’ Model —
Complex | Step-by-steo | "ror .sed
Stable 0.71217787 | 0.7121f 4703 I _ 71215112
Semi-stable 0.37264098 | 0.3726t.° 7.2 | 0 ,7239758
Unstable 0.68842504 | 0.688. 2986 : J.68819183
Validation TR
Complex | Ste, hv-step | Proposed
Stable 0.0023967 . c.uuco27756| 0.00226816
Semi-stable 0.00693645 | 1L."N7451680 | 0.00856331
Unstable 0.1944. ‘SDL: ~ 793326882 | 0.19110068

Table 5: Results of t. = =lid. “ion of the models

The average errors with the cros. validation technique show that the more
instability is the more complicated is to adjust the model, while the average
error increases. The reduc’ion o’ the least explanatory variables does not
produce the average error .. incr:ase in a considerable way. Therefore, it
can be concluded that tF > proposed model is adequate. The values of R? and
adjusted R? for the sei. -s abl’ zones are very small. Given the hypothesis
that this is due to reaks v" h a price much higher than the price of the
on-demand instancr s (.. ™mazon sweeps and peaks were previously introduced
in the preprocessi . stage), a pruning technique with respect to the training
data is applied. (his tries to remove those data considered as spurious from
the training data, .hat is, those peaks of prices that exceed the price of
the on-dema.d i» stances. The objective is to eliminate those instants of the
auction such t.. t t} e price exceeds that of the instance on-demand instances,
as on-der and instances are more adequate for those cases. In this case, only
3.6% of t e dat: are considered as spurious. This means that applying the
prunir_ process does not reduce the generality of the models of each group of
zones Once the spurious data have been removed the training, construction
and va'*dat’on phases are executed again. In this case, the final models use
th - oo °~ explanatory variables but have different weights. The results of
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the validation of the resulting models are shown in Table . (omparing
the results from Tables 5 and 6 it can be seen that all the p. ~nosc ' models
improve the corresponding R? and adjusted R? values. Th, .1ean. that they
adjust the behavior in a better way. In the case of se ni-s.ab.c zones the
improvement is noticeable.

R? Model o
Complex | Step-by-< .cp ‘ Proposed
Stable 0.73863411| 0.7386: 1737 | 0.'3860977
Semi-stable 0.70101314 | 0.707 12867 | - .70079427
Unstable 0.70232884 | 0.702254L°5 ‘ 0.70213269
Adjusted R® o
Complex | Steo-1. step | Proposed
Stable 0.73860601; N.738606383 | 0.73858916
Semi-stable 0.7009“309| 0.7.J3934327 | 0.70072129
Unstable 0.70204. 98 ' 0.702083137| 0.70198073
Validation Model
“omplc v | Step-by-step Proposed
Stable 0.U."90142 | 0.001980913| 0.00238365
Semi-stable 0.00584118 | 0.005659768 | 0.00617250
Unstable |« 14625798 | 0.145183440| 0.14538662

Table 6: Res’ its of ..~ validation of models with pruning

6. Evaluation an‘. » voverimentation

The evaluatic 1 st ge depicted in Figure 5 in the previous section allows to
study the alignni. ~t petween the predicted values for the test dataset and the
real data in s'.ch set. In this section, the evaluation phase is described with
respect to th - re ults obtained when using the models to predict the behavior
for the tes* datw.~ described in Section 5.6. After that, we conducted an
experime 1tation. process to identify the behaviour of the proposed models
under rea. ~ircr nstances.

Si ailarl:- to the previous phases, the evaluation stage is conducted using
the L softw: re with a set of scripts that allow the complete automation of
the proceoss.
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6.1. Model testing

As explained in the previous section, the validation over ti.> modcels with
and without applying the pruning technique was carried oct. Let us now
verify if the use of the pruning process is useful in th se rones with high
R? and adjusted R? values. The results for the data = a. managing for
m3.xlarge instances are shown in Table 7.

Validation Model Test ’— — Model

Complex | Step-by-step | Proposed ’ Lumpley | Step-by-step | Proposed
Stable 0.0028 0.0026 | 0.0025 | |Stable | 0024 0.0023 | 0.0023
Semi-stable | 0.0073 0.0084 0.0086 Semi-sta. 'e ‘_0 /460 0.0455 0.0456
Unstable 0.1711 0.1640 0.1602 Unstabic | 0.2381 0.2340 0.2362

Table 7: Test of the models generw ~d without pruning.

The same validation is carried out atv > the pruning. The results depicted
in Table 8 show that the average e.vc-s 1. the test phase are lower in the
models that were trained with nrunin,;. This means that pruning helps in
the representation and predictive ¢. nacity of the model.

L Model Model
Validation T — Test
Complex | Step-by-step | “ropr »ed Complex | Step-by-step | Proposed
Stable 0.0018 r.001° | 0.0022| |Stable 0.0020 0.0020 | 0.0020
Semi-stable | 0.0041 0.0 48 0.0045 | | Semi-stable | 0.0480 0.0481 0.0462
Unstable 0.1131| ~ 0.1086| 0.1092 | | Unstable 0.2331 0.2340 0.2356

T ole 3: Test of the models generated with pruning.

The distrit ation ¥ the error for each validation was also obtained. The
average erro’ is r bie sed measure, because the price peaks badly detected by
the model are v. < that contribute almost exclusively to the average error.
That is, ¢ large ~umber of predictions have a lower and practically disposable
error, anc. the a erage error is accumulated by a small number of estimates
that correspond to misidentified price peaks. The distribution of the error is
show » in Ta le 9. As it can be observed, in the stable and semi-stable zones
the erro. *= distributed in a similar way independently of the pruning criteria
in "he ....ning phase. However, in the unstable areas the trained model after
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pruning makes better predictions, since in 80% of the predic. ~n' it has an
absolute error less than 0.07, while the other model makes a.. absc: ‘te error
of approximately 0.14 in 80% of the predictions. Again. .. seew.. that the
best model is the one on which the pruning was applic { previcasly to the
training because its values of R? and adjusted R? are mo.. significant and
its error is also better distributed among the predict’ ns.

Test error distribution Error distribution (p’ uposed model)

(without pruning) | 50%| 75%] 80%| 85¢'| 0% 95%100%
Stable 0.001 | 0.002 | 0.003 O.L,\"'|O.I’f, 0.011]2.521
Semi-stable 0.008 ({0.022|0.031 0.048|b')95 0.162|2.232
Unstable 0.011|0.131 O.13°|£'—3|’.542 1.268|2.103
Test error distribution Error disu, ~ution (proposed model)

(with pruning) 50%| 75%| 80%| 25%| 90%| 95%|100%
Stable 0.001 0.002;’)._0 ,311.00410.005|0.011|2.521
Semi-stable 0.008 0. "8 |&%5 0.041|0.098|0.154 | 2.231
Unstable 0.008 |0.06" |L."69|0.168|0.231(1.034|2.103

Table 9: Test error distribution in the moau.' developed without and with pruning, respec-
tively.

The model after applying *he v runing was then automatically selected as
the best one for spot prce nrea.ction. Let us now use the model proposed
by the system to study "he eve ution of spot prices for m3.xlarge Linux spot
instances between A’ gust a. « September 2017 in the different zone classes.
Figure 10 shows a canw ary of the spot prices against predictions (prices in
black; predictions - blue) for stable zones. A detailed analysis of the data
obtained allows ~ 0 cc afirm that the model correctly reproduces the evolution
of prices. Mos' of v..~ time the prices are within the interval set in the graph
and prices hr ve 1'ctle dispersion.

In the case - seai-stable zones, it can be observed how a greater number
of peaks ‘.re pronduced. However, they seem to follow a predictable pattern.
The mod 'l for t iese areas is able to detect these peaks, but does not reach
such 1 es, vuuce they were omitted from the training when pruning. Fig-
ure 1 show: the results of the test performed (prices in black; predictions in
blue). The aodel is able to reproduce the evolution of prices.

1 ... v, in the case of unstable zones, it can be seen that there is a greater
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Figure 10: Price predictions in stable zones for the tes.'  perird. X-axis: price ($);
X-axis: time (hours).
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Figure 11: Price predictions in semi-stable zones for the testing period. X-axis: price ($);
X-axis: time (hours).

number of peaks that do not folicw any type of observable pattern. However,
the model for these arc s "5 cepable of detecting when most of these peaks
occur, but as in the reviow. case, it does not reach such prices. Figure 12
shows the results of the “est performed (prices in black; predictions in blue).
As it is shown, th_ model 1s able to reproduce the evolution of prices most
of the time.

6.2. Experim :ntc.ion

Let us now ‘om pare the predictions obtained from the models with real
data we b wve obtained bidding in the EC2 market during October 2017. The
objective »f this analysis is to check whether the evolution of the predictions
corres” ..ads v che real evolution. In addition, we will check the percentage of
the t me the prices suggested by the model are above the auction price, that
is, tho. ~ inc,ants of time in which the SI would be granted to the end user.
T. . -~ important factor, because if the prices estimated by the model
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Figure 12: Price predictions in unstable zones for the tesv.ig m ath. X-axis: price (3);
X-axis: time (hours).

are lower than the real prices, regardless ot . hetuer they represent well the
behavior of the auction, the estimated p~*--_ .._uld not serve to deploy the
instances. Therefore, different correction fac ~rs have been evaluated on the
estimated price in order to know whicl. 1ac. . 2llows a high allocation success
rate without increasing the price excess1 :ly.

Figures 13, 14 and 15 show the p.~u ~tiuvns made in the month of October
2017 for stable, semi-stable and 1~<tab.~ availability zones, respectively. The
real evolution of spot prices is sho. ™ in black, and the prediction made in
blue. In red, yellow and green. the prediction is shown by applying a correc-
tion factor of 2.5%, 5% and 0%, 1 spectively. Correction factors increase the
predictions in a specified per. mta’: As it can be seen in the figures, the best
predictions are made in he stab.e areas due to the lower price variability.

The final costs exci. i ely depend on the value of the auction and not
on the spot bid price. Thercre, on the following an evaluation of different
correction factors o « tuc estimated price in each zone class is proposed. The
objective of this e* .. 1ation is to know and select for each zone that correction
factor with a tr- de- i between the probability of allocation of the instance
and the bid p ice, .~ such a way that it increases the success ratio at the
expense of ir cres sing the maximum price the user is willing to pay.

6.3. Anal 515 of tne results

The analysis of the prediction of prices with respect to their real evo-
lution .ilows wo deduce that the models fit reasonably well the evolution
curve 3. App -oximately 71% of prediction prices are slightly above the real
auctior. ¥2l.es, which means the user will succeed in obtaining the instances

re. uc, ' These models will also allow to generate provisioning plans for
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Figure 13: Price prediction for the stable zone eu-. mtral-1b during October 2017. X-axis:
price ($); X-axis: time (hours).
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Figure 14: Price . ~di cion for the not-very-stable zone us-west-2b during October 2017.
X-axis: pri- ¢ ($); X-axis: time (hours).

execu’:ons based on cost and time constraints, checking ranges of hours in
whicl the n aximum cost established is above the estimated price. From
another | _.nt of view, it also allows determining an adjusted price that can
gu. rar oo execution during a certain number of hours, as it will be depicted

34




0 200 400 600

Figure 15: Price prediction for the unstable zc e i1s-east-le during October 2017. X-axis:
price ($); X-axis: time (hours).

in next section when generating p.. ~visivning plans.

A correction factor has been added to the model. This factor propor-
tionally increases the estime .ea | ~ice in order to also increase the allocation
success factor and to exte. 1 it ac much as possible over time. In return,
the total execution costs are a.. » increased, since the instance is obtained
at a higher cost in thos > m yme its of time when the auction price increases.
Again, the previous ~redicc1s have been made applying these correction
factors to verify the s.~cess factor obtained in each type of zone, and to be
able to establish ore that 15 a good trade-off between the total execution cost
and the probabi! ty « [ expulsion.

According to . » data shown in Table 10, stable zones can reach a suc-
cessful predic.or for all availability zones. Depending on the zone, it is
necessary to .»oly 'igher correction factors in order to obtain similar suc-
cess rates 1 his is hecause these areas have a high number of peaks in prices.
The grea er the 1nstability of the area is, the greater price increment must
be appliea '~ - otain success rates close to 90%. However, because the av-
erage price f SI is approximately between 15% and 30% of the equivalent
on-de. and - esources depending on the availability zones, substantial savings
cl -~ +a 6U% could be obtained.
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Correction factor (%)
g Zone class 0.0%| 2.5%| 5.0%|10.0% | 15.0% | 20.0% | 25.0% | 3C "% “ 4_ "% | 50.0%
"Z Stable 60.0% | 92.1% | 96.6% | 98.4% | 98.9% | 99.0% | 99.1% :2% |- " 2% [ 99.3%
‘Z’, Semi-stable | 62.5% | 71.2% | 77.6% | 85.5% | 89.6% | 91.6% | 92.8Y Ji?: 50 04.4% | 94.8%
g Unstable 70.7% | 75.3% | 78.8% | 83.2% | 85.5% | 86.8% | 88.1% | ° ..0% | 89.6% | 90.2%
< [Allclasses | 63.6% | 80.1% | 85.0% | 89.8% | 92.0% | 93.2% | © ..0% | ©4.6% | 95.0% | 95.3%
Table 10: Correction factors applied to the di~ren.. 77 zones.

Figure 16 summarizes the influence of cor: ~~tior f-.ctors on availability
zones. In the case of stable zones, applying a cor. ction factor above 10%
of the estimated price does not improve in e..7ess ‘ne probability that the
spot bid will succeed. However, with a relavely low correction factor of
3%, the probability of eviction can be re "..cou vy up to 33%. Observing the
semi-stable and unstable zones, the growth c¢.-ve of the up-time with respect
to the price increase is not so drastic, o ¢ .. cction factors around 15% and
20% respectively would be a good com,; ~omise between the price increase
and the reduction of the probability ~1 (~ictions.
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Fir are 16. Increase in availability compared to the correction factor by zone class.

Fina..,, Figure 17 shows the behaviors described for different AWS SI
aveilar vy zones. The zones classified as stable (eu-central-1b, eu-west-1a
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and eu-west-1b) have a similar growth curve, reaching up-time ¢ -ov ch rates of
over 35%. The semi-stable zones (us-west-2b, us-west-2c and «."-eas. 'a) have
a growth curve similar to that observed for this type of 7z ...>s in Tigure 16.
However, the unstable zones (eu-central-la and us-east te) despite having
high availability without applying any correction factor. ha.~ a very limited
growth curve, around 70%. For this reason, it is not ‘ecom nended to apply
correction factors greater than 20% since the gains .1 tern s of availability
are minimal.
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o s-we' -2C ==us-east-la eu-central-1a us-east-le

Figure 17: In reas : in ~vailability compared to the price increase in different SI zones.

These corre. tions factors have been incorporated to the proposed models
in order t. fit be ter the prediction results. Given the fact that the final price
deper .> on tne real final spot price, the correction factors can be included
on al mode:; for every class in the EC2 pricing schema. This improves the
behavie ~* the results and still allows to get an excellent tradeoff between
sp 't u ..nce use and cost savings.
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7. Automatic generation of provisioning plans in Amc~o". EC2

The prediction models can be applied to the synthesic ot | rovisioning
plans in Amazon EC2. A provisioning plan consists c: a .+ of feasible
time instants at which a specific instance type can be 1.~ iested. Given a
deadline, an EC2 region or a specific zone, an instar _e¢ type, che operating
system, the number of execution hours and the maxir um pr :e per hour, the
EC2 SI Provisioning Maker component depicted ir Fig.. - . uses an internal
simulator to generate all feasible hours at which : bi c¢c 1ld be placed in the
EC2 SI. A feasible hour means that the simu'ation pr,cess estimates that
the bid will succeed and, therefore, we would be hle to create a SI of the
requested type without being preempted.

Given the deadline and cost constraints, the system provides the user
with a complete overview of the suitabil**:- - _.ng Sls for the deployment
of an experiment. We have used this syste.~ to construct and execute real
provisioning plans in a healthcare-rela <. . ~“ronment. Conducting immune
response studies requires processing pat. nt samples through different tech-
niques and methods [40]. The stud, ‘ the immune response, among other
utilities, serves to see the patirmt’s 10sponse to medical treatments. We
present a use case in which we aun-lvzed the immune response to select a
surgical treatment in patients with cancer.

Figure 18 shows the prccess 1 llowed to study the immune response for
patients that meet a given .~t of inclusion criteria. First, a sample is ex-
tracted from the patient Sempics are anonymized and processed through a
flow cytometer with dif. re .t p-.rameters, whose output is recorded in several
files. These files are t.aen pic essed using a specific software with the aim of
obtaining information . interest related to a variety of aspects such as the
type of cells, their . *ivity or the percentage of death cells, for instance. This
information has a very high level of detail. In order to handle it, a process
selecting the 17 leva..t data must be previously executed. For that, a pattern
recognition r.ocrss, based on machine learning techniques, is applied. The
final results ai. nse 1« for the study of the patient’s immune response.

The e .ecution of the previous process is very expensive in computational
terms. T e mos complex process is the one that performs pattern recogni-
tion u<’. g macuine learning algorithms. Figure 19 depicts an example of the
process thay it is achieved at this stage.

Everv w_ek, over 50 samples with multiple parameters must be processed,
fo. wi'°b the Amazon EC2 computing resources are used together with a
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storage solution based on Amazon S3 [41]. The computation . t'.e samples
according to the process shown in Figure 18 is done deploy.~o bc ween 15
and 20 m3.xlarge instances running Linux (Ubuntu) in par «.°l. L. 2 analysis
of the software requirements justified the use of this typr of  istaaces to run
the processes. Each machine processes several samples ti.ough a specific
workflow, taking the sample information from S3 and storin, - the final results
back there. Processing a sample takes between 11 anc 14 ho'.rs. Considering
the empirically observed overhead of process con‘.guration and setup, data
storage and retrieving, processing all samples re 1w’ es : n overall execution
time in the range between 565 and 715 hours.

The weekly execution of the previous process us: 'g on-demand instances
in the EC2 service represented a cost of betwee. $172 and $225. In Septem-
ber 2017, the application of SI using the app.~ach presented in this paper
was proposed as a feasible alternative. . e >l1 service allows launching the
experiments with the same characteristics of 1.. rdware, operating system and
integration environment (EC2 and S3) ha 1 e previous schema, facilitating
the migration, and offers the possil ity ¢ obtaining lower costs and impor-
tant savings.

The Provisioning Maker cor. -w..>»: (depicted in Figure 4) was used to
generate resource provisioning plan. for the same type of instance orig-
inally used (m3.xlarge mack’._~s with the GNU/Linux operating system).
This component’s input wr s the ¢ nfiguration of the instances required, the
amount of computation Fours -ecaired, the deadline (the analysis of a sam-
ple cannot be delayed »iore than two days - 48 hours- since it is received)
and, finally, the costs bo. d. ".he provisioning maker component generated
a price prediction pe = hour tor each EC2 availability zones using the models
detailed in Section 9. Fig e 20 depicts the whole process.

The correctior. ta tors described in Section 6.3 were included in the mod-
els proposed by “hr system. Expulsions had to be avoided, since neither
recovery nor raeckpo. iting mechanisms were available in the software used
to conduct t” e v.e cr se. The analyst studies the provision plans proposed by
the compor~nt « < selects the one to be executed. This process is normally
cost-drivi n, as he analyst chooses the plan that provides one of the higher
success pu-centrges with the lower price. The company has developed an
appliration that processes the supplied plans, chooses one among them and
place the ¢ rresponding bids in the spot market. If the bids are the win-
ers. the . oquested instances are launched and the process execution starts.
Fig'we 21 shows a screenshot of the selection of a provisioning plan by the
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Fig re 2 : Sereenshot of the tool for selecting a provisioning plan.

Table 1 details the costs for six weeks since December 2017 until January
2018. In weeks 1, 2 and 5 the processes have been successfully executed
using +' > ge..c.ated provisioning plans on semi-stable zones (us-east-1a, us-
west- 2c ana us-east-la, respectively), with an overall total cost of $111.40
compa=d t, $507.26 that the execution would have cost using on-demand
it ve..m2e This represents a saving of 78% using the SI with respect to the
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on-demand model. Weeks 3 and 4 have been executed on st le zones (eu-
central-1b and eu-west-1a, respectively), achieving a saving o1 21% (70.52 for
ST with respect to $358.57 for on-demand). Finally, in we i 5 the execution
was carried out on an unstable zone (eu-central-la), w'ch 7 cooc of $41.70
compared to the $216.41 of the on-demand model, which re, “esents a saving
of 80.7%.

Week | Exec. | SI cost | SI price | On- ‘ (O Savings
time | () (%) dema d | amand | (%)
(h) cost ($) | r cice (9$)

Week 1 | 581 35.03 0.0603 154.55 0.2660 77.3

Week 2 | 623 35.95 0.0577 165.72 0.2660 78.3

Week 3 | 610 35.99 0.0590 19. 15 0.3150 81.3

Week 4 | 568 34.53 0.0608 1UU.EL 0.2930 79.2

Week 5 | 703 40.42 0.0575 | 157 00 0.2660 78.4

Week 6 | 687 41.70 0.0607 | a4l 0.3150 80.7

Table 11: Costs for the executi n ~f th processes during six weeks.

An average saving of 79.3% has veen obtained using the provisioning
plans with EC2 SI instead ¢. 1. on-demand instances, with a total cost of
$223.63 compared to $1,082 24, res rectively. Therefore, it seems evident that
the generation and use c. the .-, visioning plans with the proposed models
are very useful and eff cti-e ir actual practice, allowing a very significant
saving in the total co ¢s 0. ~x cution and without altering the configuration
or the requirements .. the problem to solve.

8. The new A naz n EC2 Spot pricing model

Amazon b s rece.‘ly introduced a series of changes in the spot pricing
model that < fec, prices, access and suspension of the instance [42, 43]. On
the one har-, A.. » .on announced that the SI price model was going to move
to one in which | rices adjust more gradually. This change is oriented towards
long-term ‘rend . It is expected that it will still be possible to obtain savings
of bet ween 70 and 90% of the price of the on-demand instance [42].

O the ¢ cher hand, Amazon announced a streamlined access model for
Spot Ins.oaces. This model simplifies the use of SI by the user, allowing to
sel. <t s type of instances in the same way that an on-deman instance is
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selected. The request can include the maximum price that is ~il'.ng to pay
per hour per instance, with the default price being the on-a. manu ‘nstance
one. Other limitations can also be included, such as the ty_. of in. sance and
the availability zone. If the maximum price is higher tb «n tie carrent spot
price for the specified instance and there is available capa. ity, the request
is attended immediately and a SI is launched until the u er finishes it or
EC2 claims it for an on-demand use. The user will p. 7 the pot price that’s
in effect for the current hour for the instances ‘.uat were launched. This
change tries to facilitate and promote the use of | I. .voic ing having to know
the spot markets, the bidding mechanism anu *he “~.eraction through an
asynchronous API, since the new model gives conti )] immediately over the
instance in case the request can be served.

An important change is the concept of evi.*ion. In the new model, the
interruption of a SI is due to factors basc ' on price (the spot price is higher
than its maximum price), capacity (there are ~ot enough EC2 instances not
used to satisfy the demand of SIs) a. 1 -esurictions (a restriction may be
included in the SI request as a laun ™ gro. o or a group of availability zones).
Therefore, the fluctuation of the pri-es ‘n the spot market are not longer
used. Note, however, that the fa -o.. ' at condition the interruption of a SI
are still internal to the provider anu ~annot be known without a deep and
detailed understanding and » . 'vsis of the AWS infrastructure.

Finally, the option to “.iberna ¢ an instance has been added, although
some requirements detail>d b 'ov must be fulfilled. Now it is possible (for
those instances that m-et *.ae requirements) to save the memory status of
an instance when the 1. anccs are interrupted (or reclaimed in the new
terminology, since tF v are claimed to be used as on-demand instances), and
recover the previous stav.~ when capacity is available again. The private IP
addresses and th . e1 stic IP of the instance are also maintained during the
stop-start cycle.

However, *ae new model still allows for a more detailed control over the
SI mechanis 1. "he maximum price that the user want to spend when the
request is made .~ be specified, and the jobs and applications that use the
RequestS >otIns ances or RequestSpotFleet API services continue to function
correctly. "t is 2 s0 still possible to establish a configuration when requesting
and ¢ :ploying instances in order to diversify the placement of SI across the
most -~ost-ef >ctive pools. Therefore, existing research can be adapted to the
new moa... Although the concepts of spot market and the bidding mecha-
nis M ¢.sappear, the spot prices are more predictable in the new model. Prices
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are updated less frequently and are determined by supply ai.? ¢ 2mand for
Amazon EC2 spare capacity, not bid prices. It still makes s nse, ‘erefore,
to be able to predict the price of SIs to anticipate and be ~..'» to . rovide so-
lutions that use SIs and offer significant savings. Althour a t} ¢ co.nplexity of
the analysis of the spot market and its fluctuations is now 1. “er, the changes
in the prices of the instances and their availability ontin ‘e to respond to
internal criteria of the provider (the capacity of thy infra: tructure or the
number of instances available are not public). T'.ciefore, adapting existing
approaches to the new pricing model would allo 7 +, pr :dict the maximum
price to start up a SI with a specific configurat. n ar * che best savings.

We have conducted a preliminar analysis with tn > data from February to
April 2018 (which corresponds to the new mou ! of 3I) in order to evaluate
how the spot prices fluctuate with the new modJ~l. We analyzed the available
data in each region with all availability .. ‘mes, imstance types and operating
systems. To characterize the different classes v. 2t can be found, the frequency
and the deviation in the price changes ( 'ar avwons) were considered. Table 12
shows the different classes that we « n se. up combining these two measures.

Class 1 = a5 2 Class 3 Class 4
Frequency High I gh Low Low
of variation | ( >15") | ( >150 ) | ( <30) (<30)
Deviation L w ‘ High Low High
of price (<10, 1 (>40% ) | ( <10% ) | ( >40 %)

Table 12: Region/zone 'as:s us ng frequency of variation and deviation of price.

With the classif ca.'on proposed in Table 12 we conducted an analysis
of the data collec*~d for vhe different regions. The results are shown in
Table 13. Comp-.red with the previous spot market, it is clear that now prices
fluctuate much les. but there are still some differences that are noticeable.
The results <epi-ced 1 Table 13 allow us to observe that there are three
well different. * »d r.asses. Class 2 only includes two availability zones, so
a more d _vailed analysis would allow them to be included in one of the
previous ‘lasses. Therefore, it is appreciated that, although spot prices vary
less, th~*r p. . liction is not so obvious in all cases, and a detailed analysis of
each availalL'lity zone may be required if precise results are to be obtained.
The «*erer ces among the classes may justify the generation of different
p: . *ion models similarly to how it was conducted in this paper.
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Class 1 | Class 2 | Class 3 | Class 4 ‘ To al |

>Freq | >Freq | <Freq | <Freq ' “tal

<Dev | >Dev | <Dev | >De ’
ap_northeast_1 24 0 32 ;| 6
ap_northeast_2 0 0 24 2 26
ap_south_1 4 0 16 0 20
ap_southeast_1 22 2 26 4 54
ap_southeast_2 14 0 28 - V] 42
ca_central_1 2 0 14 ) 16
eu_central_1 20 0 Z 0 40
eu_west_1 56 0 28 0 84
eu_west_2 10 0 L 2 28
eu_west_3 0 0 | .0 4 14
sa_east_1 6 0 | 8 2 16
us_east_1 222 A ) 0 254
us_east_2 66 0 | 32 0 98
us_west_1 56 AT 0 66
us_west_2 102 v 24 0 126
Total 604 | =z 320 14 | 940

Table 13: Analysis of price v- "~tions in the AWS regions with the new model.

In general terms, the rame.. -~k proposed in Section 4 fits the new Ama-
zon model, as well as th : pr- pos:d approach does. The prices of the instances
vary in each region, -vhic.. ~catinues to allow a detailed analysis that mo-
tivates the realizati . of a clustering to characterize the different regions.
From this analysis the piccess would be similar to the one detailed in this
work. Predictive mo: els would be generated for each of the classes obtained
from the clustering rocess. These models would be validated and could then
be used to ms ke # preuiction of the maximum price the user is willing to pay
for an instan.~

From t'.C prea: tive models, it is possible to generate a provisioning plan
that min mizes \he cost of the required infrastructure, combining the maxi-
mum price. 20 ording to the predictive models with the different zones of
avails pility or regions when establishing the configuration of the request
again. * the imazon API. The mechanism for generating provisioning plans
th~* has peen described in Section 7 could be adapted.
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Regarding hibernation, it is important to highlight the req. e aents that
the instance must have [44]. First, for a spot instance regest, ‘he type
must be persistent, not one-time. The state of the mer.. v is “ushed to
the root EBS volume of the instance, so the root volur.e v asy be an EBS
volume, not an instance store volume, and must be large ~mough to store
the memory (RAM) of the instance during hiberna’ion. In addition, only
the following instances are compatible with the spot ibern .tion mode: C3,
C4, C5, M4, M5, R3 and R4, with less than 100 ‘<1 of memory. Something
similar happens with the operating system, since « nl- the following operating
systems are compatible: Amazon Linux 2, Ama..~n Li~.x AMI, Ubuntu with
an Ubuntu kernel set for AWS (linux-aws) after 4 4.0-1041 and Windows
Server 2008 R2 or later.

These requirements limit the level of applic. hility of the spot hibernation
mechanism. In many cases it will still be necessary to provide a checkpoint-
ing model that allows not to lose the infornmi. “ion processed in case a SI is
interrupted. Furthermore, even if the 1 »qu.reinents are met and the state of
the memory is stored, the conditic ~ of (e initial request must be fulfilled
in order for the instance to be restart.d. ™ the experiment described in Sec-
tion 7, a requirement was that . = .=~ ysis of a sample can not be delayed
more than two days -48 hours- since * is received. Taking advantage of the
possibility of obtaining bette- [ vices in exchange for a possible interruption
in which spot hibernation *, used 3o the above requirements have to be ful-
filled) requires adding thke co. dit.on that the instances must resume their
execution again before .he deardline expires, which adds complexity to the
problem of the generetio. of r rovisioning plans and should be evaluated in
detail.

9. Conclusions

The use o' new .-odels for the hiring of computing instances, such as
Amazon EC'. S ot "nstances and Google Cloud Preemptible Virtual Ma-
chine, can drasi.~al’y reduce the cost of system deployment and execution in
cloud infr astruc ures. However, the inherent low reliability of this class of re-
sources st "gests che need for a system that, analyzing the historical evolution
of pri-cs and resource preemption events, could generate provisioning plans
with wn adec uate trade-off between the cost and the probability of suffering
expulsic~ -0 as to be able to satisfy some deadline requirements as well as
co.t ¢ uocraints. In the case of the Amazon SI service, the provisioning sys-
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tem should be able to propose a good bidding strategy in ordei “o “,articipate
in the auction process for the resources, ensuring some quali. - asp. ~ts to be
fit (deadlines and cost bounds).

In this paper, a framework for the analysis of Amazon £C” Spot Instances
has been presented. This framework allows an automateu nrocess of data
collection and processing of the available spot prices Basc1 on these data,
an analysis is carried out to classify the availability zo ves, ge 1erating a series
of well-differentiated zones classes through a cluste iug nrocess. For each zone
class, a predictive model of the spot price is gencra*:d. The generation of a
predictive model for each zone class instead of « ~ene:~! one allows obtaining
more precise results for each availability zone. Mo over, these models are
updated each time new data is available.

These predictive models have also been usec.' to define provisioning plans.
The paper describes a real experiment the. nas used zones with quite different
behaviors, and which demonstrates that the | ~oposed method can generate
important cost savings (above 79%) wh n - owpared to the use of on-demand
instances for the same tasks.

Currently, the use of alternative a. ~lysis techniques such as Markov
chains or Machine learning is be. -« .~ idered in order to improve the accu-
racy of the predictions. Our current .nd future work is going to concentrate
on the adaption of the prese_. -1 methodology to the changes and the new
Amazon EC2 Spot pricing model introduced recently. As it was discussed
in Section 8, the new mode: ~ti'. allows for a more detailed control over
the SI mechanism. The ads ption of the approach presented in this work as
well as the proposed frai. wo'« will allow us to deal with the generation of
provisioning plans t' ~t benent from the use of SIs over the new model.
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