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A B S T R A C T

This study explores the selection, use, and reporting of control variables in studies published in the leading
international business (IB) research journals. We review a sample of 246 empirical studies published in the top
five IB journals over the period 2012–2015 with particular emphasis on selection, use, and reporting of controls.
Approximately 83% of studies included only half of what we consider Minimum Standard of Practice with
regards to controls, whereas only 38% of the studies met the 75% threshold. We provide recommendations on
how to effectively identify, use and report controls in IB studies.

1. Introduction

Control variables (CVs) constitute a central element of the research
design of any empirical study. Confounding variables are likely to
covary with the hypothesized focal independent variables thus limiting
both the elucidation of causal inference as well as the explanatory
power of the model (Stone-Romero, 2009; Pehazur & Schmelkin, 1991).
Therefore, researchers must seek to rule out threats to valid inferences
in order to determine to what extent the focal independent variables
behave as hypothesized. This is typically done by including (controlling
for) extraneous variables that are deemed theoretically (or empirically)
important but are not focal variables of the study (Kish, 1959). The
literature sometimes refers to such variables as covariates, confounding
variables, nuisance variables, control variables or simply controls
(Atinc, Simmering, & Kroll, 2012; Breaugh, 2008). Researchers need to
account for these variables either through experimental design (before
the data gathering) or through statistical analysis (after the data gath-
ering process). In this way the researchers are said to account for their
effects to avoid a false positive (Type I) error (i.e. falsely concluding
that the dependent variables are in a causal relationship with the in-
dependent variable). Inadequate attention to controls is a major threat
to the validity of inferences made about cause and effect (internal

validity).1

One way of controlling by inclusion is to use a matched-group de-
sign where particular entities (e.g., state-owned and privately owned
firms) that vary in terms of independent and dependent variables are
matched on specific criteria (Estrin, Meyer, Nielsen, & Nielsen, 2016).
An alternative way of controlling is exclusion by holding particular
variables constant, such as limiting a study to emerging market firms
only (Buckley, Elia, & Kafouros, 2014). Yet the most common way to
control for extraneous influences is via statistical controls. Statistical
controls aim at identifying potential sources of influence during study
design and including CVs representing these sources of influence during
data collection. During data analysis, researchers then control for these
extraneous effects by mathematically partialling out variance asso-
ciated with CVs in calculating relationships between other variables,
thereby reducing the risk of Type II errors (Carlson & Wu, 2012;
Spector, Zapf, Chen, & Frese, 2000). In this study we focus on IB re-
search that includes statistical controls as non-hypothesized variables in
regression type studies.

When regressing for instance firm performance (or entry mode) on
other variables, IB researchers attempt to establish which specific
variables influence the prediction and which do not. This is typically
done by considering whether each variable’s contribution remains
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statistically significant after controlling for other predictors. In multiple
regression, when the coefficient of a predictor variable differs sig-
nificantly from zero, most scholars conclude that this variable makes a
“unique” contribution to the outcome. CVs are assumed to be con-
founding, that is, producing distortions in observed relationships. For
this reason, researchers typically clearly assign some variables as being
merely controls, or variables of no particular theoretical interest, that
need to be somehow removed in their effects on the study. While sta-
tistical controls are able to adjust relationships between variables for
the action of other variables, this ability is based on certain implicit
assumptions about the underlying role of control variables on either the
observed measures or the underlying constructs of interest. More gen-
erally, the argument seems to be that we decrease the aggregate bias for
every additional relevant variable that we include. The inefficiency part
of the equation is, however, rarely mentioned, as control variables often
do have real effects. Yet, the mathematics of regression analysis do not
support the argument that more variables in a regression, even relevant
ones, necessarily makes the regression results more accurate (Clarke,
2005). In fact, even small amounts of measurement error in control
variables “are magnified as more variables are added to the equation in
an attempt to control for other possible sources of bias.” (Griliches,
1977: 12).

Control variables are of extreme importance in econometric ana-
lyses for a number of reasons. First, the variables included in the ana-
lysis drive the results of any statistical analysis of data. Hence, the
improper use (inclusion or exclusion) of CVs may distort results and
produce misleading findings. Similar to any other variable included in a
model (e.g., any predictor or criteria variable), decisions regarding
which controls to include affect the significance levels and estimated
effect sizes of the other variables. Second, replication and general-
izability of results cannot be done without specific knowledge of which
factors were controlled, the measurement of these controls, and the
specific method utilized for controlling. Finally, inadequate justification
and reporting of controls render any extension difficult. This includes
meta-analyses, which cannot be conducted on studies where controls
are unknown, unjustified, or measurement and descriptive statistics are
not reported. In order to advance IB research and build a cumulative
body of knowledge about certain phenomena, the correct selection,
inclusion and treatment as well as documentation and reporting of CVs
is critical since controls often serve as inspiration for new studies of
relationships (i.e., as potential moderators/mediators, IVs or even DVs).

We build upon insights from previous articles on the role of control
variables in social science research (e.g., Atinc et al., 2012; Becker,
2005; Becker et al., 2015; Bernerth & Aguinis, 2015; Breaugh, 2006;
Carlson & Wu, 2012; Spector & Brannick, 2011). These studies docu-
ment the (mis)use of control variables in social science research by
analyzing how published work in the top tier management and orga-
nizational psychology journals have treated controls inadequately. To
the best of our knowledge, however, this is the first comprehensive
review of the selection, use, and reporting of control variables in IB
research (also see Aguinis, Cascio, & Ramani, 2017). As such, we join an
important (recent) conversation within the IB research community
which calls for more attention to both methodological rigor in empirical
testing and preciseness in presentation and reporting of results (e.g.,
Andersson, Cuervo-Cazurra, & Nielsen, 2014; Ahlstrom, 2015; Cortina,
Köhler & Nielsen, 2015; Cuervo-Cazurra, Andersson, Brannen, Nielsen,
& Reuber, 2016; Kingsley, Noordewier, & Bergh, 2017; Welch &
Piekkari, 2017).

IB research is particularly vulnerable to issues arising from poor
treatment in terms of selection, analysis and reporting of control vari-
ables due to its complex and multi-disciplinary nature, often spanning
multiple countries and contexts (Aguinis et al., 2017; Cuervo-Cazurra
et al., 2016). IB studies involve phenomena where country level context
(e.g., institutional or cultural) often play a decisive role as boundary
conditions for theory development. In fact, what sets IB studies apart
from more general strategy, management or organizational research is

the cross-border (international) business context in which actors (in-
dividuals, teams, firms or even industries) act and interact (Zaheer,
Schomaker, & Nachum, 2012). This international context has important
implications for use of control variables as it helps establish the
boundaries of applicability surrounding a particular empirical argu-
ment and rule out alternative or confounding explanations of findings
(Teagarden, Von Glinow, & Mellahi, 2018). As noted by Cho and
Padmanabhan (2005: 309) “no international business study can be
complete unless there is an explicit variable controlling for cultural
distance.”

This study seeks to investigate the state-of-the-art of treatment of
control variables in IB studies. For comparison reasons, we focus on
specific issues pertaining to the selection, use and reporting of control
variables studied previously, but re-interpret these in terms of specific
importance to IB research. Together with our concrete recommenda-
tions, this approach is intended to provide IB scholars with a compre-
hensive yet easy to follow guide to improve their treatment of control
variables. In addition, we specifically examine the treatment of country
level, contextual variables as controls in IB research, and recommend
ways to improve practice with regards to such controls.

We start by introducing our sample and method followed by a
thorough analysis of the current CV use and reporting in 246 empirical
articles published in the top five IB journals during the period
2012–2015. We compare and contrast the use of controls both between
the five IB journals and with result from previous studies in other fields.
Based on our findings, we provide a set of recommendation to guide
future authors, reviewers and editors toward a more consistent and
accurate way of controlling for extraneous variables in IB research.

2. Method

2.1. Selection of articles

In an attempt to be comprehensive, we coded all empirical articles
published in five top IB journals over the period 2012–2015 with re-
gards to the use and reporting of controls. Given our focus on use and
reporting of statistical extraneous CVs,2 we did not evaluate non-em-
pirical studies, editorials or research forums, qualitative studies, simu-
lations or experimental studies. To further ensure clarity and compar-
ability, we omitted longitudinal panel data studies and studies using
SEM, GMM, multilevel, 3-stage least square, meta-analysis or other
methods where use of control variables is less equipollent. We also omit
studies where the use of control variables could not easily be discerned
from information provided, including studies with no correlation table
and articles with no control variables at all. In articles that reported
multiple studies with different controls (often as robustness checks), we
focused on the primary test of hypotheses and thus treated it as a single
article. Our final sample consisted of 246 articles published in Journal of
World Business (JWB – 54 articles), Journal of International Business
Studies (JIBS – 44 articles), Journal of International Management (JIM –
34 articles), Management International Review (MIR – 35 articles), and
International Business Review (IBR – 79 articles).

2.2. Coding of articles

Building on insights from prior research on controls in empirical
research, we developed a coding scheme designed to identify both

2 Achieving appropriate statistical control depends on the researcher’s intent; different
objectives such as a) “purification” of relationship between variables, b) estimating a
“controlled” relationship between two variables that accounts for the effects of other
meaningful variables, or (c) determining the “incremental” contribution that a variable
makes to the prediction of a DV after the effects of other variables have been considered
may require different types of information and analytical strategies (Carlson & Wu, 2012;
Conger & Jackson, 1972). Where appropriate, we discuss these differences in relation to
our recommendations.
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positive and negative treatment of controls in IB research. Following
best-practice-recommendations offered by Duriau, Reger, and Pfarrer
(2007), the authors started by carefully reading the selected articles
from each of the five journals. Based on these initial readings, we de-
veloped a list of coding categories and coded the studies. After several
revisions and using a combination of open and axial coding (Miles &
Huberman, 1994; Strauss & Corbin, 1998), we selected 13 recognized
dimensions upon which we coded each study to assess the overall
treatment of controls in IB studies. The dimensions were designed to
address issues pertaining to justification for inclusion of CVs, including
inclusion of impotent controls that are uncorrelated with the dependent
variable, description of measurement of CVs, hypothesized effects of
CVs, reporting of descriptive statistics and relationships with other
variables in correlation table, reporting and discussion of influence of
controls on primary relationships. After careful deliberation and to
ensure comparability, we followed previous studies (e.g., Atinc et al.,
2012; Bernerth & Aguinis, 2015; Carlson & Wu, 2012) in using di-
chotomous (0/1) coding according to whether or not a study followed
best practices on a given dimension. Dichotomizing a potentially con-
tinuous variable may result in an inflation of Type I errors as studies are
forced into either of two extremes. However, given the nature of our
dimensions and the intention of our study to provide best practice re-
commendations, we did not consider this a problem. Nevertheless, to
appease concerns about bias due to outliers in our results, we proceeded
to draw a random sample and recode two dimensions (CD1 and CD2)
according to their underlying properties (i.e. the actual number of
studies that omitted these). Next, we applied three different thresholds
according to ‘missingness’; 50%, 33%, and 25% in order to test the
robustness of our findings. The results (not reported here) clearly sup-
ported our initial coding; for CD1 we found that 85% of the studies
which we had coded as missing (1) explained less than 50% of the
control variables included in their study. For lower thresholds, the re-
sults on CD1 showed that 95% of the studies are missing explanation for
33% of control variables in their study, while 100% of studies are
missing explanation of at least 25% of the control variables utilized in
their study. For CD2 we see similar results; 55% of studies we coded as
missing if description of measurement of controls (1) did so for 50% or
more of the control variables. For lower thresholds, 65% of studies were
missing measurements for at least 33% of their controls and 75% were
missing measurements for at least 25% of controls. We strongly believe
that researchers should strive for no missingness on all the dimensions
as lowering the threshold constitutes a methodological compromise.
Hence, our binary coding is designed to capture the rigor in relation to
selection, use, and reporting of control variables which is required to
ensure methodological rigor.

In addition to these recognized dimensions of control variables, we
also coded a specific new category of variables – which we call
“Contextual Control Variables”. IB studies are characterized by the
cross-country context in which business activities take place. One of the

most important and unique dimensions of IB context − country level
variation – provides important insights into both the quality, reliability
and appropriateness of multi-country IB studies (Teagarden et al.,
2018). Hence, we proceeded to code the nature of contextual control
variables in the following way: First we coded all studies according to
whether or not they were single-country studies (coded 1) or multi-
country studies (coded 0). Only the latter were retained (n=139) as
country level context was deemed particularly important in such IB
studies. Next, we coded these 139 studies according to whether they
included any (n=107) country level contextual controls at all. This set
of studies were then scrutinized further and coded according to the type
and nature of control variables included. We coded these country level
controls according to a hierarchy of appropriateness of measures,
starting with simple country level dummies (coded 0 if included,
otherwise 1). Next, we coded studies according to inclusion of absolute
country level controls, such as GDP, GDP per capita, unemployment
rate, institutional quality, etc. in either home or host country (coded 0 if
included, otherwise 1). While such absolute measures of home or host
country context arguably are better than simple dummies, research
suggests that it is really the relative distance between home and host
country contextual environments that matter in IB (Caprar, Devinney,
Kirkman, & Caligiuri, 2015). Given the preponderance of studies using
Hofstede (Hofstede, 1980) derived measures of distance and the on-
going debate/criticism of this approach (e.g., Javidan, House, Dorfman,
Hanges, & De Luque, 2006; Kirkman, Lowe, & Gibson, 2006), we first
coded studies for reliance on Hofstede (either as absolute country scores
or as relative distance measures). Next, we coded studies according to
inclusion of specific relative country distance types of controls, such as
Kogut/Singh measures of cultural distance or measures of institutional
or administrative distance, for instance based on the CAGE framework
etc. (coded 0 if included, otherwise 1). We also coded to what extent
such relative distance measures were uni-directional (i.e. from home to
host country only, or vice versa) or multi-directional (i.e. looked at
from both directions) (Schaffer & Riordan, 2003). Specifically, we
coded the dimensions as shown in Table 1.

We initially coded a subset of articles from each journal separately
to assess the level of agreement across coding dimensions. General
agreement was around 90% and we discussed the few categories where
there were discrepancy and refined our dimensions to ensure higher
reliability in coding. We then divided the articles approximately evenly
between us and coded the remaining articles. Upon completion of
coding, we randomly selected 20 articles, 10 from each coder’s sample,
and recoded them independently. For these 20 articles our agreement
level across each dimension ranged from 90 to 100%, with an average
of above 95%. We thus conclude that the coding of the two authors was
highly consistent across all dimensions.

Table 2
Percentage of Studies Incorporating and Reporting Controls Inadequately.

Criterion Dimension/Journal JWB JIBS JIM MIR IBR Total Average Atinc et al. (2012)

Selection CD1 66.67 54.55 47.06 57.14 49.37 54.88 52.0
CD2 24.07 25.00 20.59 0.00 8.86 15.45 10.0
CD3 68.52 52.27 50.00 48.57 59.49 57.32 80.3

Use CD4 85.19 81.82 88.24 74.29 91.14 85.37 91.2
CD5 31.48 25.00 29.41 28.57 39.24 32.11 N/A
CD6 18.52 45.45 64.71 20.00 48.10 39.43 N/A

Reporting CD7 33.33 40.91 35.29 37.14 32.91 35.37 24.7
CD8 14.81 11.36 8.82 5.71 10.13 10.57 13.7
CD9 87.04 75.00 70.59 82.86 74.68 78.05 N/A
CD10 12.96 29.55 8.82 17.14 8.86 14.63 10.5
CD11 38.89 43.18 29.41 51.43 40.15 40.65 N/A
CD12 96.30 100.00 97.06 100.00 92.41 96.34 N/A
CD13 51.85 43.18 38.24 28.57 27.85 37.40 73.3
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3. Findings

Table 2 reports the percentages of each of the dimensions used to
assess the incorporation and reporting of CVs in IB studies. The table
illustrates the differences in practices with regards to use and pre-
sentation of CVs across IB journals and on average with regards to both
individual and aggregated control dimensions.

We begin by discussing the overall trends and compare results to
findings from four top management journals (Academy of Management
Journal, Strategic Management Journal, Journal of Management, and
Journal of Applied Psychology) as reported by Atinc et al. (2012). The
column labeled ‘Mean’ on the right reports the average percentage of all
studies in the five IB journal (across all four years) which are not in-
corporating and reporting controls appropriately on each of the di-
mensions outlined in Table 1. Comparing these results to the average
across the sample of four top management journals reported by Atinc
et al. (2012), we observe rather similar results on several dimensions
(e.g., CD1, CD8, and CD10).3

On a few dimensions, however, IB journals seem to be doing either
better or worse compared to the top four management journals. First,
we note with great interest that authors in IB journals appear to do a
better job of justifying the use of controls by citations (CD3) to other
empirical studies that previously have utilized these (approx. 43%
versus only about 20% in the management journals). Looking across the
IB journals, this seems in part to be driven by better use of citations in
MIR, JIM and JIBS, though all IB journals outperform the management
journal average. By the same token, IB journals also appear to be, on
average, better at reporting both means and standard deviations of all
controls (CD8) compared to the management journals (almost 90% for
IB journals compared to just over 86% for management journals). While
most IB journals’ average is better than the average for the management
journals, MIR and JIM seem to be particularly vigilant in reporting
sample properties such as means and standard deviations, whereas JWB
seemingly is slightly underperforming. Finally, while one would expect
far better, we find some comfort in the high proportion of IB studies
(well above 60%) that explicitly discuss the influence of controls in
their results and/or discussion sections (CD13) compared to the top
four management journals (only slightly above 25%). On the other
hand, we observe that many IB studies (approx. 35%) do not provide a
separate section discussing control variables (CD7), whereas this seems
more common practice in the management journals, where only about
25% omit such a section. We also note that, while the means are rela-
tively similar, several prominent IB journals do not appear to provide
adequate theoretical justification for inclusion of particular controls.

For several of the dimensions coded in our study, no comparison
exists in the study by Atinc et al. (2012). Other studies, however,
provide relatively comparable dimensions on some of these dimensions.
For instance, Carlson and Wu (2012) analyzed control variable practice
in Academy of Management Journal, Journal of Applied Psychology, and
Strategic Management Journal for studies published during 2007. They
coded studies according to whether they justified their selection (in-
clusion) of controls based on their relationship with the dependent
variable(s) and found 86% to do so. Similarly, we coded our sample
studies for the extent to which controls were associated with the de-
pendent variable(s) (CD5) and found that, on average, only less than
68% of studies could justify inclusion based on this relationship.
Moreover, similar to Carlson and Wu (2012), we also coded our studies
for high (above 0.5) correlations between CVs and other independent
variables (CD6). While high (0.5 or even 0.7) correlation between CVs
and IVs does not equate to multicollinearity per se, it may confound

regression results and thus should act as a “flag” to researchers to
conduct further analysis (i.e. VIFs) to rule out such issues.4 We found
more than 39% of IB studies to suffer from this issue. While this com-
pares favorably, on average, to the three journals analyzed by Carlson
and Wu (2012), which found just above 40% of studies to exhibit high
correlations between CVs and independent variables, we note a high
variability between IB journals on this particular dimension. While MIR
and IBR appear relatively close to the average, JWB excels with only
slightly about 18.5% of studies across the four years exhibiting high
correlations. On the other hand, both JIBS (∼45%) and in particular
JIM (∼65%) seem to be plagued by such high correlations. Finally,
Carlson and Wu (2012) also analyzed the practice of reporting a base
model with controls only in the regression table (CD11). Their findings
revealed that almost all studies (96%) in the three journals (in the year
2007) reported an ‘empty’model with CVs first in hierarchical analyses.
For our sample of IB journals, however, only ∼59% of studies used this
practice.

We also note that almost no studies (less than 5%) report a final
model with all independent variables but no controls (CD12) as sug-
gested by several scholars as good practice (e.g., Becker et al., 2015;
Breaugh, 2006, 2008). We also coded for the reporting of range and/or
minimum and maximum values in descriptive statistics (CD9) and
found less than a quarter (∼22%) to do so. Finally, we found that al-
most 31% of IB studies did not report standard errors of controls (or
indeed any variables) in their regression tables (not reported in
Table 1), clearly a practice that leaves much to be desired. Standard
errors provide important information about the quality of the estimates
of the mean. Standard errors also allow for calculations of significance
levels. Related to this, we also found that extremely few (less than 2%)
of IB studies reported effect sizes when discussing results; a practice
now made mandatory for studies published in Strategic Management
Journal and other top journals.

3.1. Country level controls in IB studies

In addition to these comparative dimensions of controls, we also
analyzed a new set of controls of particular relevance and importance to
IB studies. These controls (CCV1-CCV5) relate specifically to country
level contextual factors, the influence of which is deemed essential to
tease out particularly in cross-country studies. Table 3 shows the per-
centage of studies in our sample that use various approaches to control
for contextual environment in multi-country studies.

In our sample of 246 studies, 139 were focusing on more than one
country explicitly. Of these studies, about 77% (107 studies) included at
least one contextual control variable (CCV1). Looking more closely at
these 107 studies, we proceeded to examine the specific type of con-
textual control used. As indicated in Table 3, more than 37% of the
studies that included at least one CCV utilized a simple country dummy
as the only means of controlling for contextual variance. Similarly,
another 38% of studies used only absolute measures of country factors,
such as GDP, GDP per capita or quality of institutions etc. as CCV. Al-
though Hofstede’s cultural dimensions continue to be popular among IB
studies (27%), less than 14% of the studies employed some kind of
relative measure of distance between home and host countries. We also
note (not reported in Table 3) that none of the studies make use of
multi-directional relative measures capturing the distance between
home and host countries from both country’s perspective (Schaffer &
Riordan, 2003). Looking at the variance between IB journals in the use

3 Since we are comparing four years (2012–2015) of observations across five top IB
journals with five years (2005–2009) of observations across four top management jour-
nals, caution must be taken in interpreting the results. We also caution that the number of
observations within each journal is relatively small.

4 Variance Inflation Factor (VIF) analysis is often conducted to rule out multi-
collinearity issues, however, the focus of such analysis is typically on the variance of a
regression coefficient and the overall stability of results. The correlation of controls with
other independent variables, in addition to sample size, model complexity and a number
of other substantive issues are equally important to rule out multicollinearity
(Goldberger, 1991). None of the studies in our sample that reported 0.5 or above cor-
relations between CVs and IVs conducted specific VIFs on CVs.
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of contextual control variables, we observe that JWB is lagging behind
other IB journals in employing relative measures. We note that almost
45% of the studies in JWB are using only country dummies (CCV2),
which is higher than the average (∼38%) of all the IB journals. On the
other hand, we note that the combined use of country dummies (CCV2)
and absolute country-level measures (CCV3) for JWB was “only” less
than 59%, far lower than the average for all IB journals (76%). Given
the importance of contextual controls especially in cross-border IB re-
search, it is concerning that such a large proportion of studies utilize
crude controls such as country dummies or absolute CCVs that capture
very little of the underlying substantive reason for potential con-
founding effects at the country level (Teagarden et al., 2018).

4. Recommendations and conclusion

If international business research wishes to increase its ability to
inform other research areas through citations, the top journals in the
field must strive for higher methodological standards. Three key areas
are the selection, use, and reporting of control variables, which has
hitherto received little attention in the IB literature. The purpose of our
article was to (1) analyze the current treatment of controls in IB re-
search, (2) compare it to other social science published research, and
(3) provide specific recommendations to guide future authors, re-
viewers and editors involved with IB journals. Hence, based on our
analysis of important dimensions related to controls in IB regression
studies, we propose the following nine sequential recommendations
regarding the selection, use, and reporting of control variables in IB
econometric studies.

4.1. Recommendations regarding selection of CVs

4.1.1. Recommendation 1
As a minimum standard of practice (MSP), authors should justify the

inclusion of each CV in the study and explain how and why it may exert
a biasing rather than substantive influence in your model. This justifi-
cation should be grounded in theory. Authors must also provide de-
tailed information about measurement of all CVs in the study and en-
sure that they are measured in accordance with the theory used to
justify their inclusion. Point to previous studies that have measured
specific CVs in a similar (or different) way and discuss any implications.
It is furthermore good standard of practice (GSP) to provide evidence
via citations of use of similar controls in similar settings to verify and
certify the inclusion of each CV in the study.

4.1.2. Rationale
In the design stage of a study, scholars must justify inclusion/ex-

clusion of relevant CVs based on theory and empirical evidence (CD1).
Barring convincing explanations for choice of controls, the credibility of
a study can be cast in doubt as it may lead to relevant (substantive)
variance being treated as error variance and/or omitted variable

problems. Indiscriminant selection and use of statistical controls in-
creases the risk of both Type I and Type II errors by partialling true
variance from the relationships of interest (Spector et al., 2000). The
issue of justifying choice of CVs and clarifying which independent
variables are treated as controls is important pre data-collection in
order to ensure you have the correct variables accessible for inclusion
as controls. Moreover, detailed information regarding the measurement
of all CVs (CD2) is necessary to evaluate a study’s validity and relia-
bility (Becker, 2005; Breaugh, 2006). Even small amounts of mea-
surement error in control variables may led to significant biases in
outcomes (Griliches, 1977). Particular attention must be paid to match
between theory and measurement (Boyd, Gove, & Hitt, 2005). Scholars
must first demonstrate that measures employed plausibly capture the
underlying theoretical constructs (Lawrence, 1997). In addition, the
theoretical and empirical levels of analysis must match to avoid levels-
of-analysis ambiguity (Klein, Dansereau, & Hall, 1994; Nielsen, 2014).
It is good practice to justify, verify and certify previous empirical use of
chosen controls by citing other studies that used similar controls in
similar settings (CD3). Here it is important to emphasize that inclusion
based on isomorphism (Atinc et al., 2012; Bernerth & Aguinis, 2015) is
not adequate justification; do not simply include controls because
others studies have done so; however, consult prior empirical studies
that have used similar controls in similar settings in order to provide
evidence of the theoretical relevance of a given control variable. Jus-
tification by citation (post data-collection) is inappropriate. Also, be
aware that simply including more controls does not equate rigor or even
conservatism in terms of tests of hypotheses (Carlson & Wu, 2012;
Spector & Brannick, 2011). We do not, however, agree with Becker
et al.’s (2015) recommendation that ‘when in doubt, leave them out!’;
rather scholars should eliminate doubt by letting theory guide their
choices.

4.1.3. IB implications
Consulting prior empirical studies that have used similar controls in

similar national or cultural (contextual) settings in order to provide
evidence of the theoretical relevance of a given control variable is of
particular importance in IB studies. If a control variable has been used
in a different contextual setting to the present study, its relevance,
appropriateness and validity may be questionable. IB studies may in-
deed benefit from explicitly testing the extent to which various controls
act similarly across different national, political, institutional, or cultural
settings. Furthermore, for IB research, where multilevel phenomena are
commonplace (Nielsen & Nielsen, 2010; Peterson, Arregle, & Martin,
2012), it is particularly pertinent to ensure match between levels of
theory and measurement. Far too often, national level contextual
variables, such as institutions or culture, are proxied with measures at
different levels. Similarly, contextual variables are also commonly used
to measure individual (managerial) behavior. Indeed, even Hofstede’s
(1980) cultural dimensions are potentially subject to the ecological
fallacy (Robinson, 1950), which arises because associations between
two variables at the macro level (or ecological level) may differ from
associations between analogous variables measured at the micro (or
individual) level. Hence, the national level cultural dimensions identi-
fied by Hofstede (e.g., individualism − collectivism) cannot be applied
to the individual (managerial) level. Hofstede warned about this logic
already in his 1980 seminal piece and IB researchers need to pay careful
attention to the nature and match between levels of theory and mea-
surement with regards to controls (as well as other variables).

4.2. Recommendations regarding the use of CVs

4.2.1. Recommendation 2
As a minimum standard of practice (MSP), researchers should

consider the theoretical implications of specific control variables in
relation to key relationships before collecting data. Specify and verify
your theory and, where relevant, hypotheses in terms of controls,

Table 3
Results: Percentage of studies and their treatment of contextual control vari-
ables.

Journal CCV1
Inclusion of
CCV (%)

CCV2 Only
Country
Dummy

CCV3 Only
Absolute
CCV

CCV4
Hofstede

CCV5
Relative
CCV

ALL 76.98 37.68 38.41 26.81 13.04
JWB 72.41 44.83 13.79 24.14 13.79
JIBS 81.08 29.73 54.05 37.84 10.81
JIM 84.21 42.11 57.89 21.05 21.05
MIR 84.21 47.37 36.84 10.53 15.79
IBR 68.57 32.35 32.35 29.41 8.82

Note: CCV1 for ALL is calculated based on n=139; CCV2-5 are calculated
based on n= 107.
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including predicted directionality of any CV-dependent variable re-
lationship.

4.2.1.1. Rationale. Theorizing about important control variables and/
or explaining the dependent variable in terms of its residual ensures
theoretical relevance and provides stronger evidence of boundary
conditions of a theory and its predictions. Prediction of sign (positive
or negative) for any CV-dependent variable relationship (CD4) is key to
understanding potential impact of inclusion a priori (Becker, 2005;
Carlson & Wu, 2012; Bernerth & Aguinis, 2015).

4.2.1.2. IB implications. IB research is particularly vulnerable (or
subject) to changes in theoretical boundary conditions due to
contextual variation (Teagarden et al., 2018). Such changes in
boundary conditions may result in a theory’s applicability being
limited to particular contexts, for instance countries with (in)efficient
market mechanisms or particular legal systems (Cuervo-Cazurra et al.,
2016). IB researchers must pay particular attention to controls that
potentially limit the applicability of the arguments to certain contexts
and discuss theoretical and empirical implications of inclusion/
exclusion, as well as prediction of directionality of sign, where
appropriate.

4.2.2. Recommendation 3
As a minimum standard of practice (MSP), researchers should

analyze correlations between CVs and all other variables (both in-
dependent and dependent variables) in the study. Calculate VIFs for all
independent variables, including controls.

4.2.2.1. Rationale. Including controls with unknown, high correlations
with other independent variables (CD6) may confound statistical
control efforts, potentially disrupting efforts to purify relationships
and further restricting residuals (Carlson & Wu, 2012; Spector &
Brannick, 2011). It should be noted that as long as controls are not
collinear with variables of interest, there is little concern regarding
multicollinearity. Including controls that are not associated with
dependent variable(s) (CD5) may reduce power to detect meaningful
relationships. There may be strong theoretical reasons for including
controls with little or no association with dependent variables, in which
case authors are recommended to write something like “we also
controlled for xyz, which have been identified in other studies (or
theoretically) as relevant, however, as they were not significant and did
not change the results, we omitted them from the final analysis”. Note
that while such statements may be published in the final version,
reviewers should request that all relevant controls be included in earlier
review rounds to avoid systematic capitalization on chance (Aguinis
et al., 2017).

4.2.2.2. IB implications. IB studies are particularly subject to
multicollinearity issues due to the need to control for contextual (i.e.
home or host country) factors, many of which are highly correlated
even if theoretically distinct. For example, Wan and Hoskisson (2003)
analyzed firms from 16 European countries in terms of their factor
endowments (natural, advanced and human) and political, legal and
societal institutions, but had to group them into more or less munificent
environments due to high correlations among theoretically different
factors. By the same token, IB studies that analyze MNC subsidiary
strategy and performance may find various HQ level controls (i.e. size,
R&D intensity, or diversification) to be highly correlated with
subsidiary level independent variables thus rendering inclusion
problematic. Moreover, the issues of including controls with little or
no association with the dependent variable(s) is also exacerbated in IB
studies where sample size is often limited.

4.3. Recommendations regarding the reporting of CVs

4.3.1. Recommendation 4
It is considered good standard of practice (GSP) to write a separate

section (for instance in the Methods section) dedicated to reporting on
included control variables, their justification, measurement and re-
levance.

4.3.1.1. Rationale. A dedicated section that clearly outlines which
variables are treated as controls, why they are included, and how they
are measured (CD7) increases a study’s validity and reliability as well
as ensures replicability. Reporting on the treatment of controls aids
both reviewers and readers and greatly increases the utility of the
study.

4.3.1.2. IB implications. As noted earlier, authors in IB journals
seemingly pay less attention to systematically reporting the nature of
CVs than do authors in comparable management journals. More than
35% of studies across the five IB journals lack a dedicated section
discussing included CVs, often leading these studies to provide
inadequate information about criteria for inclusion, measurement,
and potential influence on theoretical (and empirical) models.
Reporting systematically on all controls in a dedicated section
improves the reliability and replicability of IB studies, thereby
increasing their potential for academic impact.

4.3.2. Recommendation 5
At a minimum (MSP), authors must report descriptive statistics for

all continuous CVs in the correlation table, including means and stan-
dard deviations. As a good standard of practice (GSP), we strongly re-
commend also reporting ranges of CVs (and other variables). Report
percentage of observations in each category for categorical (ordinal)
variables where appropriate.

4.3.2.1. Rationale. Providing comprehensive descriptive statistics
specifies and verifies the properties of the sample and variables.
Means and standard deviations (CD8) provide important information
about central tendencies and distributional attributes of the sample,
whereas the range and minimum and maximum values (CD9) allow for
detection of potential outliers.

4.3.2.2. IB implications. The nature of samples (and variables) can be
very complex in IB research and this increases the importance of
accurate reporting of descriptive statistics. In particular, we find many
examples of IB research where the variability of the relationship
between an independent and dependent variable is restricted (i.e.
some values of either the independent or dependent variable are
unlikely), for instance due to specific situational contexts such as
strong/weak market regulation or institutional environments. In such
instances of restricted variance interactions (see Cortina et al., 2015 for
discussion and examples), it is particularly important to report
descriptive statistics, such as scale, range, means and standard
deviations for all variables, including controls.

4.3.3. Recommendation 6
It is considered minimum standard of practice (MSP) to report

correlations between CVs and all other variables (both independent and
dependent variables) in the study and highlight significant correlations.
Avoid “included” statements of controls (i.e. industry controls) unless
strictly necessary (i.e. due to an excessively large number) and still
highlight if significant. Also report VIFs for all independent variables,
including controls.

4.3.3.1. Rationale. Reporting correlations between CVs and other
variables verify the nature and relevance of CVs (CD10). All included
variables in a study are important and correlations among these
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variables provide important information about the data and model
utility.

4.3.3.2. IB implications. Neglecting to include one or more controls in
the correlation table is always problematic, however, for IB studies this
may be exacerbated if the CVs left out are related to the context of the
study. For instance, controlling for contextual effects by country
dummies without providing information about correlational
relationships to IVs or DVs may hide important confounding
information that influence the reliability of results.

4.3.4. Recommendation 7
As a minimum standard of practice (MSP), begin by reporting a base

model including controls only in the regression table. We also re-
commend reporting a model which includes all independent variables
without controls as good standard of practice (GSP).

4.3.4.1. Rationale. The base model including only controls (CD11)
allows for incremental prediction as subsequent models provide
evidence of utility of other independent variables (Carlson & Wu,
2012). The model with all independent variables but no controls
(CD12) may provide additional information about the utility of IVs to
explain un-controlled variation in dependent variable(s) (Becker et al.,
2015; Breaugh, 2006, 2008).

4.3.4.2. IB implications. IB studies are particularly sensitive to omitted
variable problems due to the complexity of spanning multiple
environmental (i.e. political, economic, socio-cultural, and
institutional) contexts. Combined with multifaceted, multilevel
relationships (such as performance implications of international
diversification, see Bausch & Krist, 2007; Nielsen & Nielsen, 2010)
and often less-than desirable sample sizes (i.e. relatively low power),
this puts a premium on illustrating the utility of a particular model.
Entering contextual CVs first may lead to under-estimation
(misattribution) of variance that should be attributed to conceptually
important IVs at lower (i.e. firm) levels (Goldstein, 2011; Estrin,
Nielsen, & Nielsen, 2017).

4.3.5. Recommendation 8
Authors must (MSP) report the influence of controls, whether sig-

nificant or not, on their findings. We recommend that researchers re-
port effect sizes in future submissions to IB journals. Dedicate a specific
paragraph of the results section of the paper to discussion of controls.

4.3.5.1. Rationale. Information about the influence of controls on study
findings (CD13) is essential for interpretation of reliability,
generalizability and replicability of results. Interpreting final results
of model testing both with and without controls (see recommendation 7
above) is essential to ruling out controls as potential explanation for
study results. If and when results differ between models with and
without controls, these differences must be discussed and the study
findings interpreted accordingly (Becker, 2005). Statistical significance
is a function of sample size, effect size, and threshold value of p – not a
direct indicator of size of effect. Effect size provides important
information about practical interpretation, generalizability and
facilitates comparisons across studies (Bettis, Ethiraj, Gambardella,
Helfat, & Mitchell, 2015).

4.3.5.2. IB implications. Given the importance of context in IB studies,
final results must be interpreted carefully in terms of controls in order
to ensure generalizability beyond the specific context of the sample.
Moreover, it is highly recommended that IB scholars consider using
research design in place of control variables to address various biases.
For instance, researchers may try to find natural experimental contexts
or control for unmeasured effects through careful sample stratification.
We also note that 98% of the IB studies in our sample did not report

effect sizes for any associations in their results sections – a prerequisite
in an increasing number of top academic journals nowadays.

4.4. Recommendations regarding contextual CVs in IB studies

4.4.1. Recommendation 9
Researchers should include contextual control variables (CCV) in

multi-country studies. Depending on the nature of the study and the
importance of such contexts, we recommend usage of a hierarchy of
CCVs, beginning with the simplest inclusion of country dummies via
specific (absolute) home/host country variables toward relative mea-
sures of distance or difference between two or more countries. Results
should be interpreted in terms of these contextual control variables.

4.4.1.1. Rationale. Any study that spans two or more country contexts
should (at least) seek to control for potential confounding factors at the
country level (CCV1) (Cho & Padmanabhan, 2005). While inclusion of
country dummies (CCV2) may suffice in some situations, such an
approach leaves much to be desired in terms of interpretation as such
variables provide no substantive information about the country.
Absolute CCVs (CCV3), such as GDP, GDP per capita, unemployment
rate, or institutional quality in either home or host country provide
more concrete information about the nature of the specific country
context. Often, however, only one such measure can be included due to
multicollinearity issues as mentioned earlier. Finally, controlling for
aspects of differences between two or more country contexts by use of
relative CCVs (CCV5), such as the Kogut and Singh (1988) cultural
distance index, may be important in multi-country studies where the
extent of relative difference is likely to influence (hinder) the
independent-dependent variable relationship.

4.4.1.2. IB implications. Contextual differences become even more
salient when applying extant theories and empirical findings across
countries. IB research hinges on its ability to delineate contextual
differences and explain how they influence transactions among actors
as they cross national boundaries (Zaheer et al., 2012). Multi-country IB
studies should (at a minimum) seek to control for some of these
contextual influences in order to establish boundary conditions
around the theory and empirical observations. While there may be
instances even in IB studies where country dummies suffice, we strongly
recommend inclusion of specific country level CCVs to capture the
complexity of variation in such contexts. Multilevel IB studies may help
tease out the specific sources of variation at various levels, including
regional, country, industry and firm levels (Nielsen & Nielsen, 2010).
Moreover, while relative distance measures, most commonly based on
Hofstede’s measures of national culture, have been used frequently in IB
studies, such measures suffer from a number of shortcomings pertaining
to their conceptual and methodological properties (Shenkar, 2012).
While this is not the place to further discuss such issues, we do point to
the importance of considering multi-directional distance measures
(Schaffer & Riordan, 2003) that is measures that take into account
the fact that (perceived) distance may differ depending on which
country it is measured from. Related, we also feel a need to point out
that intra-cultural variation often is stronger than inter-cultural
variation and such effects are not captured by traditional distance
measures.

By following these recommendations, IB scholars can improve their
use and reporting of controls in empirical regression studies. Table 4
below offers an overview of the different control dimensions and their
validation purposes and sequence. It also includes a checklist of re-
commendations according to Minimum Standard of Practice (MSP) and
Good Standard of Practice (GSP), which may serve as a guideline for
reviewers and editors to gauge the extent to which minimum require-
ments are met with regards to treatment of controls so as to warrant
publication. Authors, however, are strongly encouraged to incorporate
all dimensions of controls in order to justify, specify, verify and certify

B.B. Nielsen, A. Raswant Journal of World Business xxx (xxxx) xxx–xxx

8



the appropriate incorporation of controls in their regression studies.5

We close this perspectives article by re-examining our data on the
use and reporting of control variables across the five IB journals in
terms of Minimum Standard of Practice (MSP) and Good Standard of
Practice (GSP). Table 5 below shows the percentage (and frequencies)
of papers in each journal over the period that meet various thresholds
with regards to MSP and GSP.

We start by evaluating the papers that meet 50% or better of the 9
MSP criteria (excluding CCV16). The good news here is that close to
85% of the papers over the four years in each journal meets at least 50%
of the MSP criteria and the trend is rather stable for all journals.
However, looking at the same calculations for the 75% threshold of
MSP, the picture is much bleaker. For all journals, below half of the
papers meet this threshold over the four-year period. While MIR ‘excels’
at 51% on average, only 30% of their papers in 2015 met this threshold.

Table 4
Recommendations.

Criterion CD # Recommendation Area of
Validation

Sequence MSP GSP

Selection CD1 1 Justify inclusion, measurement, and how and why each CV may exert a biasing rather than
substantive influence in your model

Justify Pre data-collection ✓
CD2 Specify/

Verify
Pre data-collection ✓

CD3 Justify/
Verify/
Certify

Pre data- collection ★

Use CD4 2 Specify and verify your theory and, where relevant, hypotheses in terms of controls, including
predicted directionality of any CV-dependent variable relationship

Justify/
Specify

Pre data-collection ✓

CD5 3 Analyze correlations between CVs and all other variables (both independent and dependent
variables) in the study; calculate VIFs for all independent variables

Verify Post data-collection ✓
CD6 Verify Post data-collection ✓

Reporting CD7 4 Write a separate section dedicated to reporting on included control variables, their
justification, measurement and relevance

Specify Post data-collection ★

CD8 5 Report means, standard deviations and ranges (and percentage of observations in each
category for categorical (ordinal) variables) for CVs in correlation table

Specify/
Verify

Post data-collection ✓

CD9 Specify/
Verify

Post data-collection ★

CD10 6 Report correlations between CVs and all other variables (both independent and dependent
variables) in the study; report VIFs for all independent variables

Verify Post data-collection ✓

CD11 7 First, report a base model including controls only; then report a final model including all
independent variables without controls

Verify Post data-collection ✓
CD12 Verify Post data-collection ★
CD13 8 Report the influence of controls (including effect sizes) on your findings Interpret Post data-collection ✓

Context CCV1 9 Include contextual CVs (CCV) in multi-country studies and interpret results accordingly Specify/
Verify/
Interpret

Pre- and post data-
collection

✓

CCV2
CCV3
CCV4
CCV5

Specify/
Verify/
Interpret

Pre- and post data-
collection

★

*MSP: Minimum Standard of Practice; GSP: Good Standard of Practice.

Table 5
Standard of Practice Comparison Across International Business Journals.

Standard of Practice Year Journal% (f)

JWB JIBS JIM MIR IBR Average Across Journals

Minimum> =50% 2015 53 (8) 67 (6) 80 (4) 80 (8) 67 (14) 69
2014 100 (14) 78 (7) 83 (10) 100 (8) 84 (21) 89
2013 94 (15) 79 (11) 86 (6) 92 (11) 89 (17) 88
2012 78 (7) 92 (11) 80 (8) 80 (4) 93 (13) 85

Average Across Years 81 79 82 88 83 83
Minimum> =75% 2015 13 (2) 11 (1) 60 (3) 30 (3) 14 (3) 26

2014 43 (6) 33 (3) 33 (4) 75 (6) 32 (8) 43
2013 50 (8) 29 (4) 71 (5) 58 (7) 47 (9) 51
2012 11 (1) 42 (5) 10 (1) 40 (2) 57 (8) 32

Average Across Years 29 29 44 51 38 38
GOOD> =50% 2015 13 (2) 33 (3) 80 (4) 20 (2) 19 (4) 33

2014 36 (5) 22 (2) 50 (6) 50 (4) 48 (12) 41
2013 44 (7) 50 (7) 86 (6) 33 (4) 58 (11) 54
2012 11 (1) 50 (6) 30 (3) 80 (4) 43 (6) 43

Average Across Years 26 39 62 46 42 43

f = Frequency; Note: Percentages are rounded to closest integer, n= 246.

5 Justifying and specifying are about adequately describing the selection and use of
controls, whereas verifying and certifying are related to the empirical treatment and
reporting of controls in regression studies. Together with interpreting, they all form the
basis for appropriately selecting, using and reporting.

6 Although inclusion of country-level controls is highly preferable in IB studies, not all
IB studies are multi-country in nature. Thus we exclude CCV1 in MSP.
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JIM has experienced the most variance at this threshold, while JIBS
appears to be more stable, though only well below a third of their pa-
pers meet the 75% threshold. Finally, on average across the four years,
less than half (43%) of the papers published in the five IB journals meet
the 50% threshold of the five Good Standard Practice (GSP) criteria. In
2015 only 33% of the papers met the 50% threshold; more than half of
the papers in JIM journal met this threshold. With the exception of IBR,
there is relatively high variance across the four years.

Disheartening as these results may be, we find some comfort in the
fact that IB research, on balance, does not seem to be worse (or better)
than other comparable disciplines. Hence, the IB discipline seems to
“remain at par with the methodological standards in adjacent fields for
validity, reliability, replicability and generalizability” (Verbeke, Von
Glinow, & Luo, 2017: 6) at least with regards to treatment of control
variables. We also note that almost 85% of studies across the five
journals, on average, met at least half of the nine Minimum Standard of
Practice (MSP) criteria. On the other hand, no single study was found to
have implemented all 9 of these MSPs. We appreciate that different
journals may have different expectations and standards of reporting, as
well as different space constraints, rendering it potentially difficult for
authors to include all the Good Standard of Practice Recommendations
provided here. Nevertheless, such variance in expectations and prac-
tices does not free researchers from the responsibility of scientific rigor
when it comes to use and reporting of controls.

Together, these results illustrate the need for clearer guidelines with
regards to controls in order to ensure transparency regarding the
choices, measurements and procedures pertaining to the handling and
reporting of statistical controls in econometric empirical studies. This
perspectives article provides such guidelines in the form of a checklist
and specific recommendations designed to help editors, reviewers and
authors to systematically identify, use and report controls in IB studies.

We end by bringing a plea to IB scholars in general, and editors in
particular. While the reason(s) behind what some label questionable
research practices (Banks et al., 2016; Riley, 1958) with regards to
control variables may be many and varied, most may essentially be
driven by our academic reward system. Given increasing pressure to
publish in “listed” journals to satisfy promotion, tenure and accredita-
tion, there is a bias toward studies that find statistically significant
support for a priori theory at the cost of interesting and/or un-sup-
ported findings (Banks & O'Boyle, 2013; Locke, 2007). Moreover, the
increasing preoccupation with the often elusive “theoretical contribu-
tion” of most (IB) top academic journals makes empirical replication
studies difficult to publish. Yet, replication and validation of empirical
research on different samples and in different contexts – with the ap-
propriate use of controls − may yield very valuable insights even if the
hypotheses are not supported. This is particularly relevant for IB stu-
dies, where contextual boundary conditions may enhance theory de-
velopment (Teagarden et al., 2018). Hence, we urge reviewers and
editors to broaden scientific discovery by focusing on interesting re-
search questions and rigorous methodological applications over theo-
retical novelness and support for a priori theory.
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