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Abstract

Cloud computing refers to providing computing servic 3s ana resources over the
Internet. The cloud provider is an organization or comp~.../ Winui1 Offers the services to
the consumer at different levels of features and charact.~*stics However, as the growth
of cloud services as well as cloud service providers ~re increasing rapidly, it is
becoming a challenge for consumers to choose t>e be * <_.rvice provider based on their
requirements. In this paper, we propose a me*=.2. .. .elp the consumer to answer this
question. A hybrid multi criteria decision ™ethoa \MCDM) is developed to evaluate
and rank cloud service providers from Smart 'ata. Furthermore, this method considers
the interdependencies and relations betv.ee:. the performance measurements. The
hybrid method consists of two compone.ts: (i) clustering the providers using k-means
algorithm to consolidate cloud se~. .2~ providers with similar features and (ii) applying
MCDM methods using DEMA . =L-A {P to rank clusters and make a final decision.
The proposed method also ¢ snsi ers the existing workloads of the organization as well
as assigns different impor.ance .. 4 weights for a set of criteria by clustering the cloud
service providers using Kk-ni.~ans algorithm. A simulation on the MATLAB was
performed to evaluat : thr proposed method, and the results indicate how the proposed
hybrid approach ¢ .n prov.e an accurate and efficient way to select the best providers.

Keywords— 'oua .~.vice selection, Smart data, Multi criteria decision method,
DEMATEL K-mecns, Analytical network process

1. Intro sucticn

Cloud ~ampuung is emerging technology in computing resources allocation over the
Internet. his model of computing provides important benefits to the organizations by
relieving them of low-level tasks related to setting up IT infrastructure as well as
allowing organizations to begin small resources and increase these resources on

demand, thus enabling more time for innovation and the creation of business value.



This technology is a model for providing a pool of on demand resources like software

as a service SaasS, infrastructure as a service laaS, and platform as a service PaaS [1].

Nowadays, migrating the applications, data, and/or infrastructure tr « ~loud is a
confirmed challenging process. Certain obstacles prevent cloud cu.1puting from
offering its full features. Those obstacles are related to the fact that cur, - 1t applications,
data, and/or infrastructure have specific needs and configuratior= *hat 1, "ist be realized
by the cloud provider [1, 2]. From an organization’s perspec.’e each system has its
own configuration performance and factors that aff.ct workload parameters.
Furthermore, each cloud service provider offers its services vith sarious features such
as performance, cost, and security. Therefore, it is (nal’-ng'ng for organizations to
choose the most appropriate cloud service provider 1. the presence of these multiple

features.

By examining related research, we found that . -any swdies that have proposed methods
for vendor selection. One of these methods ". * DM, which is used for structuring and
making a decision for problems contain™g m. ltiple criteria. Majority of the reviewed
studies have not considered the interdepeir.ercies and relations between criteria and
parameters. While some research has bee." identified guidelines and instructions for the
readers to evaluate and rank clc.u . rvice providers, the organization's systems and
workloads are not considered VWv.en M CDM has been applied in studies, researchers
assume that the importanc. arJ w2ight of each criterion is equal. Therefore, it is
essential to consider thesr limitaw. sns and provide the hybrid method, KD-ANP, which
aims to supplement MCDM .:ithin a context of addressing interdependencies and
relations between he criteria. Moreover, our proposed KD-ANP method is
distinguished fro’.1 other published approaches since it considers an organization’s
existing workloau and by clustering the cloud service providers using k-means
algorithm, assigns \ irious degrees of importance and weight for a set of criteria. In

summary £~ cu,.-..outions are as follows:

e Ir. u..2 m2ner, we have proposed a cloud service selection using hybrid MCDM to
selec. the best provider.

e We benefit from our earlier work that was proposed in [1] to build a comprehensive
method by employing the performance prediction model to obtain the required

performance for the organization considering the existing workloads.



The rest of the paper is organized as follows: Section 2 describes the related works.
Section 3 presents the problem formulation and proposed hybrid MC"sM approach.
Section 4 describes the experimental results and finally Section b conc..des the

paper.

2. Related work

The issue of cloud service provider selection is comparati* ¢1y o'd. The best selection
of provider is one of the main goal for enhancing the effic’ency Jf the organizations,
which effects on the growing, competitiveness and p :rfo'.icnce of the organization.
Recently, some researched have been conducted to auresc .nd proposed the solutions

for this issue. In this section we will explore the n.>st rele 7ant studies to our own.

In [3] they proposed a decision making meti.cd for MCDM based on integrating
analytical network process ANP and DEM: Tt . w select best cloud service provider
in uncertain conditions. They used thes. .>chr.’ques to handle the issue of assigning
weights to indexes for obtaining the . -.c:e =ndencies between the criteria. They also
used service measurement index SMI to measure and evaluate the services. In [4] the
authors proposed a cloud servic’. select on framework using ANP to determine the best
service provider for 1aaS. The propo. = 4 study was applied for ICT resources. They also
defined some criteria and su. <.iter' a and evaluate the alternatives based on that. In [5]
they proposed a framev o.'” to measure and evaluate the quality of service in cloud.
They used SMI meas' ..« ments along with analytical hierarchal process (AHP) to rank

and evaluate the clouu - :rvice providers according to their SLA.

In [6] the rese=.chers Jroposed a framework for choosing the suitable cloud service
provider usint servic e metrics such as SMI measurements. They used Ranked Voting
Method *y eva'iate and rank the cloud providers. In [7] they explored the several
MCDA n.;thor’s and they provided a comprehensive analysis of these methods for
genera. re .eaichers. They also presented a taxonomy from their surveyed literature. In
[8] the au:hors reviewed the cloud service selection methods using multi criteria

decision analysis (MCDA). They gathered an information about the selection and



adoption of Cloud services using MCDM methods for cloud service types (laaS, PaaS
and SaaS).

In [9] they proposed a framework for cloud service selection on the fuzzy env..onment
using (AHP) and fuzzy technique for order preference by similari’  to ideal solution
(fuzzy -TOPSIS). The authors defined performance metrics to coi. "are und evaluate
the performance of cloud service providers. The Authors 2'so :.cnosed in [10] a
framework for selecting the best cloud service provider hy < nlying (AHP) and
(TOPSIS) and the study was proven by conducting a case < udy. Ir [11] the researchers
proposed a framework using MCDM methods to rank tF ¢ clota service providers based
on their infrastructure parameters. They combined vaitous methods such as AHP,
fuzzy-AHP, TOPSIS, and fuzzy-TOPSIS. The paramete. s prioritized based on three

criteria: performance, cost and security.

In [12] they explored the application of (M” =" ™ methods for cloud computing and big
data. Moreover, they proposed a MCLC* frcmework by combining the interpretive
structure modeling (ISM) and fuzzy-ANP L3sed method to handle the interrelationship
among evaluation criteria and to handle u.*a uncertainties. In [13] the authors proposed
a hybrid MCDM framework fur cinud service selection based on the Balanced
Scorecard (BSC), fuzzy-Delphi 1. ~thc 4 and fuzzy-AHP. They applied this model on
selecting an infrastructure <:rvi.e ir cloud computing. The BSC technique is used to
form the hierarchy tha* contan.s four perspectives: financial, customer, internal
processes, and learnina and y.owth. Fuzzy-Delphi method is used to determine the
important decision r «aki (g factors within each perspective. A Fuzzy-AHP method is
also used to comp .res the criteria and the factors and determine the importance of them
to choose the best .’ wud service from the cloud service providers. In [14] they proposed
a hybrid me hod f.~ MCDM by using AHP and reference Ranking Organization
METHod *z~ Ei.ciment Evaluations (PROMETHEE). AHP method is applied to form
the hierai ~hy of " ae service ranking issue and to find the weights of the selected criteria,
as we - .. "POMETHEE method is used for the final decision.

In [15] the researcher proposed a fuzzy hybrid MCDM method. Fuzzy-ANP is used to
calculate the pairwise comparison matrices. Fuzzy-TOPSIS is applied to calculate the
weights of the criteria. Fuzzy-ELECTRE methods is also used to rank the alternatives.



The researchers used SMI measurements to evaluate the alternatives. In [16] they
proposed a model using MCDM methods to select the cloud service provider. They
applied fuzzy AHP to evaluate and rank cloud service providers. They als y proved their
work by applying laaS provider selection case study. In [17] they pronosed o ICDM
method framework to for ranking the cloud providers and selecting -he '.est one. They
applied Interval Valued Intuitionistic Fuzzy (IVIF) set wiu. Mu:ti-Objective
Optimization on the basis of Ratio Analysis (MULTIMOORY.) ar ..~ach to optimize
complex systems with conflicting criteria and focuses on the seiction and ranking of

distinct alternatives among a set of other choices.

Although many various supplements of MCDM have bec:1 imr iemented in related work
so far, most of the reviewed researches did not consiae - the interdependencies and
relations between the criteria and parameters. *’hne some have been identified a
guidelines and instructions to the readers wh. ' uiey need to evaluate and rank cloud
service providers. Therefore, in our propc .. ™athod we aim to supplement MCDM
within the context of its ability handle -2 inw rdependencies and relations among the
criteria by applying DEMATEL and ANF me.hods. Moreover, our proposed method
also has its competence that distinguishes *t from other published approaches while we
assigning different importance a’.u w.ights for a set of criteria by clustering the cloud

service providers using k-means «.!7ori.nm.

3. Problem Formulati’.n

Since cloud service priders oifer services with different features and characteristics,
their services can gr.~tl* vary based on performance and cost. Because some features
and characteristic, ar interdependent, ANP is a helpful solution since it engages with

element interdenenu e y.

To apply ANt we 7 ssess the importance and weight of criteria since ANP assumes an
equal weight fc- all involved. In our case, however, we need to provide different
importance ....ght for each criterion. It may not make sense to give equal weight to
perforn.~.ce and cost; for example, if the provider offers services of low performance
and high cost, the weight of the performance will be less than the weight of the cost.

Meanwhile, if another provider offers services of high performance and low cost, the



weight of the cost will be less than the weight of the performance. Furthermore, the

importance and weight can vary from sector to sector and person to person.

Additionally, if we assume there is a large number of service provid.rs ~nd a large
number of criteria and sub-criteria, the calculating and forming the Luy 2r-matrix will
be complicated and time consuming. To resolve this issue, we perforn. clustering and
then apply the ANP with same weight to each cluster. Thus, .~ obw. ‘n the highest

quality representative from each cluster and, finally, select fro.m tr.ose representatives.

To carry out this process, we use an efficient clustering . lgorith n. We utilize the k-
means clustering algorithm as a simple and efficient to~.« .0 monitor the progression of
a provider's performance. Meanwhile, to address anu confi m interdependency and
relations between criteria, we use the DEMATEL. metho.' [18, 19, 20]. We provide a
detailed description of the k-means algorithm ain.' DE...ATEL method in Sections 3.1

and 3.2. Figure 1 below shows the structure ¢. -nupused methods.
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Figure 1: Sti..~t re of hybrid multiple-criteria decision-making method

Our proposer methe 1, KD-ANP, is designed as follows:

1. A ply k means algorithm to cloud service providers. The output is k clusters. In
ea™ cheter, all providers have similar features.

2. Fc each cluster, we apply DEMATEL and ANP in order to obtain one
rep. ‘esentative from each. The output is k representatives.



3. We apply standard ANP on the defined criteria, with respect to k alternatives.
The output is the most appropriate alternative. Below, Figure 2 presents the
structure of KD-ANP.
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Figure 2: Wc ““flov. of KD-ANP

3.1 Analytical Network Process (ANP,

As a comprehensive MCDM approc ch, ANP can successfully manage multiple
interactions between quar.tative and qualitative criteria [3]. By capturing
dependencies between decis.~ 1 af.ributes, ANP allows a more systematic analysis
[2][21]. Thus, ANP has se." used to make complex decisions related to energy policy
planning, product de .y, , and equipment replacement [22]. ANP contains clusters,
known as components, todes, or criteria, and elements, known as sub-criteria factors,

that populate the clu<ers {4]. Figure 3 depicts the network structure.
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3.2 Measurement Attributes

In this section, we define a set of attributes to ><sess cloud service providers. In fact,
we use the same measurements proposed it, our _.."iier work [1]. Those measurements,
including memory utilization, CPU utili. .**on, "asponse time in milliseconds, and cost,

are explained as follows:
Memory utilization: The measur= ~f how well available memory space is used
CPU utilization: The measur: ot .>w well available computer resources are used

Response time: The averr ge a.m0 nt of time a system or function needs to respond to

a service request

Cost: The cost of e..~h “ervice in the cloud, taking into account cloud configurations

and workload

3.3 ANP Phq ses

Seven ph-.ses cnnstitute ANP. They are listed as follows [4, 23]:
Phase 1 Muuel development and problem formulation

Breaks do vn the decision problem into components and organizes it into a hierarchy of

goal, main criteria, sub-criteria, elements, and alternatives.

Phase 2: Pairwise comparison of determinants



The decision-maker evaluates each component’s importance. In this phase, a series of
pairwise comparisons are made, wherein a ratio of Saaty scale [24] from 1 to 9 is used
to compare any two elements. The denotations follow: equal importanc. (1), weak or
slight (2), moderate importance (3), moderate plus (4), strong importance (v,, strong
plus (6), very strong or demonstrated importance (7), very, very stro’ q (¢, and extreme

importance (9).
Phase 3: Pairwise comparison of dimensions

Obtain the relative importance of each dimension for a det 'rminai t through a pairwise

comparison matrix.
Phase 4: Calculating the relative local weights

Accumulates the relative local component weig.*ts ai.2 summarizes them into global
weights, which explain the significance of -uwinauves by using the eigenvector

derivation procedure.
Phase 5: Additional clusters of elemen.~ cve v ormed

Continues to make supplementary clus.~*s of components and perform dependency
examinations among compone’.. ‘vithin a cluster, or inner-interdependencies.
Additionally, carries out depenac.>v e*.aminations between components of one cluster

and those of other clusters, 7 r or cer-‘nterdependencies.
Phase 6: Networks of ¢ uoters are pooled into block matrices

Pools networks into ¥ 1oc! matrices to form a super matrix. Then, computes weights and
obtains the weigh’ed stouastic super matrix. Finally, the decision-maker determines
strategic criteria a7 sel” cts the most appropriate alternative with a top ranked priority.

Figure 4 desc /ibes t."e model of this problem using MCDM.
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3.4 K-means Algori.nr

The k-means alge ithm 15 2 popular and effective clustering technique which clusters
observations into . spec.fic number of disjoint clusters. This method is used in many
practical app’icatioi.>. It works by specifying an initial number of k clusters and initial

A N

centroids I?5, .Z, 7] and then following the steps below:

Step 1: Se.~t tr e number of k clusters, and for each point, place it in the cluster whose

carnent centroid it is nearest.

Step 2: After all points are assigned, update the centroid locations of the k clusters.

Step 3: Reassign all points to their closest centroid.




Step 4: Repeat steps 2 and 3 until points do not move between clusters and centroids

stabilize.
The equation (1) below describes the steps

k Kk

I=Y Yl IF ®

j-1i=1

where || x,’ —C; I is a chosen distance measure between 2 data ~oint (x,’) and the

cluster center (c;), is an indicator of the distance of ti»ndaa points from their

respective cluster centers [28].

To calculate the distance d from (a to b) or (b to ~\ is givt n by the equation (2) below
[27]:

d(ab)=d(®,a)=/b:—a)? - b.—a)? +..+ (b —a)’

=/im—m2 @

3.5 DEMATEL method

Proposed by the BMI Instit ‘te "n S vitzerland, the DEMATEL method was applied to
construct interrelationsh’ ‘s and teedback that occur in the criteria and sub-criteria and
to find the central crit~~ia for represent factor effectiveness. The DEMATEL method
can be used to find s>'ut.ons for complicated and intertwined problems by building an

impact relation m1p ("RM) of the criteria [19, 20, 29].

Many fields "iave ~uccessfully applied DEMATEL for projects such as marketing
strategy, rese. ch 2 id development, electronic learning evaluation, global manager
competel cy de\ 2lopment, group decision-making, and airline safety [30, 31]. The
following siw... further detail the nuances of DEMATEL.:

Step 1: C~lculate the initial average matrix using scores

In this step, a group of experts are asked to indicate their perception of the direct

influence that each element/factor i exerts on each factor/element j, as presented by aij.



The experts are then asked to use the scale from 0 to 4, where no influence is 0, low
influence is 1, medium influence 2, high influence is 3, and very high influence is 4,
respectively. Each expert generates a direct matrix, and an average me.rix A is then
obtained through the mean of the same factors/elements in the various direc. .natrices
of the experts (see matrix 3 below) [29][30].

8, a&; a,
A=la, a a, 3)
anl anj ann

Step 2: Calculate the initial influence matrix

The normalizing matrix A is calculated to obw.'n the initial direct influence matrix in

this step. Equations 4 and 5 are used to obt. v« < matrix X [29, 30].

X=sxA (4)
Where s =min| — 1n , 1n (5)
max; ‘/:{laij | maxj ;laij |

Step 3: Create the full ¢ rect / n.direct influence matrix

In this step, the power. .  reveal a continuous decrease of indirect effects. Equations 6,

7, and 8 are create the © (I direct and indirect influence matrix T,

lin,.* * =[0],,, )

r="0)pa= {Zn:ti i } (7
j=1

c :(Cj)nxlz(cj)lnxlz[itij} (8)

Where 1; presents the row sum of the i-the row of matrix T and offers the sum of direct

and indirect effects of factor/element i on the other factors/elements. Similarly, c;



presents the column sum of the j-th column of matrix T and provides the sum of direct
and indirect effects that factor/element j has received from the other factors/ criteria
[29, 30].

Step 4: Set the threshold value (. ) and generate the impact rele” ton .nap (IRM)

This step develops the threshold (. ) to filter the miner effect on the . ~trix T that was
created in step 3. Regarding the matrix T, each factor tjj of m7 rix 1 gives information
about how factor i affects factor j. The threshold is definer’ usinn a scale from 1 to 9,
where 1 means equal importance and 9 means extreme i.equal’.y in importance, in

order to reduce complexity. Equation 9 provides the result .. matrix T [29, 30].

a o
to, tlj in

ta

: ij : in (9)

4. Experiments and Results

4.1 Dataset Collection

We collected a large worklrad da..“et, containing 28147 instances from 13 cloud
nodes, from the Saudi Minis.» of Finance [1, 32]. The set was recorded in continuous
time slots from March “., 016, to February 20, 2017. The different periods of data
collection provide mo’ ¢ 'iversity, enabling a fair classifier test and more accurate work.
In the model, nodes . ~ad 5 are HP RP 4440, nodes 24 and 6 are HP RP 7420, and
nodes 713 are H» D'_ 3P0 G5. The number of instances collected for specific nodes
may differ if t._y we, - out of service during the data recording period. Therefore, we
gathered 242 " instar ces from node 1, 2426 instances from nodes 2-5, 2232 instances
from noc'zs 6 end 8-13, and 392 instances from node 7. Below, Table 1 provides a
descriptio,. of t*.e dataset.



Table 1: Dataset description

Number of Requested Services 28147

Number of Service Attributes 9

Number of Criteria 4

Number of Cloud Service Providers 13 g

Nodes 1 and 5 are ..> RP « "40. Nodes 2—4 and 6

Types of Cloud Service Providers Model are HP RP 7420 Noc'ss 13 are HP DL 380 G5

The description of criteria used in this dataset and their ass ‘ciated ;ymbols are listed in
Table 2.

Table 2. The four criteria used, with assuciate 4 symbols

Criteria Description Symbol
CPU Utilization The CPU utilization of the clu. ~ service. C1
Memory Utilization The memory utilization o1 .~ cloud service. C2
Response Time The response time to e. ~ct”.e ue cloud service. C3

The cost of cloud se"vic uepending on resources requested in the
Cost service attribut~< and «stimated by the standard of cloud services | C4
report [33].

4.2 Tool Description

The experiment was conduc’ed 1 sine MATLAB R2015a on a laptop with Intel Core i7-
3632QM processors at 2.”.0 GH., J4sing 12 GB of RAM memory on a 64-bit Windows
10 operating system.

4.3 Experiment F asults
In this section, v.~ ",resr at the results of the proposed methodology for selecting the
most appropr ate se ‘vice provider based on the four criteria used in the study. Below,

we present the Mair steps of the research methodology together with the results.

4.3.1 Pan....e Comparison of Criteria Interdependencies

In this .tep, cloud computing experts follow the five steps of the DEMATEL method,
as explained in the research methodology. First, experts are asked to provide an
evaluation grade, ranging from 0 to 4, to represent the degree of effects between the

selected criteria. The evaluation grade is 0 represents no influence, 1 represents low



influence, 2 for medium influence, 3 for high influence, and 4 for very high influence.
The evaluation matrix is called the initial direct-relation matrix, R. Table 3 provides the

initial direct-relation matrix for the four criteria used in our dataset.

Table 3. Initial direct-relation matrix (R) of the four cr'eri .

ChUS MEmony 7 Cost
Utilization  Utilization T "
CPU Utilization 0 2 B 3
Memory Utilization 2 0 3 3
Response Time 3 3 L 2
Cost 3 3 3 0

In step two, the normalized initial direct-relation mat. ix 's cc mputed using equations
(4— 8). Table 4 indicates the normalized initial direct-re:~tion matrix, N.

Table 4. Normalized initial direct-relation ma. “x (N) of the four criteria

M
Uilizai. - ~izaton Time O
CPU Utilization 0 0.222 0.333 0.333
Memory Utilization 0.222 J 0.333 0.333
Response Time 0°? 0.333 0 0.222
Cost 0.35¢ 0.333 0.333 0

Next, the indirect effects in the .natrix \ are reduced by a continuous reduction along
the powers to lead to a steadv state . .ne matrix inverse. The total relation matrix, T is

computed using equation (9, ~r d is provided in Table 5.

Table & Totai relation matrix (T) of the four criteria

N CU B R
Utilization  Utilization  Time
CPU Utilizatio', 0.210293 0.225902 0.25058 0.229698
Memory Utilizati. 0.225902 0.210293 0.25058 0.229698
Response ~ ime 0.229698 0.229698 0.227378  0.222738
Cost 0.25058 0.25058 0.271462  0.227378

In the fc rth str p, we obtain the network relations map (NRM) matrix based on a
threst ... **=lie (p), set to be 0.226 by consultation with the experts. This threshold
value is e most appropriate value to represent the strong relationship of trying a value
under or above this value. A value under 0.226 reflects a weak relationship between
these criteria; thus, values below this value are set to zero. Table 6 presents the NRM

matrix and Figure 5 displays the impact-diagraph map of the four criteria. In the



pairwise comparison criteria step, the NRM matrix is used to cancel out the four criteria

weights from the unweighted super matrix.

Table 6. NRM of the four criteria

CPU ~— Memory — Respors "~ o
Utilization  Utilization  Time
CPU Utilization 0 0 0.2505¢ L.229698
Memory Utilization 0 0 0.7.u3 v.229698
Response Time 0.229698 0.229698 C 0
Cost 0.25058 0.25058 n27.-°2 0

Figure 5. The impact “ianra h map of the four criteria

Lastly, utilizing the NRM for cr ceria, ve compute the sum of indices in each row (D)
to represent the degree of effxct g, 2. by that criterion on other criteria in the NRM
matrix. We also compute tF.> st n ¢ each column (R) to represent the degree of effect
received by that criteric on other criteria in the NRM matrix. Using D and R, we
calculate (D+R), whic* '“nown as the prominence and represents the relative degree of
importance for each >rit:zrion. If a specific criterion has a higher (D + R) value, then
that criterion has .nor: interaction with other criteria in the total relation matrix of the
criteria. Moreover, | e calculate (D-R), which allocates criteria in cause and effect
groups. Thus_if the \ alue of (D-R) is positive, then that specific criterion is a net causer.
If the (D <) velue is negative, then that specific criterion is a net receiver. Table 7
indicates "he ve.ues of (D+R) and (D-R). Using these values, a DEMATEL scatter
graph s p ...ded in Figure 6.



Table 7. The causal diagram for the four criteria

D R D+R r-R
CPU utilization 0.916473 0.916473  1.832947 ¢
Memory utilization 0.916473 0.916473 1.832947 O
Response time 0.909513 1 1.9095"3  0.09049
Cost 1 0.909513  1.909513  0.090487
0.1
Co. C/)

0.08

0.06

0.04

0.02 CPU utilization (C1)

0 Memory utilization (C2)

182 183 184 185 186 187 .°8 1.8) 1.9 1.91 1.92
-0.02
-0.04
-0.06
-0.08

Response time (C3)
-0.1

Figure 6. Scatter grapi, ~ o Z! 1ATEL for the used criteria

Based on the values of D in ™ able 7 cost has the most effect, CPU and memory
utilization have the same eff :ct, anu .esponse time has the least effect. Based on the
values of R in the same tab'e, . 00" ise time reveals the greatest effect received by other
criteria and cost reveal, u.~ least. Figure 6 evidences cost as the user criteria and

response time as the r :ce ver criteria.

4.3.2 K-means Alcurithm for Cloud Provider Clustering

After discernirz the [~ .erdependencies between cloud service provider criteria using
the expert evc luated nitial direct-relation matrix (M), we cluster providers based on the
cloud ser ice criteria collected in our dataset. We assume each provider’s criteria values
to be in & Gaussian distribution. The main clustering step objective is to join cloud
proviu rs win similar selected service criteria in order to reduce the number of
evaluatior, matrices for candidate cloud provider selection, especially when there are
many service providers. In this step, we only require a small number of evaluation

matrices to correspond to the number of clusters. To cluster the cloud providers in the



collected dataset, we use the k-means algorithm since it is a simple clustering method
that yields meaningful results. The k-means clustering algorithm is implemented for a
number of clusters, where K equals 5. First, the algorithm arbitrarily chor ses the initial
K cluster centers of the cloud providers. Second, it reassigns each cloua proviusr to the
cluster wherein the cloud provider is most similar, based on the r «in “.{oud provider
criteria value mean, and updates the cluster mean. The reassignmt anu update end
when the cluster mean no longer changes. Euclidean distance ‘s us .« 25 a measure for
reassigning cloud providers to each cluster. Figure 7 visualizes *e results of the k-
means clustering method for dataset cloud providers. More dver, u ing the four criteria,

Table 8 offers the service provider clustering method rr sults

Table 8. Service providers (SP) in each cluster ba. > on clustering method

Cluster 1 SP1 SP2 SP3 SP4 | <D, SP7 -
Cluster 2 SP1 SP8 SP9 SP10 | SP11 SP13 -
Cluster 3 SP1 SP2 SP3 SPu SP8 SP12 -
Cluster 4 SP1 SP2 SP3 f SP6 SP12 -
Cluster 5 SP1 SP2 SP3 _i‘+ SP5 SP6 SP7
2000 -
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500 ~ -} 8&
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0 < o -]
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Ti~are 7. Service providers clustered using k-means algorithm

4.3.3 Pa.rwise Comparison of the Criteria Based on the Goal
After we define the selected criteria interdependencies and cluster cloud service
providers, we utilize the ANP method to compute the criteria weight of each cluster,



including the cloud service providers. Initially, the cloud provider experts evaluate the
matrices of all criteria corresponding to the K=5 clusters for pair-wise comparisons.
The assessment value for each criterion is scaled from 1 to 9, thus repres :nting criteria
importance in a hierarchical manner. An assessment of 1 denotes eaual imyrtance,
while an assessment of 9 indicates extreme importance of one cri erie over another.
When the weights of the pairwise comparisons are computed, the coi.>isteny ratio (CR)
values are also computed to validate if the weights’ suitabilit, fo «~tering the super
matrix. Table 9 presents the pairwise comparison of the four criwe *a corresponding to
each cluster goal. Additionally, the weights of service p.avider: with regard to the
criteria of and between each cluster, are expressed 2, an 'nweighted super matrix.
Tables 10, 13, 16, 19, and 22 present the values assnciawed W.th the unweighted super
matrix, M of all service providers in each cluster.

The unweighted super matrix of candidate se. ‘ice oioviders from all clusters is
provided in Table 3.25. Because these unweiy, «eu super matrices include interactions
between service providers and clusters, tf ..z ~re nner dependences among criteria.
Thus, each cluster is weighted to a relati* = imy. “rtance corresponding to the component
in that row. The weights of “goal,” ‘‘crite.ia, and ‘‘alternatives” for the “goal” and
“‘criteria” columns are multiplied by 0.20. Tables 11, 14, 17, 20, and 23 offer the
weighted super matrix, M" for s, vic. nroviders in each cluster. Table 26 demonstrates
the weighted super matrix of ranu’~ate service providers selected from all clusters. To
capture the interactions an . ok @in a steady-state of outcomes, the weighted super
matrices are raised to lin ting pu. /ers to produce the limit super matrix, M‘. The limit
super matrices are presented 11, Tables 12, 15, 18, 21, 24, and 27. The candidate service
providers selected fr y\m .fuster 1, cluster 2, cluster 3, cluster 4, and cluster 5 are SP4,
SP8, SP12, SP5, 7.nd SP4, respectively. Furthermore, from Table 27 we noted the best
cluster is cluster 1, vhirn means that the selected service provider based on candidate

service provi lers is 'SP4).



Table 9. Pairwise comparison of the main criteria with respect to

With respect to Selecting service provider (SSP) goal

With respect to CPU utilization (C1)

Cl C2 ¢cC3 C4 W1 Cl C2 C3 C4 W2
C1 1 4 02 0333 0.154051 C1 1 6 014 17 0.143726
C2 025 1 025 02 0.062363 c2| 017 1 025 0z 0.059549
C3 5 4 1 0.17 0.265077 C3 7 4 r 0.17 0.247427
C4 3 5 6 1 0.518509 C4 6 5 A 1 0.549297

CR=0.029321634 (desirable value to be less than 0.100)

CR=0.045291648 (a. ~irable . ~lue to be less than 0.100)

With respect to Memory utilization (C2)

With respect to <esy ~~<e time (C3)

Cl ¢C2 C3 C4 W3 Cl <? C3 C4 W4
Cl| 1 1 01667 0.2 0.084666 C1 1 05 22 02 0.073012
c2 | 1 1 0.5 0.2 0.09937 Cc2 2 1 05 02 0.120106
C3| 6 2 1 0.25 0.252936 C3 5 2 1 025 0.236716
C4 ] 5 5 4 1 0.563027 C4 = 5 4 1 0.570166

CR=0.00964 (desirable value to be less than 0.100)

CR=( 00F .o (o sirable value to be less than 0.100)

With respect to Cost (C4)

CR=0.01084 (desirable value to be less than 0.100)

Cl C2 C3 C4 W5
Cl| 1 0333 0143 0.143 0.051498
C2| 3 1 0333 0.2 0.113713 ’
C3| 7 3 1 0.2 0.248591 |
C4| 7 5 5 1 0.586198 _ |

]

Table 10. The unweighted super matrix, M. .. “h.ster 1

Goal Criteria Alternatives

SP C1 c2 C3 C4 SP1 SP2  SP3  SP4 SP5  SP7
Goal SP 1.000 0.000 0.000 0.00. 0.000 0.000 0.000 0.000 0.000 0.000 0.000
s CL 0154 0.000 0.000 1073 0.051 0.000 0.000 0.000 0.000 0.000 0.000
= C2  0.062 0.000 0.0y 0., 0114 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0265 0.247 0°53 0.020 0.000 0.000 0.000 0.000 0.000 0.000 0.000
©  c4 0519 0549 N"5p. (370 0.000 0.000 0.000 0.000 0.000 0.000 0.000
SP1  0.000 0.100 "180 0.171 0.108 1.000 0.000 0.000 0.000 0.000 0.000
§ SP2  0.000 0.253 0.2, 0.169 0.115 0.000 1.000 0.000 0.000 0.000 0.000
E SP3  0.000 0.1, 0.188 0.154 0.168 0.000 0.000 1.000 0.000 0.000 0.000
5 SP4  0.000 07’2 0153 0.193 0.201 0.000 0.000 0.000 1.000 0.000 0.000
ﬁ SP5  0.000 Ml1lle 0.118 0.160 0.174 0.000 0.000 0.000 0.000 1.000 0.000
SP7 _ 0.000 01/9 0136 0154 0.233 0.000  0.000 0.000 0.000 0.000 1.000

Table 11. The ' veight *d super matrix, MY for Cluster 1

_Chal Criteria Alternatives

SP Cl c2 C3 C4 SP1 SP2 SP3  SP4 SP5  SP7
Goal SP 0.5 00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
< Cl L7 0.000 0.000 0.037 0.026 0.000 0.000 0.000 0.000 0.000 0.000
= C2 0041 0.000 0.000 0.060 0.057 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0133 0.124 0.126 0.000  0.000 0.000  0.000 0.000 0.000 0.000 0.000
©  c4 0259 0.275 0.282 0.285 0.000 0.000 0.000 0.000 0.000 0.000 0.000
" SP1  0.000 0.050 0.090 0.085 0.054 1.000 0.000 0.000 0.000 0.000 0.000
2 SP2  0.000 0.126 0.111 0.084 0.058 0.000 1.000 0.000 0.000 0.000 0.000
§ SP3  0.000 0.080 0.094 0.077 0.084 0.000 0.000 1.000 0.000 0.000 0.000
5] SP4  0.000 0.111 0.077 0.097 0.101 0.000 0.000 0.000 1.000 0.000 0.000
< SP5  0.000 0.058 0.059 0.080 0.087 0.000 0.000 0.000 0.000 1.000 0.000
SP7  0.000 0.075 0.068 0.077 0.117 0.000 0.000 0.000 0.000 0.000 1.000




Table 12. The limit super matrix, M" for Cluster 1

Goal Criteria Alternatives
SP C1 C2 C3 C4 SP1 SP2 SP3  SP4  SP5  SP7
Goal SP  0.100 0.000 0.000 0.000 0.000 0.000 0.000 0.0ry 0.000 0.000 0.000
© C1 0.008 0.000 0.000 0.004 0.003 0.000 0.000 0MQO O0.uu0 0.000 0.000
s Cc2 0.003 0.000 0.000 0.006 0.006 0.000 0.000 .00 0.000 0.000 0.000
T C3  0.015 0.014 0.014 0.000 0.000 0.000 0.000 *0ry 0.000 0.000 0.000
© C4  0.035 0.038 0.039 0.040 0.000 0.000 0.000 0.0uc 0.000 0.000 0.000
., SP1 0.00 0.005 0.010 0.009 0.006 1.000 0.0r.  0.,,™  0.000 0.000 0.000
£ SP2  0.000 0.014 0.013 0.009 0.006 0.000 1,00 v."90 0.000 0.000 0.000
g  SP3  0.000 0.009 0.010 0.008 0.009 0.000 0.2 1.000 0.000 0.000 0.000
& SP4  0.000 0.013 0.008 0.011 0.011 0.000  ..000 2.000 1.000 0.000 0.000
< SP5 0.000 0.006 0.006 0.009 0.010 0.000  0.000 0.000 0.000 1.000 0.000
SP7  0.000 0.008 0.007 0.008 0.013 0.000  N.000 0.000 0.000 0.000 1.000
Table 13. The unweighted super matrix, M for Cluster =
Goal Criteria Alternatives
SP C1 C2 C3 C4 "ol SP8  SP9 SP10 SP11  SP13
Goal SP  1.000 0.000 0.000 0.000 0.00u 0.000 0.000 0.000 0.000 0.000 0.000
© C1 0.154 0.000 0.000 0.073 0" 0.000 0.000 0.000 0.000 0.000 0.000
S Cc2 0.062 0.000 0.000 0.120 0.."4 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0265 0.247 0.253  0.000  0.00v 0.000 0.000 0.000 0.000 0.000 0.000
©  c4 0519 0549 0563 0570 9.0 0.000 0.000 0.000 0.000 0.000 0.000
" SP1  0.000 0.133 0.169 0.0¢™  0..33 1.000 0.000 0.000 0.000 0.000 0.000
2 SP8  0.000 0.169 0.262 0.274 0.190 0.000 1.000 0.000 0.000 0.000 0.000
= SP9  0.000 0.154 0.159 0.160 0.177 0.000 0.000 1.000 0.000 0.000 0.000
& SP10 0.000 0.169 0196 wu.L.c.” 0.188 0.000 0.000 0.000 1.000 0.000 0.000
< SP11 0.000 0.154 0.082 0.161 0.117 0.000 0.000 0.000 0.000 1.000 0.000
SP13 0.000 0.221 013" o."3C 0.165 0.000 0.000 0.000 0.000 0.000 1.000
Table 14. The weighted super mati... M" for Cluster 2
Goal A Criteria Alternatives
SP c _c2 C3 C4 SP1 SP8  SP9 SP10 SP11  SP13
Goal SP  0.500 r.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© C1 0.077 0.000 0.000 0.037 0.026 0.000 0.000 0.000 0.000 0.000 0.000
S C2 0.031 v 00 0.000 0.060 0.057 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0133 0.1z 0.126  0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000
©  c4 0259 0.75 0.282 0.285 0.000 0.000 0.000 0.000 0.000 0.000 0.000
” SP1  0.000 n,67 0.084 0.046 0.081 1.000 0.000 0.000 0.000 0.000 0.000
2 SP8 0.7J0 0.084 0.131 0.137 0.095 0.000 1.000 0.000 0.000 0.000 0.000
IS SP9 0.'00 0.077 0.080 0.080 0.089 0.000 0.000 1.000 0.000 0.000 0.000
& SP10 0.0uc 0.084 0.098 0.092 0.094 0.000 0.000 0.000 1.000 0.000 0.000
< SP11 u.T 0.077 0.041 0.080 0.059 0.000 0.000 0.000 0.000 1.000 0.000
SP13 00 0.110 0.067 0.065 0.082 0.000 0.000 0.000 0.000 0.000 1.000




Table 15. The limit super matrix, M" for Cluster 2

Goal Criteria Alternatives
SP C1 C2 C3 C4 SP1 SP8  SP®  SP10 SP11  SP13
Goal SP 0.100 0.000 0.000 0.000 0.000 0.000 0.000 0. 0.000 0.000 0.000
& Cl 0.008 0.000 0.000 0.004 0.003 0.000 0.000 0”0 0.,00 0.000 0.000
£ C2 0.003 0.000 0.000 0.006 0.006 0.000 0.000 J.0C) 0.000 0.000 0.000
G C3 0015 0.014 0.014 0.000 0.000 0.000 0.000 "C,0 0.000 0.000 0.000
C4  0.035 0.038 0.039 0.040 0.000 0.000 0.00G 0.0uc 0.000 0.000 0.000
., SP1L 0.000 0.007 0.009 0.005 0.009 1.000 0.,2¢ 0.,cD  0.000 0.000 0.000
£ SP8  0.000 0.009 0.015 0.016 0.011 0.000 7000 ¢.700 0.000 0.000 0.000
8 SP9  0.000 0.008 0.009 0.009 0.010 0.000 0.’ 1.000 0.000 0.000 0.000
& SP10 0.000 0.009 0.011 0.010 0.010 0.000  v.000 0.000 1.000 0.000 0.000
< SP11 0.000 0.008 0.004 0.009 0.006 0.000  0.00L 0.000 0.000 1.000 0.000
SP13  0.000 0.012 0.007 0.007  0.009 0.000  0.00"  0.000 0.000 0.000 1.000
Table 16. The unweighted super matrix, M for Cluste+ 3
Goal Criteria Alternatives
SP C1 C2 C3 C. SP1 SP2  SP3  SP6  SP8  SP12
Goal SP  1.000 0.000 0.000 0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000
© Ci1 0.154 0.000 0.000 0.073 ¢ 95 0.000 0.000 0.000 0.000 0.000 0.000
S C2  0.062 0.000 0.000 0.120 0.1.+4 0.000 0.000 0.000 0.000 0.000 0.000
£  C3 0265 0.247 0.253  0.000 . 100 0.000  0.000 0.000 0.000 0.000 0.000
© ¢4 0519 0549 0563 0570 0w 0.000  0.000 0.000 0.000 0.000 0.000
., SP1  0.000 0120 0223 0ls. 0..01 1.000 0.000 0.000 0.000 0.000 0.000
2 SP2  0.000 0.170 0.133 0.219 ..179 0.000 1.000 0.000 0.000 0.000 0.000
= SP3  0.000 0.142 0.168 ..’59 0.163 0.000 0.000 1.000 0.000 0.000 0.000
5 SP6  0.000 0.208 0.15¢ 0.15.  0.180 0.000 0.000 0.000 1.000 0.000 0.000
< SP8  0.000 0.167 0.1AR0 "17. 0.154 0.000 0.000 0.000 0.000 1.000 0.000
SP12  0.000 0.193 0760 0.1y7 0.224 0.000 0.000 0.000 0.000 0.000 1.000
Table 17. The weighted su; or r.atrix, MV for Cluster 3
Goal . Criteria Alternatives
SP N7 C3 C3 SP1 SP2  SP3  SP6  SP8  SP12
Goal SP  0.500 «Y0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© C1 0.077 0.000 0.000 0.037 0.026 0.000 0.000 0.000 0.000 0.000 0.000
S C2 0.031 0.0L) 0.000 0.060 0.057 0.000 0.000 0.000 0.000 0.000 0.000
= C3 0.133 0174 0126 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© C4 0279 0.275 0.282 0.285 0.000 0.000 0.000 0.000 0.000 0.000 0.000
, SP1 0.70 0.060 0.112 0.093 0.050 1.000  0.000 0.000 0.000 0.000 0.000
£ SP2  0.00u 0.085 0.066 0.110 0.089 0.000 1.000 0.000 0.000 0.000 0.000
8 SP3  uuT 0.071 0.084 0.080 0.081 0.000 0.000 1.000 0.000 0.000 0.000
& SP6  L".0 0.104 0.078 0.077  0.090 0.000 0.000 0.000 1.000 0.000 0.000
< SP8  0.0u9 0.084 0.080 0.087 0.077 0.000 0.000 0.000 0.000 1.000 0.000
SP12  0.000 0.096 0.080 0.053 0.112 0.000 0.000 0.000 0.000 0.000 1.000




Table 18. The limit super matrix, M" for Cluster 3

Goal Criteria Alternatives
SP C1 C2 C3 C3 SP1 SP2 SP3 SP6 SP8  SP12
Goal SP 0.100 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
< CL 0008 0.000 0.000 0.004 0.003 0.000 0.000 0.0CJ u."00 0.000 0.000
S C2 0.003 0.000 0.000 0.006 0.006 0.000 0.000 0./ 0.000 0.000 0.000
z C3 0.015 0.014 0.014 0.000 0.000 0.000 0.000 r.000 0.000 0.000 0.000
© C4 0.035 0.038 0.039 0.040 0.000 0.000 0.000 0u..?s 0.000 0.000 0.000
, SP1 0.00 0.006 0.013 0.010 0.005 1.000 0.000 u."M0 0.000 0.000 0.000
£ SP2  0.000 0.009 0.007 0.012 0.010 0.000 1.0, 0.00u 0.000 0.000 0.000
g SP3  0.000 0.008 0.009 0.009 0.009 0.000 0./J0 1l.wW 0.000 0.000 0.000
& SP6  0.000 0.012 0.008 0.008 0.010 0.000  0.00b 0.000 1.000 0.000 0.000
< SP8 0.000 0.009 0.009 0.010 0.008 0.000  0.000 0.000 0.000 1.000 0.000
SP12  0.000 0.011 0.009 0.006 0.013 0.000  0.000 0.000 0.000 0.000 1.000
Table 19. The unweighted super matrix, M for Cluster 4
Goal Criteria Alternatives
SP C1 C2 C3 SP1 SP2 SP3  SP5  SP6  SP12
Goal SP  1.000 0.000 0.000 0.000 0.000 0.2 0.000 0.000 0.000 0.000 0.000
© C1 0.154 0.000 0.000 0.073 0.051 J.uw0 0.000 0.000 0.000 0.000 0.000
S Cc2 0.062 0.000 0.000 0.120 0.171 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0265 0.247 0.253  0.000  0.00. J.000 0.000 0.000 0.000 0.000 0.000
© ¢4 0519 0549 0.563 0.570 0.000 0.000  0.000 0.000 0.000 0.000 0.000
“ SP1  0.000 0.114 0.184 0213 0..7 1.000 0.000 0.000 0.000 0.000 0.000
2 SP2  0.000 0.215 0.162 0.090 0.186 0.000 1.000 0.000 0.000 0.000 0.000
= SP3  0.000 0.174 0191 0.157 112 0.000 0.000 1.000 0.000 0.000 0.000
& SP5  0.000 0.158 0.158 07149 0..79 0.000 0.000 0.000 1.000 0.000 0.000
< SP6  0.000 0145 0182 (17, 0 05 0.000 0.000 0.000 0.000 1.000 0.000
SP12  0.000 0193 0123 J.163 U118 0.000  0.000 0.000 0.000 0.000 1.000
Table 20. The weighted super \natri.., MY for Cluster 4
Goal ____ Criteria Alternatives
SP cr c2 C3 C3 SP1 SP2 SP3 SP5 SP6  SP12
Goal SP 0.500 0700 1000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
< CL 0077 ,000  N000 0.037 0.026 0.000 0.000 0.000 0.000 0.000 0.000
S Cc2 0.031 v.0 0.000 0.060 0.057 0.000 0.000 0.000 0.000 0.000 0.000
= C3 0.133 0.124  0.126  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© C4 0.259 0.2, 0282 0.285 0.000 0.000 0.000 0.000 0.000 0.000 0.000
, SP1 0.00 00,7 0092 0107 0.085 1.000  0.000 0.000 0.000 0.000 0.000
£ SP2 00w 0.108 0.081 0.045 0.093 0.000 1.000 0.000 0.000 0.000 0.000
g SP3  0.70 2.087 0.096 0.077 0.056 0.000 0.000 1.000 0.000 0.000 0.000
& SP5 0.00c 0.079 0.079 0.099 0.104 0.000 0.000 0.000 1.000 0.000 0.000
< SP6  u.l7 0.072 0.091 0.088 0.102 0.000 0.000 0.000 0.000 1.000 0.000
SP12 L 7.0 0.097 0.062 0.083 0.059 0.000  0.000 0.000 0.000 0.000 1.000




Table 21. The limit super matrix, M" for Cluster 4

Goal Criteria Alternatives
SP C1 Cc2 C3 C3 SP1 SP2 SP3 SP5 SP6  SP12
Goal SP 0.100 0.000 0.000 0.000 0.000 0.000 0.000 0./00 0.000 0.000 0.000
< CL 0008 0.000 0.000 0.004 0.003 0.000 0.000 ’.00u 0.000 0.000 0.000
= C2 0003 0.000 0.000 0.006 0.006 0.000 0.000 =000 0.000 0.000 0.000
£ C3 0015 0.014 0.014 0.000 0.000 0.000 0.000 0.00 0.00 0.000 0.000
©  c4 0035 0.038 0.039 0.040 0.000 0.000 0.000 .000 0.000 0.000 0.000
" SP1  0.000 0.006 0.010 0.012 0.009 1.000 0.000 0.0ub0 0.000 0.000 0.000
2 SP2  0.000 0.012 0.009 0.005 0.010 0.000 “.u)  0.b00 0.000 0.000 0.000
= SP3  0.000 0.010 0.011 0.008 0.006 0.000 0.0ry ..000 0.000 0.000 0.000
& SP5  0.000 0.009 0.009 0.011 0.012 0.000 0. 0.000 1.000 0.000 0.000
< SP6  0.000 0.008 0.010 0.010 0.011 0.00r 0.n00  0.000 0.000 1.000 0.000
SP12  0.000 0.011 0.007 0.009 0.006 000" 000 0000 0000 0000 1.000
Table 22. The unweighted super matrix, M for Cluster 5

Goal Criteria . Alternatives
sP CL c2 C3 C3 5" P2 SP3 SP4  SP5  SP6  SP7
Goal SP  1.000 0.000 0.000 0.000 0.000 ¢ 700 v.000 0.000 0.000 0.000 0.000 0.000
< ClL 0154 0.000 0.000 0.073 0.051 nnnt 0,000 0.000 0.000 0.000 0.000 0.000
= C2 0062 0.000 0.000 0.120 0.114 1000 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0265 0.247 0.253 0.000 0.00C 0.0.0 0.000 0.000 0.000 0.000 0.000 0.000
©  c4 0519 0.549 0563 0.570 0.000 v.u00  0.000 0.000 0.000 0.000 0.000 0.000
SP1 0.000 0.136 0.119 0.132 0. °% 1.000 0.000 0.000 0.000 0.000 0.000 0.000
4 SP2  0.000 0.105 0.160 0.168 0.1t” 0.000 1.000 0.000 0.000 0.000 0.000 0.000
% SP3  0.000 0.162 0.166 0.143 C"RR] 0.000 0.000 1.000 0.000 0.000 0.000 0.000
c SP4  0.000 0.136 0.198 0.140 0..70 0.000 0.000 0.000 1.000 0.000 0.000 0.000
2 SP5 0.000 0.135 0.101 0.104 0.099 0.000 0.000 0.000 0.000 1.000 0.000 0.000
< SP6  0.000 0.134 0.182 0.¢5 1104 0.000 0.000 0.000 0.000 0.000 1.000 0.000
SP7  0.000 0.193 0.074 (€128 (133 0.000 0.000 0.000 0.000 0.000 0.000 1.000

Table 23. The weighted super .naw *v. MY for Cluster 5

Goal ___ Criteria Alternatives
SP C1 (2 C3 C3 SP1  SP2  SP3  SP4 SP5 SP6  SP7
Goal SP  0.500 0.000 000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© Ci1 0.077 0400 0.000 0.037 0.026 0.000 0.000 0.000 0.000 0.000 0.000 0.000
s C2 0.031 <27 0400 0.060 0.057 0.000 0.000 0.000 0.000 0.000 0.000 0.000
£ C3 0.133 N1z~ ,126 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
©  c4 0259 027~ 0282 0.285 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
SP1  0.000 0.06f 0.059 0.066 0.074 1.000 0.000 0.000 0.000 0.000 0.000 0.000
' SP2  0.0r2 v.wuo2 0.080 0.084 0.084 0.000 1.000 0.000 0.000 0.000 0.000 0.000
% SP3  0.030 2.081 0.083 0.071 0.079 0.000 0.000 1.000 0.000 0.000 0.000 0.000
c SP4  0.0u" J.068 0.099 0.070 0.095 0.000 0.000 0.000 1.000 0.000 0.000 0.000
£  sp5  nnnp 0.068 0.051 0.052 0.050 0.000 0.000 0.000 0.000 1.000 0.000 0.000
< spe cory 0.067 0.091 0.093 0.052 0.000 0.000 0.000 0.000 0.000 1.000 0.000
SP7 0.10 0.096 0.037 0.064 0.067 0.000 0.000 0.000 0.000 0.000 0.000 1.000




Table 24. The limit super matrix, M" for Cluster 5

Goal Criteria Alternatives
SP C1 C2 C3 C3 SP1 SP2 SP3 SP4 SP5 SP6 SP7
Goal sp 0.100 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0700 0.000 0.000 0.000
c1 0.008 0.000 0.000 0.004 0.003 0.000 0.000 0.000 ,.00u 0.000 0.000 0.000
S c2 0.003 0.000 0.000 0.006 0.006 0.000 0.000 0.000 .20 0.000 0.000 0.000
% c3 0.015 0.014 0.014 0.000 0.000 0.000 0.000 0.00© 0J00 0.000 0.000 0.000
o c4 0.035 0.038 0.039 0.040 0.000 0.000 0.000 0.0 700 0.000 0.000 0.000
sp1  0.000 0.007 0.006 0.007 0.008 1.000 0.000 0"N0 ~0N00 0.000 0.000 0.000
o sp2  0.000 0.006 0.009 0.009 0.009 0.000 1.000 0.0r; "000 0.000 0.000 0.000
:12: sp3  0.000 0.009 0.009 0.008 0.009 0.000 0.000 - .00 0.000 0.000 0.000 0.000
E sp4  0.000 0.007 0.011 0.008 0.010 0.000 0.0°v 000v 1.000 0.000 0.000 0.000
% sp5  0.000 0.007 0.005 0.005 0.005 0.000 0.70 0.2 0.000 1.000 0.000 0.000
spe  0.000 0.007 0.010 0.010 0.006 0.000 "00v 7.J00 0.000 0.000 1.000 0.000
sp7 0.000 0.011 0.004 0.007 0.007 0.000 0.f.u 0.000 0.000 0.000 0.000 1.000
Table 25. The unweighted super matrix, M for All ~':=t20
Goal Criteria Alternatives
SP Cl c2 c3 ™ CSPC1 CSPC2 CSPC3 CSPC4 CSPC5
Goal  SP 1.000 0.000 0.000 0.000 .rJ0 0.000 0.000 0.000 0.000 0.000
© C1 0.154 0.000 0.000 0.0/ O0OL71 0.000 0.000 0.000 0.000  0.000
S Cc2 0.062 0.000 0.000 0.120 .14 0.000 0.000 0.000 0.000  0.000
£ C3 0.265 0.247 0253 . -.2C 0 1.000 0.000 0.000 0.000 0.000  0.000
© C4 0.519 0549 0563 0.5/ 0.000 0.000 0.000 0.000 0.000  0.000
¢ CSPC1 0.000 0.216 0.237 0.244 0.218 1.000  0.000 0.000  0.000  0.000
% CSPC2  0.000 0172 0.2rs 0..78 0.194 0.000  1.000 0.000 0.000  0.000
S CSPC3 0.000 0194 0.z.' 07)1 0271 0.000  0.000 1.000 0.000  0.000
£ CSPC4  0.000 0193 r.153 2220 0.155 0.000  0.000 0.000 1.000  0.000
< csPcs 0000 0225 0.2 0.57 0.162 0.000  0.000 0.000 0.000 1.000
Table 26. The weighter supe. matrix, MW for All Clusters
Goal N Criteria Alternatives
SP c C2 C3 C3 CSPC1 CSPC2 CSPC3 CSPC4 CSPC5
Goal SP 0.5r, L..00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
N C1 0.077 ).000 0.000 0.037 0.026 0.000 0.000 0.000 0.000 0.000
s Cc2 0.05- 0.000 0.000 0.060 0.057 0.000 0.000 0.000 0.000 0.000
= C3 0.133 0.124 0.126 0.000 0.000 0.000 0.000 0.000 0.000 0.000
© C4 0.259 0.275 0.282 0.285 0.000 0.000 0.000 0.000 0.000 0.000
@ CSPC1 u.l7% 0.108 0.119 0.122 0.109 1.000  0.000 0.000 0.000  0.000
% CSPUz ..270 0.086 0.101 0.089 0.097 0.000 1.000 0.000 0.000 0.000
S CSPCs 0.000 0.097 0.107 0101 0.135 0.000 0.000 1.000 0.000  0.000
% CSPC4  1.000 0.097 0.077 0.110 0.078 0.000 0.000 0.000 1.000 0.000
CSPC5  0.000 0.112 0.096 0.078 0.081 0.000 0.000 0.000 0.000 1.000




Table 27. The limit super matrix, M" for All Clusters

Goal Criteria Alternatives

SP C1l C2 C3 C3 CSPC1 CSPC2 C3PC3 CSPC4 CSPCh

Goal SP 0.100 0.000 0.000 0.000 0.000 0.000 0.000 21000 0.000 0.000
© C1 0.008 0.000 0.000 0.004 0.003 0.000 0.000  0.0u. 0.000  0.000
S C2 0.003 0.000 0.000 0.006 0.006 0.000 0.00r 0.000 0.000 0.000
= C3 0.015 0.014 0.014 0.000 0.000 0.000 0.00 0.000 0.000 0.000
© C4 0.035 0.038 0.039 0.040 0.000 0.000 0N00  0.000 0.000 0.000
¢ CSPC1 0.000 0.012 0.013 0.014 0.012 1.000 nOoou  0.000 0.000 0.000
% CSPC2 0.000 0.009 0.011 0.010 0.011 0.000 1.(™ 0.000 0.000 0.000
£ CSPC3 0.000 0.011 0.012 0.011 0.016 0.000 0 00 1.000 0.000 0.000
£ Ccspc4  0.000 0.011 0.008 0.012 0.008 0.000 0L.270  0.000 1.000  0.000
< CSPC5 0.000 0.013 0.011 0.009 0.009 0.0'0 ¢ 000 0.000 0.000 1.000

4.4 Discussion

This work introduced the study results of ar~!ving u.e k-means algorithm together with
the DEMATEL and ANP methods to faorm . nybrid method, KD-ANP. This hybrid
method is used for selecting the appropricte v'oud service provider to meet customer
requirements. Indeed, appropriate provi.'~r selection is a primary step in enhancing an
organization’s efficiency and per... ance. Our study focuses on four criteria related to
appropriate cloud service prov.er se.ection: CPU utilization, memory utilization,
response time, and cost. Th: prposed KD-ANP method aims to make multi-criteria
decisions for considering .nteru. .ndencies and relations between criteria. In fact, the
proposed KD-ANP has a vompetence that distinguishes it from other published
approaches. After cl ster ng cloud service providers using the k-means algorithm, KD-
ANP considers c¢'.rrent «-ganization workloads and assigns them different weights
based on a set u. ~.iter'a. Cloud service provider clustering is critical for grouping
service provi .ers w.*h similar features and reducing the number of evaluation matrices
used by the LZM”TEL and ANP methods. A MATLAB simulation evaluated the
proposec methc 1 using a collected dataset. The evaluation results indicates how
MCD*" " nrovides an accurate and efficient method for appropriate service provider

selectio.

In the DEMATEL method, cloud experts give an evaluation grade, between 0 and 4,

representing the degree of affects between the selected criteria. An evaluation grade of



0 denotes “No influence,” 1 equals “Low influence,” 2 for “Medium influence,” 3
reveals “High influence,” and 4 shows “Very high influence.” The evaluation matrix is
known as the initial direct-relation matrix. After applying the DEMATF . method, D,
R, D +R,and D - R values are computed, as listed in Table 7. The interrelations >etween
criteria are presented in Figure 5. Based on the values of D, cost ! as t'ie most effect
whereas CPU and memory utilization have the same effect. Resp.~se u.ne has least
effect. Based on the values of R, response time has the greatest 2ffe ;. ~2ceived by other
criteria, and cost has the least effect received from other criteria. » ~ depicted in Figure

6, cost is the cause criteria and response time is the effect « riteria.

When the ANP method is used to compute the weigt ts r. tr» pairwise comparisons,
CR values are also computed and are always less tha.> 0..00. The latter computation
proves the weight validation for entering the super Matric :s. Using the super matrices,
the unweighted super matrix of all candidate servic. nroviders in the clusters is also
computed. Finally, the weighted super matrice. are raised to limiting powers for
producing the limit super matrices. In our .tu.y, the cluster number of the k-means
algorithm is fixed to 5. Therefore, the car.,te service providers selected from cluster
1, cluster 2, cluster 3, cluster 4, an. .2t - 5 are SP4, SP8, SP12, SP5, and SP4,
respectively, while the best cluster from rable 27 is cluster 1, the selected service

provider from candidate service orovia rs is (SP4).

4.5 Comparisons with F.~ ou’, Works

Selection of cloud serv'ces .~ an important task for different IT needs of individuals,
organizations and cor.ipa les. A large number of cloud providers offer a diverse set of
services in clouds nvi."ment with different SLAs and QoS. The decision making to
select the clouc se'vices based on a set of criteria is a challenge for the upper
management since It needs operational and financial views, determining the
performance L the Jrganizations in the long-term. Consequently, selecting a service
provider (s a m 'lti-criteria decision problem. These criteria and sub-criteria may be

correlated v, . .ievant and have some interdependencies.

There are few methods of multi criteria decision making have been proposed to select
the cloud services or alternatives, such as the previous works in [3,5,7,9,34]. In this

section, we compare the proposed method of multi criteria decision making with



previous works in [3, 34, 35, 36, 37] that used the ANP or ANP and DEMATEL
methods for selecting cloud services. However, one of the most important differences
between the proposed method and these works is the number of evaluati’.n matrices of
the pre-defined criteria used to compare a large number of cloud provic2rs and
determine relative impacts and strengths of them. Therefore, the r ymrarison will be
based on the number of matrices required for evaluation versus the ~umuy2r of service
providers or alternatives and criteria. Figure 7 shows how the p-opc .. method reduces
the number of evaluation matrices used for pairwise comnariscn compared to the

previous works in [3, 34].

—m—ANP [4] ANP-DEMATEL[5] = Propused KD-ANP

31
26
21
16

11

NUMBER OF EVALUATION MATRICES

AKX

o

1 2 3 45 o0 7 8 " 10111213141516171819202122232425
NU. "RE’. OF SERVICE PROVIDERS AND CRITERIA

Figure 8. Proposed ¥ N-ANP method against some other methods for cloud service
selection.

The proposed meu. d ¢.usters the service providers according to the similarity of the
criteria used 1sing k ‘means algorithm. Thus, the number of evaluation matrices of the
proposed ™ :thou .o small and increases gradually depending on the number of clusters
as showr. in the -igure 8. While, the number of evaluation matrices of the methods in
[3, 34 .. ncreased exponentially with increasing the number of service providers or

alternativ ~s and criteria



5. Conclusions

Our proposed work provides a simple method to select an appropriate cloud service
provider that meets consumer requirements. In this paper, we propose’. - method for
the consumer to identify workload and predict required performance @'.. ~onfigurations
from historical data. We developed a hybrid MCDM method, KL “.NP, for cloud
service selection using k-means, DEMATEL and ANP. By imple™enu. 1 the KD-ANP
method, consumers can select the best provider and consider t! = ir erdependencies and
relations between criteria. Moreover, by clustering prcviders using the k-means
algorithm, the consumer can assign different weight and im >ortar _e to the criteria. We
evaluated KD-ANP using the performance predictior me.e, data proposed in [1] In
future, we plan to define more criteria as well as to finic aut..ow to automate the expert's

preferences using machine learning.
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Highlights

* A hybrid MCDM method is developed for cloud service selection fror> Sme.* data
* A k-means clustering is used to consolidate cloud service providers wi» similar features

* Applied MCDM methods using DEMATEL-ANP to rank clusters ai.. make a final decision
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