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Abstract

The double-projection deep computation model (DPDCM) proved to be effective for big data fea-
ture learning. However, DPDCM cannot capture the underlying correlations over the different
modalities enough since it projects the input data into only two subspaces. To tackle this problem,
this paper presents a multi-projection deep computation model (MPDCM) to generalize DPDCM
for smart data in Internet of Things. Specially, MPDCM maps the input data into multiple non-
linear subspaces to learn the interacted features of IoT big data by substituting each hidden layer
with a multi-projection layer. Furthermore, a learning algorithm based on back-propagation and
gradient descent is designed to train the parameters of the presented model. Finally, extensive
experiments are conducted on two representative datasets, i.e, Animal-20 and NUS-WIDE-14, to
verify the presented model by comparing with DPDCM. Results show that the presented model
achieves higher classification accuracy than DPDCM, proving the potential of the presented model
to drill smart data for Internet of Things.

Keywords: Big data, Internet of Things, Smart data, Deep Computation Model,
Back-propagation

1. Introduction

Recently, Internet of Things (IoT) have
achieved great progress by integrating ad-
vanced sensing devices such as sensors and R-
FIDs into communication networks [1]. Spe-
cially, big data processing techniques such
as data compression, deep learning, correla-
tion analysis and clustering are playing a re-
markable role in Internet of Things [2], [3].
For example, deep learning, an recently ad-
vanced artificial intelligence technique is used

∗Corresponding author: bufanyu@imufe.edu.cn.

to find the valuable information, i.e., smart da-
ta, from IoT big data for smart market analysis
in industrial manufacture. A unique proper-
ty of IoT big data is its high variety, i.e., data
comes from various sources such as cameras
and sensors, with different formats like text,
image and audio [4]. Typically, each heteroge-
neous data object has more than one modali-
ties, implying that heterogeneous data is typi-
cally multi-modal [5]. For instance, a piece of
video usually contains two modalities, i.e., im-
age and audio, or three modalities, i.e., image,
audio and text.
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Each modality of the multi-modal objec-
t shows the distinct information from one an-
ther, however, each modality has the close re-
lation with others. The multi-modal property
of heterogeneous data imposes a huge chal-
lenge on deep learning models for drilling s-
mart data in IoT applications [6].

The first successfully trained deep learn-
ing model is the deep belief network which
is constructed by several restricted boltzman-
n machines [7]. Over the last decade, some
other deep learning models like stacked auto-
encoders and recursive neural networks have
also been trained successfully [8]. Generally
speaking, deep learning has more than one hid-
den layers and each hidden layer represents a
layer of learned features of the input data. So,
deep learning can learn multi-level features
for the input data. Furthermore, deep learn-
ing enjoys its success in various applications
like speech recognition and machine transla-
tion with a two-stage training policy, i.e., pre-
training and fine-tanning [9], [10]. However,
the traditional deep learning models are only
suitable for single-modal data feature learning
[11]. In other words, it is difficult for the tradi-
tional deep learning models to learn features
for heterogeneous or multi-modal data. To
tackle this issue, some multi-modal deep neu-
ral networks such as multi-modal deep boltz-
mann machines and multi-model deep learn-
ing were presented [12], [13]. Representative
multi-modal deep neural networks first learn a
joint representation for the multi-modal object
by concatenating the features of each modal-
ity learned by a special deep learning mod-
el. Furthermore, they learn the features on
the learned joint representation. Although the
multi-modal deep neural networks have made
some progress for heterogeneous data feature
learning, they are also hard to capture the in-
herent correlations over different modalities
by the means of linearly linking the learned

features of each modality [11].
To address this problem, a deep computa-

tion model was presented to mine smart da-
ta in IoT applications. A deep computation
model can be viewed as a generalization of a
deep learning model for big data feature learn-
ing. Specially, a deep computation generalizes
a stacked auto-encoder from the vector space
to the high-order tensor space. In the deep
computation model, each multi-modal data ob-
ject is presented by a tensor while the ten-
sor distance is utilized to define the objective
function for capturing the inherent features of
multi-modal data. More recently, a double-
projection deep computation model (DPDCM)
was presented to further generalize the deep
computation model for big data feature learn-
ing by substituting each hidden layer with a
double-projection layer [11]. DPDCM can
effectively reveal the underlying correlations
over different modalities by mapping the input
data into two nonlinear subspaces. However,
only two nonlinear subspaces are not enough
for the deep computation model to capture the
interacted features over different modalities.

Motivated by the neuroscience observation
that the interacted inherent features of multi-
modal data are generally hidden among dif-
ferent subspaces [15], the paper presents a
multi-projection deep computation model (M-
PDCM) for smart data in IoT systems. Spe-
cially, MPDCM aims to generalize the double-
projection deep computation model by the
means of substituting each double-projection
layer with a multi-projection layer. In detail,
MPDCM first maps each multi-modal objec-
t into several different subspaces to reveal the
features hidden in the different subspaces, and
then learns the interacted inherent features to
capture the underlying correlations by map-
ping the subspaces into the output via a weight
tensor. To train the parameters of MPDCM,
an equivalent alternative form of MPDCM is
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devised and accordingly an updating approach
for the parameters based on back-propagation
and gradient descent is implemented. Final-
ly, MPDCM is verified on two representative
datasets, namely Animal-20 and NUS-WIDE-
14, by comparing with DPDCM regarding the
classification accuracy in the experiments. Re-
sults imply that MPDCM can achieve higher
classification accuracy than DPDCM, proving
its potential for big data feature learning.

In summary, the contributions are three-
fold:

• A multi-projection deep computation
model is presented to generalize DPD-
CM for heterogeneous data feature learn-
ing by substituting each hidden layer
of the deep computation model with a
multi-projection layer. Specially, MPD-
CM is constructed by stacking several
multi-projection tensor auto-encoders to
learn hierarchical features for heteroge-
neous data.

• A multi-projection tensor auto-encoder
(MPTAE) is devised to reveal the fea-
tures hidden in the different subspaces by
mapping each layer to several different
nonlinear subspaces. Furthermore, MP-
TAE learns the interacted inherent fea-
tures to capture the underlying correla-
tions by mapping the subspaces into the
output via a weight tensor.

• To train the parameters of each layer in
MPDCM, an equivalent alternative for-
m of MPTAE is devised and accordingly
an updating approach for the parameter-
s based on back-propagation and gradient
descent is implemented in this paper.

The reminder of this paper is organized as
follows. Section 2 provides preliminaries and

Section 3 describes the details of the present-
ed model. The learning algorithm for training
the presented model is illustrated in Section 4
and the results are reported in Section 5. Sec-
tion 6 reviews the related work and Section 7
concludes the paper.

2. Preliminaries

2.1. Deep Computation Model
The deep computation model is effective to

abstract multi-level features for big data, es-
pecially for heterogeneous data, typically by
stacking a couple of tensor auto-encoders, as
presented in Figure 1 [14]. A tensor can be
viewed as a multidimensional array in math-
ematics. For example, RI1×I2×I3 denotes a
three-order tensor in which Ii(i = 1, 2, 3) de-
notes the dimensionality of the i-th order.

In the tensor auto-encoder with the param-
eters θ, each original multi-modal object X is
formatted as a tensor X ∈ RI1×I2×···×IN and it
is mapped into the M -order hidden space via
an encoding function fθ:

Hj1...jM = fθ(

I1···IN∑

i1···iN
W

(1)
αi1···iNXi1···iN + b

(1)
j1···jM ),

(1)
where α = jM +

∑M−1
t=1 (jt − 1)

∏M
s=t+1 Js.

Afterwards, the hidden data H is recon-
structed to the N -order output layer Y via the
decoding function gθ:

Yi1...iN = gθ(

J1···JM∑

j1···jM
W

(2)
βj1···jMHj1···jM + b

(2)
i1...iN

),

(2)
where β = iN +

∑N−1
t=1 (it − 1)

∏N
s=t+1 Js.

The objective function is defined based on
the tensor distance regarding the object X as:

J(θ;X) =
1

2
(Y −X)TG(Y −X), (3)
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(a) Tensor auto-encoder

(b) Deep computation model

Figure 1: Architecture of the deep computation model.

where G denotes the coefficient matrix.
Moreover, the global objective

function regarding the training set
X = {X(1), X(2), ..., X(m)} is defined
as:

JTAE(θ) =
1
m

m∑
i=1

(1
2
(Y (i) −X(i))

T
G(Y (i) −X(i)))

+ λ
2
(W (1)2 +W (2)2)

(4)
A couple of tensor auto-encoders could be

stacked to a deep computation model as pre-
sented in Figure 1 to abstract multi-level fea-
tures for smart data. The parameters of the
deep computation model could pre-trained in
a layer-wise manner from bottom to top first,
followed by a fine-tuning step by a global
high-order back-propagation from top to bot-
tom after imposing the supervised labels. To
enhance the training efficiency, several im-
proved deep computation models have been
devised by utilizing the tensor decomposition
schemes like canonical polyadic decomposi-
tion and tensor-train to compress the param-
eters significantly [14], [16].

2.2. Double-Projection Deep Computation
Model (DPDCM)

DPDCM attempts to learn the interacted in-
herent features for multi-modal objects. As
the basic module, the double-projection tensor
auto-encoder (DPTAE) maps each input object
into two subspaces by substituting the hidden
layer with a double-projection layer, as pre-
sented in Figure 2 [11].

From Figure 2(a), DPTAE maps the input
X into two different subspaces, i.e., h1 ∈
RP1×P2×···×PS and h2 ∈ RQ1×Q2×···×QT , via fθ:

H =

(
h1

h2

)
= fθ

([
W

(1)
1

W
(1)
2

]
X +

[
b
(1)
1

b
(1)
2

])
.

(5)
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(a) Double-projection tensor
auto-encoder

(b) An alternative form of
DPTAE

Figure 2: Architecture of double-projection tensor auto-
encoder.

Furthermore, DPTAE reconstructs the hid-
den representations to the output via gθ:

yi1···iN = gθ(
P1···PS∑
p1···pS

Q1···QT∑
q1···qT

w
(2)
p1···pS ,q1···qT ,i1···iN

·h1p1···pS · h2q1···qT + b
(2)
i1···iN ).

(6)
To use back-propagation to train the param-

eters, an alternative form of DPTAE was pro-
vided via the tensor Kronecker product ⊗, as
presented in Figure 2(b):

u = h1 ⊗ h2, (7)

where u can be viewed as the interactive fea-
tures of h1 and h2.

Given two tensors, i.e., A ∈ RI1×I2×···×IN

and B ∈ RJ1×J2×···×JN , their Kroneck-
er product will produce C = A ⊗
B ∈ RI1J1×I2J2×···×INJN with each entry
ci1,j1,...,iN ,jN

= ai1,...,iN bj1,...,jN where ik, jk =
jk + (ik − 1)Jk. Eq. (8) shows an example of
the Kronecker product of two matrices.

[
a11 a12
a21 a22

]
⊕
[
b11 b12
b21 b22

]
=

⎡
⎢⎢⎣

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a21b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22

⎤
⎥⎥⎦ .

(8)

Based on Eq. (7), Eq. (6) can be rewritten
as:

yi1···iN = gθ(
P1···PSQ1···QT∑
p1···pSq1···qT

w
(2)
p1···pSq1···qT ,i1···iN

·up1···pSq1···qT + b
(2)
i1···iN ).

(9)
To simplify the training for the parameters,

DPTAE defines the objective function regard-
ing X as:
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JDPTAE(θ;X) = 1
2
(Y −X)T (Y −X)

= 1
2

I1∑
i1

· · ·
IN∑
iN

(Yi1···iN −Xi1···iN )
2.

(10)
Moreover, the global objective

function regarding the training set
X = {X(1), X(2), ..., X(m)} is defined
as:

JDPTAE(θ) = [ 1
m

m∑
i=1

(1
2
(Y −X)T (Y −X))]+

λ
2
(
I1···IN∑
i1···iN

P1···PS∑
p1···pS

(w
(1)
1(i1···iN ,p1···pS))

2

+
I1···IN∑
i1···iN

Q1···QT∑
q1···qT

(w
(1)
2(i1···iN ,q1···qT ))

2

+
P1···PS∑
p1···pS

Q1···QT∑
q1···qT

I1···IN∑
i1···iN

(w
(2)
p1···pS ,q1···qT ,i1···iN ))

2
).

(11)
A couple of DPTAEs are stacked to a

double-projection deep computation model,
described in Figure 3 [11].

3. Multi-Projection Deep Computation
Model (MPDCM)

To learn the interactive inherent features
for multi-modal objects, MPDCM general-
izes DPDCM by substituting each hidden lay-
er of DPDCM with a multi-projection lay-
er. As the basic module of MPDCM, the
multi-projection tensor auto-encoder is illus-
trated first, followed by the MPDCM model.
Specially, this paper takes the triple-projection
model for example to describe the model ar-
chitecture and the learning algorithm.

Figure 4 shows the architecture of the multi-
projection tensor auto-encoder.

Regarding the triple-projection tensor auto-
encoder presented in Fig. 4(a), the input X
is firstly mapped into three different nonlin-
ear subspaces, i.e, h1 ∈ RO1×···×OR , h2 ∈

(a) Double-projection tensor
auto-encoder (DPDCM)

(b) An alternative form of D-
PDCM

Figure 3: Architecture of double-projection deep com-
putation model.
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(a) Triple-projection tensor
auto-encoder (TPTAE)

(b) An alternative form of
TPTAE

Figure 4: Architecture of multi-projection tensor auto-
encoder.

RP1×···×PS and h3 ∈ RQ1×···×QT , in the hid-
den layer via the encoding function f(x) =
1/(1 + e−x):

H =

⎛
⎝

h1

h2

h3

⎞
⎠ = f

⎛
⎜⎝

⎡
⎢⎣

W
(1)
1

W
(1)
2

W
(1)
3

⎤
⎥⎦X +

⎡
⎢⎣

b
(1)
1

b
(1)
2

b
(1)
3

⎤
⎥⎦

⎞
⎟⎠

(12)
where W

(1)
1 ∈ RI1×···×IN×O1×···×OR ,

W
(1)
2 ∈ RI1×···×IN×P1×···×PS and

W
(1)
3 ∈ RI1×···×IN×Q1×···×QT represent

the weigh tensors projecting X into three sub-
spaces, respectively and three corresponding
biases are b

(1)
1 ∈ RO1×···×OR , b(1)2 ∈ RP1×···×PS

and b
(1)
3 ∈ RQ1×···×QT , respectively.

Furthermore, TPTAE reconstructs the hid-
den features H into the output Y via an
(R + S + T + N)-order weight W (2) ∈
RO1×···×OR×P1×···×PS×Q1×···×QT×I1×···×IN and
an N -order bias b(2) ∈ RI1×···×IN :

yi1···iN = f(
O1···OS∑
o1···oS

P1···PS∑
p1···pS

Q1···QT∑
q1···qT

w
(2)
o1···oRp1···pSq1···qT i1···iN

h1(o1···oR) · h2(p1···pS) · h3(q1···qT ) + b
(2)
i1···iN ).

(13)
To train the parameters represented by θ,

TPTAE defines the objective function regard-
ing the training set as:

JTPTAE(θ) = [ 1
m

m∑
i=1

(1
2
(Y −X)T (Y −X))]+

λ
2
(
I1···IN∑
i1···iN

O1···OR∑
o1···oR

(w
(1)
1(i1···iN ,p1···pS))

2

+
I1···IN∑
i1···iN

P1···PS∑
p1···pS

(w
(1)
2(i1···iN ,p1···pS))

2

+
I1···IN∑
i1···iN

Q1···QT∑
q1···qT

(w
(1)
3(i1···iN ,q1···qT ))

2

+
P1···PS∑
p1···pS

Q1···QT∑
q1···qT

I1···IN∑
i1···iN

(w
(2)
p1···pS ,q1···qT ,i1···iN ))

2
).

(14)
7



Figure 4(b) gives an equivalent form of TP-
TAE via the tensor Kronecker product ⊗:

u = h1 ⊗ h2 ⊗ h3, (15)

where u can be viewed as interactive represen-
tation of three nonlinear subspaces. Therefore,
Eq. (11) can be rewritten as:

yi1···iN = f(
O1···ORP1···PSQ1···QT∑
o1···oRp1···pSq1···qT

w
(2)
o1···oRp1···pSq1···qT ,i1···iN

·uo1···oRp1···pSq1···qT + b
(2)
i1···iN ).

(16)
With Eq. (16), back-propagation can be u-

tilized to train the parameters, described in the
following section.

Figure 5 presents the architecture of a triple-
projection deep computation model which is
stacked by a couple of TPTAEs for big data
multi–level feature learning.

Assume that h0 = X , hi(0 < i < l) and
hl = Y denote the input data, the i-th hid-
den layer and the output, respectively, present-
ed in Fig. 5(a). TPDCM first maps the input
data X to the first hidden layer h1 which has
three different subspaces, h1

1, h1
2 and h1

3, vi-
a the encoding function, and then maps every
subspace h1

j(j = 1, 2, 3) to the second hidden
layer h2 which also has three different sub-
spaces, h2

1, h2
2 and h2

3. TPDCM repeats this
link from bottom to top until hl−1 which rep-
resents the learned last level features of X . Fi-
nally, the three subspaces, hl−1

1 , hl−1
2 and hl−1

3 ,
are mapped to the output Y for the tasks of
classification and recognition. Fig. 5(b) gives
an alternative form of TPDCM in which the in-
teractive inherent representation of each layer
can be obtained via the tensor Kronecker prod-
uct. For example, the i-layer interactive repre-
sentation ui of X can be obtained via:

ui = hi
1 ⊗ hi

2 ⊗ hi
3. (17)

(a) Triple-projection deep
computation model (TPD-
CM)

(b) An alternative form of T-
PDCM

Figure 5: Architecture of multi-projection deep compu-
tation model.
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4. Learning Algorithm

In this work, a updating approach based
on gradient descent is implemented to
learn the parameters of TPTAE. Let
ΔW and Δb denote the derivatives of
JTPTAE(θ;X) regarding the parameters θ =

{W (1)
1 , b

(1)
1 ,W

(1)
2 , b

(1)
2 ,W

(1)
3 , b

(1)
3 ;W (2), b(2)}

for X . The average derivatives ΔW
and Δb of the global objective function
JTPTAE(θ) regarding all the training objects
{X(1), X(2), . . . , X(m)} can be obtained via:

ΔW =
1

m

m∑

i=1

ΔWi + λW. (18)

Δb =
1

m

m∑

i=1

Δbi. (19)

Depending on gradient descent, the param-
eters θ can be updated via:

W ← W − ηΔW. (20)

b ← b− ηΔb. (21)

Therefore, the key for updating the parame-
ters is to compute the partial derivatives ΔW
and Δb of the objective function regarding
each training object. In this paper, back-
propagation is extended to the tensor space for
computing ΔW and Δb. To this end, the vari-
ables z

(2)
1 , z

(2)
2 , z

(2)
3 and z(3) are introduced

to describe the forward-propagation of TPTAE
as:

z
(2)
1(o1...oR) =

I1···IN∑

i1···iN
W

(1)
o1...oRi1···iNXi1···iN+b

(1)
i1···iN ,

(22)

h1(o1...oR) = f(z
(2)
1(o1...oR)), (23)

z
(2)
2(p1...pS)

=

I1···IN∑

i1···iN
W

(1)
p1...pSi1···iNXi1···iN+b

(1)
i1···iN ,

(24)

h2(p1...pS) = f(z
(2)
2(p1...pS)

), (25)

z
(2)
3(q1...qT ) =

I1···IN∑

i1···iN
W

(1)
q1...qT i1···iNXi1···iN+b

(1)
i1···iN ,

(26)

h3(q1...qT ) = f(z
(2)
3(q1...qT )), (27)

z
(3)
i1···iN =

O1···OS∑
o1···oS

P1···PS∑
p1···pS

Q1···QT∑
q1···qT

w
(2)
o1···oRp1···pSq1···qT i1···iN

h1(o1···oR) · h2(p1···pS) · h3(q1···qT ) + b
(2)
i1···iN

,

(28)

yi1···iN = f(z
(3)
i1···iN ). (29)

The following four steps describe the com-
putation of the partial derivatives ΔW and Δb.

Step 1. Compute “error term” σ(3) via E-
q.(30).

σ
(3)
i1···iN = ∂JTPTAE(θ;X)

∂z
(3)
i1···iN

= ∂

∂z
(3)
i1···iN

[1
2

I1∑
i1

· · ·
IN∑
iN

(yi1···iN − xi1···iN )
2]

= f ′(z(3)i1···iN )(yi1···iN − xi1···iN )
= yi1···iN (1− yi1···iN )(yi1···iN − xi1···iN ).

(30)
Step 2. Compute “error term” σ(2) via:
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σ
(2)
1(o1···oR) =

∂JTPTAE(θ;X)

∂z
(2)
1(o1···oR)

=

I1···IN∑
i1···iN

∂JTPTAE(θ;X)

∂z
(3)
i1···iN

· ∂z
(3)
i1···iN

∂z
(2)
1(o1···oR)

=

I1···IN∑
i1···iN

(σ
(3)
i1···iN

Q1···QT∑
q1···qT

P1···PS∑
p1···pS

w
(2)
o1···oRp1···pSq1···qT i1···iN

·h3(q1···qT )
· h2(p1···pS)h1(o1···oR)

(1− h1(o1···oR)
)),

(31)

σ
(2)
2(p1···pS) =

∂JTPTAE(θ;X)

∂z
(2)
2(p1···pS)

=

I1···IN∑
i1···iN

∂JTPTAE(θ;X)

∂z
(3)
i1···iN

· ∂z
(3)
i1···iN

∂z
(2)
2(p1···pS)

=

I1···IN∑
i1···iN

(σ
(3)
i1···iN

Q1···QT∑
q1···qT

O1···OS∑
o1···oS

w
(2)
o1···oRp1···pSq1···qT i1···iN

·h3(q1···qT )
· h2(p1···pS)h1(o1···oR)

(1− h2(p1···pS))),
(32)

σ
(2)
3(q1···qT ) =

∂JTPTAE(θ;X)

∂z
(2)
3(q1···qT )

=

I1···IN∑
i1···iN

∂JTPTAE(θ;X)

∂z
(3)
i1···iN

· ∂z
(3)
i1···iN

∂z
(2)
3(q1···qT )

=

I1···IN∑
i1···iN

(σ
(3)
i1···iN

P1···PT∑
p1···pT

O1···OS∑
o1···oS

w
(2)
o1···oRp1···pSq1···qT i1···iN

·h3(q1···qT )
· h2(p1···pS)h1(o1···oR)

(1− h3(q1···qT )
)).

(33)
Step 3. Compute ∂z(l+1)

∂W (l) (l = 1, 2) via:

∂z
(3)
i1···iN

∂w
(2)
o1···oRp1···pSq1···qT i1···iN

= ∂

∂w
(2)
o1···oRp1···pSq1···qT i1···iN

(
O1···OS∑
o1···oS

P1···PS∑
p1···pS

Q1···QT∑
q1···qT

w
(2)
o1···oRp1···pSq1···qT i1···iN

h1(o1···oR) · h2(p1···pS) · h3(q1···qT ) + b
(2)
i1···iN )

= h1(o1···oR) · h2(p1···pS) · h3(q1···qT ),
(34)

∂z
(2)
1(o1···oR)

∂w
(1)
1(i1···iNo1···oR)

= Xi1···iN (35)

∂z
(2)
2(p1···pS)

∂w
(1)
2(i1···iNp1···pS)

= Xi1···iN , (36)

∂z
(2)
3(q1···qT )

∂w
(1)
3(i1···iN ,q1···qT )

= Xi1···iN . (37)

Step 4. Compute ΔW and Δb according to
the chain rule:

ΔW
(1)
1(i1···iNo1···oR) = σ

(2)
1(o1···oR) ·Xi1···iN , (38)

ΔW
(1)
2(i1···iNp1···pS) = σ

(2)
2(p1···pS) ·Xi1···iN , (39)

ΔW
(1)
3(i1···iN q1···qT ) = σ

(2)
1(q1···qT ) ·Xi1···iN , (40)

Δb
(1)
1(o1···oR) = σ

(2)
1(o1···oR), (41)

Δb
(1)
2(p1···pS) = σ

(2)
2(p1···pS), (42)

Δb
(1)
3(q1···qT ) = σ

(2)
3(q1···qT ), (43)

Δw
(2)
o1···oRp1···pSq1···qT i1···iN =

σ
(3)
i1···iN · h1(o1···oR)

· h2(p1···pS) · h3(q1···qT )
,

(44)

Δb
(2)
i1···iN = σ

(3)
i1···iN . (45)

In summary, the updating approach for
training TPTAE is described in Algorithm 1.

From Algorithm 1, the computational
cost of the updating approach is domi-
nated by forward-propagation and back-
propagation. Let I = max{I1, . . . , IN},
U = max{R, S, T}, and V =
max{O1, . . . , OR, P1, . . . , PS, Q1 . . . , QT}.
During each iteration, the forward-
propagation has a computational cost of

10



Algorithm 1: Learning Algorithm for
Training TPTAE.
Input: {X(i)}mi=1, η, λ, threshold
Output: θ =

{W (1)
1 , b

(1)
1 ,W

(1)
2 , b

(1)
2 ,W

(1)
3 , b

(1)
3 ;W (2), b(2)}

1 for example = 1, 2, ...,m do
2 for ol = 1, . . . , or(s = 1, . . . , R) do
3 Compute z

(2)
1(o1...oR);

4 Compute h1(o1...oR);

5 for pl = 1, . . . , ps(s = 1, . . . , S) do
6 Compute z

(2)
2(p1...pS)

;
7 Compute h2(p1...pS);

8 for ql = 1, . . . , qt(t = 1, . . . , T ) do
9 Compute z

(2)
3(q1...qT );

10 Compute h3(q1...qT );

11 for ik = 1, . . . , Ik(k = 1, . . . , N) do
12 Compute z

(3)
i1···iN ;

13 Compute Yi1...iN ;

14 if JDPTAE(θ) > threshold then
15 for ik = 1, . . . , Ik(k = 1, . . . , N)

do
16 Compute σ

(3)
i1···iN ;

17 for ol = 1, . . . , or(s = 1, . . . , R)
do

18 Compute σ
(2)
1(o1···oR);

19 for pl = 1, . . . , ps(s = 1, . . . , S)
do

20 Compute σ
(2)
2(p1···pS);

21 for ql = 1, . . . , qt(t = 1, . . . , T )
do

22 Compute σ
(2)
3(q1···qT );

23 for ik = 1, . . . , Ik(k = 1, . . . , N)
do

24 Compute Δb
(2)
i1...iN

;
25 for

ol = 1, . . . , or(s = 1, . . . , R)
do

26 for pl = 1, . . . , ps(s =
1, . . . , S) do

27 for ql = 1, . . . , qt(t =
1, . . . , T ) do

28 Compute
Δw

(2)
o1···oRp1···pSq1···qT i1···iN ;

O(INV 3U) while the back-propagation
has the same computational cost as the
forward-propagation. So, the overall compu-
tational cost of Algorithm 1 is approximately
O(kINV 3U) with k denoting the number of
iterations. Note that N and U are typically
very small constant positive integers. Once
the architecture of TPTAE is fixed, the com-
putational cost of the updating approach is
polynomial regarding I and V . Moreover,
Algorithm 3 is easily extended to update
the parameters of multi-projection tensor
auto-encoder for obtaining a multi-projection
deep computation model.

5. Experiments

In this work, the presented model (MPD-
CM) is verified on two highly heterogeneous
datasets, Animal-20 and NUS-WIDE-14, by
comparing with DPDCM in the experiments.

5.1. Results on Animal-20

Animal-20 is a subset of Animal [11]. Spe-
cially, it has 20 groups and totally 12 000 ob-
jects. In this work, 9000 objects are randomly
chose as the training set and the rest are used
as the testing set. In the experiments, each ob-
ject in Animal-20 is formatted as a 3-order ten-
sor R64×64×20, so the input of each model is a
R64×64×20 tensor.

First, the MPTAE is compared with DPTAE
regarding classification accuracy on Animal-
20. Each model is performed for 5 times to
verify the robustness, each with random ini-
tialization. The results are listed in Table 1.

According to the results listed in Table 1, the
classification accuracy is gradually improved
when the number of the subspaces increases.
For instance, when the number of subspaces
increases from 2 to 3, the average classification
accuracy is improved from 42.8% to 46.2%.
Such results clearly imply that increasing the

11



Table 1: Classification results of various tensor auto-
encoders on Animal-20.

Model 1 2 3 4 5

DPTAE 0.42 0.41 0.49 0.45 0.37
TPTAE 0.45 0.49 0.51 0.45 0.41
QPTAE 0.51 0.50 0.55 0.47 0.48
FPTAE 0.51 0.51 0.55 0.46 0.48

number of subspaces can improve the learn-
ing performance of the tensor auto-encoder
for heterogeneous data. Furthermore, when
the number of subspaces is more than 4, the
classification accuracy keeps unchangeable on
Animal-20. Specially, QPTAE produces al-
most the same classification results as FPTAE.

Next, MPDCM is compared with DPDCM
on Animal-20. Table 2 shows the classification
results.

Table 2: Classification results of various tensor auto-
encoders on Animal-20.

Model 1 2 3 4 5

DPDCM 0.66 0.64 0.67 0.69 0.67
TPDCM 0.69 0.71 0.67 0.72 0.68
QPDCM 0.73 0.72 0.69 0.75 0.71
FPDCM 0.74 0.72 0.71 0.75 0.71

Table indicates three important observation-
s. First, with the growing number of sub-
spaces, the classification accuracy of various
deep computation models increases. For in-
stance, QPDCM achieves significantly high-
er classification accuracy than TPDCM on
Animal-20, implied by the fact that they yield
the average classification accuracy of 72% and
69.4%, respectively. Second, the deep compu-
tation model performs significantly better than
the corresponding tensor auto-encoder when
they have the same number of subspaces. Spe-
cially, QPDCM and QPTAE produce the aver-
age classification results of 72% and 50.2%,

respectively. Finally, as the number of sub-
spaces increases to 4, the multi-projection
deep computation models produce almost the
same classification accuracy. Such observa-
tions prove the effectiveness of the multi-
projection deep computation model for het-
erogenous data feature learning.

Table 3 and Table 4 show the average train-
ing time of each model.

Table 3: Average training time (Minutes) of various ten-
sor auto-encoders on Animal-20.

DPTAE TPTAE QPTAE FPTAE

13.37 16.48 15.29 15.81

Table 4: Average training time (Minutes) of various
deep computation models on Animal-20.

DPDCM TPDCM QPDCM FPDCM

152.26 148.54 167.85 166.93

Table 3 shows that various tensor auto-
encoders take almost the same time to train the
parameters while different multi-projection
deep computation models spend almost the
same time in training the parameters despite
the different numbers of subspaces. This is be-
cause various deep computation models have
the same number of hidden units and they all
use the extended back-propagation to train pa-
rameters, resulting in almost the same compu-
tational cost.

5.2. Results on NUS-WIDE-14

NUS-WIDE-14 is a subset of NUS-WIDE
and it has 20 000 objects, fallen into 14 group-
s [11]. Specially, 15 000 objects are chosen
to train the parameters and the rest are utilized
to test the performance regarding the classifi-
cation accuracy. In this work, each object in
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NUS-WIDE-14 is formatted as a 3-order ten-
sor R192×192×24, so the input of various mod-
els is a R192×192×24 tensor.Table 5 and Table 6
show the classification results of various mod-
els on NUS-WIDE-14.

Table 5: Classification results of various tensor auto-
encoders on NUS-WIDE-14.

Model 1 2 3 4 5

DPTAE 0.66 0.62 0.61 0.65 0.58
TPTAE 0.69 0.65 0.66 0.65 0.62
QPTAE 0.71 0.74 0.69 0.71 0.73
FPTAE 0.72 0.75 0.69 0.71 0.72

Table 6: Classification results of various deep computa-
tion models on NUS-WIDE-14.

Model 1 2 3 4 5

DPDCM 0.79 0.76 0.81 0.79 0.73
TPDCM 0.81 0.79 0.83 0.79 0.76
QPDCM 0.82 0.84 0.86 0.81 0.79
FPDCM 0.83 0.84 0.86 0.80 0.81

From Table 5 and Table 6, each multi-
projection deep computation model achieves
significantly higher accuracy than the
corresponding multi-projection tensor auto-
encoders with the same number of subspaces.
For example, QPDCM and QPTAE pro-
duce the average classification accuracy
of 82.4% and 71.6%, respectively. Such
results argue that the multi-projection deep
computation model is more effective than
the multi-projection tensor auto-encoder
for heterogeneous data feature learning.
Moreover, the MPDCM models outperform
DPDCM in terms of classification accuracy
on NUS-WIDE-14. For example, FPDCM
produces the average accuracy of 82.8%
while DPDCM yields the average accuracy of
77.6%. Such experimental results demonstrate

the effectiveness of the presented generalized
multi-projection deep computation models.

The average training time of each model is
shown in Table 7 and Table 8.

Table 7: Average training time (Minutes) of various ten-
sor auto-encoders on NUS-WIDE-14.

DPTAE TPTAE QPTAE FPTAE

37.28 35.42 51.06 45.59

Table 8: Average training time (Minutes) of various
deep computation models on NUS-WIDE-14.

DPDCM TPDCM QPDCM FPDCM

259.46 287.32 261.53 271.48

Although the multi-projection deep compu-
tation models have more subspaces than DPD-
CM in each hidden layer, the MPDCM mod-
els are not significantly more time-consuming
than DPDCM for training the parameters since
they have almost the same computational cost
due to the same number of the hidden units.

6. Related Work

In the past few years, a couple of multi-
model deep neural networks have been inves-
tigated to learn multi-level features for big da-
ta, especially for heterogeneous data. The fist
multi-model deep neural network was investi-
gated by Ngiam et al. to learn features over
two different modalities, i.e., audio and video
[12].

Two sparse boltzmann machines are first-
ly constructed to learn features for audio and
video separately, and then the learned features
are linked linearly as the shared representation
of two modalities. Furthermore, a belief neu-
ral network is constructed to learn features on
the shared representation.
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Another typical multi-modal deep neural
network is the multimodal learning model with
deep boltzmann machines for text-image bi-
modal learning [13]. Specially, an image-
specific deep belief network and a text-specific
deep belief network are constructed to learn
features for image and text separately. Further-
more, the shared representation is obtained by
means of linking the learned features to model
the joint distribution over the image modality
and the text modality.

More recently, a multi-model convolution-
al neural network model was investigated to
learn the answer to the visual question [17]. In
this model, two separate convolutional neural
networks are built to encoder the image con-
tent and to produe the question representation,
respectively. Moreover, another convolutional
neural network is built to yield the shared rep-
resentation by linking the image features and
the question features. Furthermore, the shared
representation is input to the softmax layer to
generate the answer.

In addition, a stochastic long short term
memory is presented to perform the uncertain-
ty backward propagation. Other representative
multi-modal deep neural networks include the
multi-modal residual learning [18] and the hi-
erarchical multi-modal long short term memo-
ry [19] and so on [20].

7. Conclusion

In this study, a multi-projection deep com-
putation model is investigated for Industrial
heterogeneous big data feature learning. One
key property of the investigated model is to
project each input object into multiple nonlin-
ear subspaces to capture the underlying fea-
tures hidden in the different spaces. Further-
more, the interactive inherent features of the
heterogeneous object can be learned by using
the Kronecker product to fuse the features in

the different subspaces. Experiments are car-
ried out to compare the multi-projection deep
computation models with the different number
of subspaces. The results clearly imply that the
quadruple-projection model and the fivefold-
projection model perform significantly better
than the double-projection model on Animal-
20 and NUS-WIDE-14, proving the effective-
ness of the investigated model to generalize
the double-projection deep computation mod-
el. Actually, the double-projection deep com-
putation model can be seen as a specific exam-
ple of the investigated model. Therefore, the
presented model is potential for industrial big
data feature learning.

Although two representative heterogeneous
datasets, namely Animal-20 and NUS-WIDE-
14, have preliminarily proved the effectiveness
of the presented model for heterogenous da-
ta learning in the experiments, they are not
large enough. In the future work, the present-
ed model will be further verified on industrial
larger heterogeneous datasets. Moreover, the
classification results are slightly fluctuant be-
cause of the effect of initial parameters. There-
fore, the advanced initialization methods will
be investigated to improve the performance of
the presented model in the future work.
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A multi-projection deep computation model is presented to generalize DPDCM for smart data in Internet of Things. 
A learning algorithm based on back-propagation and gradient descent is designed to train the parameters of the 
presented model
The extensive experiments are conducted to evaluate the performance of the proposed scheme by comparing with 
DPDCM. 


