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Highlights 

 An adaptive, separable reversible data hiding scheme in encrypted image is proposed. 

 Analogues stream-cipher and block permutation are used to encrypt original image. 

 Classification and selection for encrypted blocks are conducted during embedding. 

 An accurate prediction strategy was employed to achieve perfect image recovery. 

 Our scheme has better rate-distortion performance than some state-of-the-art schemes. 
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Separable Reversible Data Hiding in Encrypted Images via 

Adaptive Embedding Strategy with Block Selection 

Chuan Qin, Wei Zhang, Fang Cao, Xinpeng Zhang, and Chin-Chen Chang 

Abstract: In this paper, an adaptive reversible data hiding scheme for encrypted images is proposed. 

Content owner uses an analogues stream-cipher and block permutation to encrypt non-overlapping 

blocks of original image through encryption key. Then, data hider classifies encrypted blocks into 

two sets corresponding to smooth and complex regions in original image. With data-hiding key, 

spare space is vacated to accommodate additional bits by compressing LSBs of the block set 

corresponding to smooth region. Separable operations of data extraction, direct decryption and 

image recovery are conducted by receiver according to the availability of encryption key and 

data-hiding key. Through an accurate prediction strategy, perfect image recovery is achieved. Since 

only a portion of blocks are modified during embedding, the directly-decrypted image quality is 

satisfactory. Also, more bits can be embedded into the blocks belonging to smooth set, hence, 

embedding rate is acceptable. Experimental results demonstrate the effectiveness of our scheme. 

Keywords: data hiding, reversibility, encrypted image, image decryption, image recovery 

1. Introduction 

Information hiding technique, also called as data hiding, has been widely studied in both 

academia and industry in recent years, which can embed additional data into cover data, 

including text, audio, image, and video, in an imperceptible way [1, 2]. There are two main 

research directions for data hiding: 1) achieving various protecting functionalities (copyright 

identification, tampering recovery, retrieval and etc) for cover data through embedding the data, 

i.e., watermark, in different manners; 2) realizing covert communication (steganography) for 

large hiding capacity of secret additional data while maintaining acceptable fidelity of cover 

data with well-designed encoding strategies [3-5]. 

The data embedding process inevitably introduces distortions on the cover image, therefore, 

many investigations have been carried out to study the problem of complete recovery for cover 

image after embedded data are extracted, which is known as reversible data hiding (RDH) [6, 7]. 

The embedding strategies of reported schemes for RDH can be categorized into three main types: 

lossless compression [8], difference expansion (DE) [9-11] and histogram shifting (HS) [12-15]. 

With the aim of enhancing embedding rate and stego-image quality, many studies have 

investigated introducing the prediction strategy into RDH [11, 13-15]. Rather than directly 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

4 
 

applying the original image as the cover data, the relative data of the original image, i.e., 

prediction error (PE), was constructed as the cover data for hiding. 

Due to current success of cloud storing and computing, a vast number of personal data, 

such as images and videos, can be stored and processed on the Internet to alleviate computing 

burdens on user clients. However, in order to preserve privacy, it is better to encrypt user data 

before uploading it onto Internet. Thus, for the convenience of data management and retrieval, 

how to realize RDH in encrypted images (RDHEI) attracts considerable interest in the 

multimedia security community [16]. Compared with RDH in plaintext image, since the entropy 

of encrypted image is maximized, few redundancy can be directly exploited for data embedding. 

Hence, conventional RDH schemes for plaintext images are not suitable to encrypted images.  

Recently, many works about RDHEI have been reported [17-37]. In most reported RDHEI 

schemes, there are three main entities: content owner, data hider and receiver. Specifically, the 

content owner encrypts the original image with an encryption key and sends the encrypted 

image to the data hider; the data hider then inserts the additional data into the encrypted image 

with a data-hiding key and transmits the marked, encrypted image to the receiver; the receiver 

can conduct direct decryption (to obtain an image approximating to original image), data 

extraction, or image recovery (to recover original image reversibly) based on the availability of 

the encryption key and data-hiding key.  

Depending on if the operations of direct decryption, data extraction and image recovery can 

be conducted separately on the receiver side, the RDHEI schemes can be categorized into 

non-separable (joint) schemes [17-22] and separable schemes [23-26]. In the scheme [17], the 

stream cipher was first used to encrypt all bits of original image, and then, through flipping three 

LSBs for half of the pixels in each block, an additional bit was embedded. After direct 

decryption, data extraction and image recovery can be jointly achieved based on the spatial 

correlation. In order to reduce the error rate of extracted bits for smaller block sizes, during the 

procedure of data extraction and image recovery, Hong et al. improved the strategy of 

smoothness evaluation on each block and also considered pixel correlations at the border of 

adjacent blocks based on the side-match between both the recovered and unrecovered blocks 

[18]. By selecting the partial pixels to be flipped, the scheme [20] introduced less modification 

to each block during data hiding, which led to a remarkable improvement in the visual quality of 
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directly-decrypted images. Also, an adaptive evaluation function of smoothness along the 

isophote direction was applied to extract data and recover the image. Zhou et al. adopted a 

public-key modulation mechanism to realize data embedding in each encrypted block, and a 

two-class SVM classifier was used to differentiate encrypted and non-encrypted blocks for joint 

decoding of embedded data and original image [22]. However, direct decryption (i.e., image 

decryption without data extraction) cannot be implemented in this scheme. In order to achieve 

the separability of RDHEI, Zhang compressed LSB layers of an encrypted image to create a 

spare space in which to embed secret data [23]. Thus, the receiver can achieve independent 

operations of correct data extraction, image decryption and image recovery individually. Qian et 

al. proposed a separable RDHEI method based on progressive recovery [24], in which the data 

hider segmented the encrypted image into three portions and embedded different numbers of 

additional bits into these three portions. On the receiver side, original image can be recovered 

using a progressive mechanism. In [27], Wu and Sun presented two RDHEI schemes, i.e., one 

non-separable scheme and one separable scheme. In their non-separable scheme, some 

encrypted pixels were pseudo-randomly selected for embedding, and their four neighboring 

pixels were guaranteed not to be modified. Each bit was embedded into one pixel group by 

flipping the LSBs of the pixel group. Then, with the help of estimated values based on four 

neighborhoods, data extraction and image recovery were jointly achieved. In their separable 

scheme, each additional bit was hidden into each selected encrypted pixel by MSB replacement, 

thus, separable data extraction and image recovery can be achieved. However, the quality of 

directly-decrypted image in this scheme was not ideal.  

Different from the above-mentioned RDHEI schemes [17-27] that vacated room after 

encryption (VRAE), some studies attempted to use a pre-processing method, i.e., reserving room 

before encryption (RRBE) [28-31]. In Ma et al.’s scheme [28], before image encryption, the 

original image was segmented into two parts, and the LSBs of one part were hidden in the other 

part with one conventional plaintext-image RDH method. Then, the LSBs of the first part were 

vacated to embed additional data through LSB replacement in the encrypted domain. The 

schemes [29, 30] first predicted the non-sampled pixels based on the sampled pixels before 

encryption, and then the prediction errors after adjustment and encryption, which had a 

concentrated histogram distribution, can be used for embedding additional data. Combining the 
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encrypted, sampled pixels with the marked, encrypted prediction errors, the final marked, 

encrypted image can be produced. Cao et al. compressed image patches using sparse 

representation [31], and the residual errors were encoded and self-embedded before image 

encryption to create a large hiding room for encrypted image. Besides the schemes of VRAE 

and RRBE, some RDHEI schemes preserved some redundancy and correlation in the encrypted 

image during image encryption, which can be effectively utilized to embed additional data. In 

the scheme [32], the pixels in the same sub-block were encrypted with the same key stream byte, 

thus, the correlation between neighboring pixels in each sub-block can be well maintained in the 

encrypted domain. Then, the conventional RDH schemes for plaintext images can be directly 

applied to the encrypted image for data embedding through exploiting the redundancy and 

correlation in the encrypted sub-blocks. Hence, this scheme can be classified as the category of 

vacating room within encryption (VRIE). 

Some other different techniques were also involved to achieve RDHEI, such as low-density 

parity-check (LDPC) codes [33, 34] and homomorphic encryption [35-37]. In schemes [33, 34], 

the content owner both utilized the stream cipher to encrypt original image, and the data hider 

compressed a part of encrypted data using LDPC codes based on Slepian-Wolf model. Thus, the 

additional data as well as compressed data can be embedded into encrypted image reversibly. 

Wu et al. divided each pixel of original image into three components by energy transfer 

equation, and each component was encrypted with Paillier homomorphic encryption [36]. Based 

on the properties of homomorphism, additional bits can be embedded by manipulating the 

encrypted signals. Xiao et al. adopted pixel value ordering (PVO) strategy to hide data in each 

block after the homomorphic encryption [37], and the additive homomorphism guaranteed the 

performance of PVO in encrypted domain was close to that in plaintext domain.  

In this paper, in order to achieve better rate-distortion performance, we propose a novel 

RDHEI scheme with separable capability and high quality of directly-decrypted image. In our 

scheme, the content owner divides original image into non-overlapping blocks and encrypts all 

blocks by specific stream cipher and block permutation with the encryption key. Because image 

recovery of most RDHEI schemes is based on the characteristic of spatial correlation, therefore, 

in order to decrease the errors of image recovery caused by complex image distribution and keep 

acceptable embedding rate, the data hider in our scheme classifies all encrypted blocks into two 
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sets corresponding to smooth and complex regions within original image. With data-hiding key, 

spare space can then be vacated to accommodate additional bits by compressing LSB layers of 

the block set corresponding to smooth region. On the receiver side, separable operations of data 

extraction, direct decryption and image recovery can be carried out according to the availability 

of encryption key and data-hiding key. Through an accurate prediction strategy, successful 

image recovery can be achieved. Since only a portion of image blocks are modified during data 

embedding, the quality of directly-decrypted image is satisfactory. More additional bits can be 

embedded into the blocks belonging to smooth set, hence, embedding rate is also acceptable.  

The remaining parts of the paper are arranged as follows. Section 2 describes the proposed 

scheme detailedly, including the procedures of image encryption, data embedding, and data 

extraction and image recovery. Experimental results and analysis are given to demonstrate the 

effectiveness and superiority of our scheme in Section 3. Section 4 concludes this paper. 

2. Proposed Scheme 

In this section, an effective RDHEI scheme is presented, which consists of image encryption, 

data embedding, data extraction and image recovery. Figure 1 illustrates the framework of the 

proposed scheme. The content owner divides original image into a series of non-overlapping 

blocks and encrypts the image according to the encryption key. Then, the data hider, such as a 

cloud administrator, classifies the encrypted blocks into two sets according to a pre-determined 

threshold, and the additional data are embedded into one set of encrypted blocks, corresponding 

to smooth region in the original image, through compressing the least significant bits (LSB) to 

create a spare space. Then, the marked, encrypted image is sent to the receiver side. If the 

receiver only has the data-hiding key, he/she can also distinguish the two sets in received image 

and extract the embedded data successfully. A directly-decrypted image with good quality 

approximating to original image can be obtained only with the encryption key. When both the 

encryption key and data-hiding key are available, the receiver can extract embedded data and 

recover original image perfectly through exploiting spatial correlation of natural images. 

Detailed procedures of our scheme are presented below, and the main symbols used for the 

description of our scheme and their definitions are listed in Table 1.  
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Figure 1 Framework of the proposed scheme 

Table 1 Main symbols used in our scheme and their definitions 

Symbols Definitions 

Io The original image 

Ie The final encrypted image 

Iw The marked, encrypted image 

Id The directly-decrypted image 

M, N The height and the width of image 

Bi, j, Ci, j Non-overlapping block sized 2 × 2 in Io or Ie 

Bi,j
(x, y)

, Ci,j
(x, y)

 The pixel with the coordinate (x, y) in Bi, j or Ci, j 

u The number of LSB layers used for data embedding 

i, j Complexity degree of Ci, j 

T The complexity threshold 

1, 2 Smooth set and complex set 

 The number of blocks belong to 1 

k The pixel group of the smooth set 1 

p The number of pixels in each k 

 The number of bits that can be embedded into each k 

 The embedding rate 
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A. Image Encryption 

During this stage, suppose that the content owner has an original image Io sized M  N, and the 

gray value of each pixel falls into [0, 255]. First, the original image Io is divided into a number 

of non-overlapping 2×2-sized blocks in raster-scanning order, and the number of blocks is equal 

to MN/4. Denote the four pixels of one block Bi, j as two triangle pixels Bi,j
(0,0)

 and Bi,j
(1,1)

, a 

circle pixel Bi,j
(0,1)

, and a square pixel Bi,j
(1,0)

, as illustrated in Figure 2, where i and j are the 

indices of the block Bi, j (1  i  M/2 and 1  j  N/2). Each of these four pixels Bi,j
(x, y)

 can be 

represented by 8 bits: bi, j
(x, y, 0)

, bi, j
(x, y, 1)

, …, bi, j
(x, y, 7)

, where (x, y){(0, 0), (0, 1), (1, 0), (1, 1)}, 

see Eqs. (1-2).  

 

Figure 2 Four pixels in one block Bi, j 
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In order to protect the confidentiality of image contents, the content owner conducts the 

encryption operation on each block Bi, j (1  i  M/2 and 1  j  N/2). The operation of image 

encryption consists of two stages, i.e., analogous stream-cipher encryption and block 

permutation. First, for the bits bi, j
(x, y, s)

 of the block Bi, j, when (x, y, s) belongs to 1  2, a 

pseudo-random binary sequence ri, j
(x, y, s)

 generated by the encryption key is utilized to encrypt bi, 

j
(x, y, s)

 through exclusive-or operation, see Eqs. (3-5). 
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where u denotes the number of LSB layers used for future data embedding, and in our scheme, u 

is set no greater than 3 for acceptable quality of directly-decrypted image. Then, when (x, y, s) 

belongs to 3, another different pseudo-random binary sequence i, j (1  i  M/2 and 1  j  N/2) 

is also generated by the encryption key to encrypt bi, j
(x, y, s)

: 
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where b’i, j
(x, y, s)

 denotes the encrypted result for bi, j
(x, y, s)

 with the above analogous stream-cipher 

way. Then, all b’i, j
(x, y, s)

 are collected to produce a preliminary encrypted block B’i, j: 
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where B’i, j
(x, y)

 denotes one of the four pixels in B’i, j, (x, y){(0, 0), (0, 1), (1, 0), (1, 1)}.  

In order to further increase the security of image encryption, we permute the locations of 

all the MN/4 preliminary encrypted blocks B’i, j (1  i  M/2 and 1  j  N/2) according to the 

encryption key to generate the final encrypted image Ie. Note that, as for block permutation, 

there are at most (MN/4)! different permuted patterns that can be produced. Generally speaking, 

(MN/4)! is a very large number, and there is almost no one-to-one mapping that can be directly 

created between the original order and the randomly permuted pattern. Obviously, by the 

encryption key, the encrypted image can be easily and fully decrypted to the original version 

through inverse block permutation and the re-generated pseudo-random binary sequences ri, j
(x, y, 

s)
 and i, j. Although other larger block sizes can also be selected, the security performance of the 

scheme will be affected; on the other hand, larger block sizes will influence the accuracy of 

further block classification for encrypted blocks by the data-hider. Hence, in our scheme, the 

block size of 2 × 2 is adopted. 

Figure 3 gives an example of the image encryption for Lena sized 512  512. Figure 3(a) 

shows original image Lena. Figures 3(b-c) are the preliminary encrypted result with analogous 

stream-cipher encryption and the final encrypted result with block permutation, respectively. 

Figure 3(d) is the decrypted image that is exactly the same with original image. Figures 4(a-b) 
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show the histograms of original image Lena and its final encrypted version (the two histograms 

for the images in Figures 3(b) and (c) are the same). Figures 4(c-d) illustrate the distributions of 

pixel values in original image Lena and its final encrypted version, in which the X-axis, Y-axis 

and Z-axis denote the row index, column index and the pixel values of the corresponding image, 

respectively. Remarkably, the pixel values of original image are continuously distributed as 

shown in Figure 4(c), and the distribution of pixel values in the encrypted image is uniform, 

see Figures 4(d). It can be found from Figures 3 and 4 that, not only the appearances of original 

image and its encrypted version are visually distinct, but also the encrypted image has quite 

different histogram and distribution with those of the original image. Besides the statistical 

histogram, we also evaluate the security of our image encryption method with respect to pixel 

correlation and information entropy. The correlation values of all adjacent pixels in the 

horizontal, vertical and diagonal directions for the original image and the encrypted image are 

calculated, respectively. Obviously, the adjacent pixels in the original image are usually highly 

correlated and the corresponding correlation values are close to 1. After image encryption, the 

adjacent pixels are decorrelated, and the corresponding correlation values are declining rapidly 

(close to 0), see Table 2. In order to show the results intuitively, the correlation distributions of 

adjacent pixels are also illustrated. The first row, i.e., (a-c) and the second row, i.e., (d-f), of 

Figures 5 show the distributions of horizontal, vertical and diagonal correlation for original 

image and encrypted image, respectively. It can be observed that, compared with the adjacent 

pixels in the original image, the adjacent pixels in the encrypted image are significantly 

scattered. Information entropy is one of the most important features for randomness evaluation. 

Obviously, the greater information entropy is, the more randomness and the uncertainty the 

system have. The information entropies of the original image and the encrypted image are also 

shown in Table 2. It can be found from the results that, the encrypted image has greater entropy 

than the original image. Therefore, although the security of our image encryption method is 

indeed somewhat weaker than the standard stream cipher, however, based on the above analysis 

of statistical histogram, pixel correlation and information entropy, the security of our image 

encryption method is generally acceptable, which can effectively satisfy the protection 

requirement for the image contents. 
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(a)                              (b) 

    

(c)                               (d) 

Figure 3 An example of the image encryption for Lena. (a) Original image, (b) Preliminary 

encrypted result with analogous stream-cipher encryption, (c) Final encrypted result with block 

permutation, (d) Decrypted image.  

  

                   (a)                                    (b) 
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                  (c)                                    (d) 

Figure 4 Histograms and distributions of original image Lena and its final encrypted version. (a) 

Histogram of original image, (b) Histogram of encrypted image, (c) Distribution of pixel values 

in original image, (d) Distribution of pixel values in encrypted image.  

Table 2 Pixel correlation and information entropy of original image and encrypted image 

Images 
Pixel correlation Information 

entropy Horizontal Vertical Diagonal 

Original image 0.9862 0.9755 0.9629 7.3871 

Encrypted image 0.0011 0.0017 0.1445 7.8989 

 

 

            (a)                        (b)                       (c) 

 

            (d)                        (e)                       (f) 

Figure 5 Distributions of pixel correlation of original image Lena and its final encrypted version. 
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(a) Horizontal direction of original image, (b) Vertical direction of original image, (c) Diagonal 

direction of original image, (d) Horizontal direction of encrypted image, (e) Vertical direction of 

encrypted image, (f) Diagonal direction of encrypted image. 

B. Data Embedding 

When the encrypted image Ie is received from the content owner, the data hider can embed the 

additional data into Ie. First, the data hider also divides the received, encrypted image Ie into 

MN/4 non-overlapping blocks Ci, j sized 2×2 (1  i  M/2 and 1  j  N/2), and the four pixels 

in each encrypted block Ci, j from left to right, then from top to bottom are Ci,j
(0,0)

, Ci,j
(0,1)

, Ci,j
(1,0)

, 

Ci,j
(1,1)

, respectively. Then, the data hider calculates the absolute value i, j between the top-left 

pixel and the bottom-right pixel in the each encrypted block Ci, j:  

     .2222 1)(1,

,

0)(0,

,,

u

ji

uu

ji

u

ji CC   (9) 

It can be observed from Eq. (9) that, the value of i, j is only dependent on the (8  u) MSBs of 

the block Ci, j, which is not changed before and after encryption and can be used to reflect the 

complexity of the decrypted version for Ci, j. A greater value of i, j indicates that the decrypted 

result of the block Ci, j has a relatively complex distribution of image contents. Then, even 

though without knowing the contents of original image, the data hider can utilize a threshold T 

to classify all encrypted blocks into two sets, i.e., smooth set 1 and complex set 2:  
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. if,

, if,

 ,2,

 ,1,

T

T

jiji
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Since only the blocks belonging to 1 are used to hide the additional data in our scheme, thus, if 

more additional bits are required to embed into the encrypted image, greater value of the 

threshold T should be applied. On the other hand, smaller value of T will lead to lower hiding 

capacity of additional data and better visual quality of the directly-decrypted image. 

Figure 6 shows block classification results for the encrypted image Lena and corresponding 

results after inverse block permutation, in which the white and the black regions represent the 

blocks belonging to smooth set 1 and complex set 2, respectively. Figures 6(a) and (c) are the 

classification results on encrypted image with T = 20 and T = 10, respectively. Figures 6(b) and 

(d) are the results after conducting inverse block permutation on (a) and (c) with the encryption 
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key, respectively, which demonstrates the effectiveness of block classification.  

    

(a)                              (b) 

    

(c)                              (d) 

Figure 6 Block classification results for the encrypted image Lena, in which the white and the 

black regions represent the blocks belonging to smooth set 1 and complex set 2, respectively. 

(a-b) Block classification result when T = 20, and corresponding result after inverse block 

permutation, (c-d) Block classification result when T = 10, and corresponding result after 

inverse block permutation. 

Denote the number of blocks belong to 1 as  ( MN/4). By the data-hiding key, the data 

hider randomly segments the pixels of the blocks belonging to the smooth set 1 into a series of 

groups, and each group contains p pixels. Note that, the four pixels in one block belonging to 1 

are arranged in the same group. Thus, p is a multiple of four, and the group number is equal to 

4 / p. For each pixel group k (k = 1, 2, …, 4 / p) from the smooth set 1, collect the binary 

bits in the u LSB layers of its p pixels and denote them as Vk = {v(k, 1), v(k, 2), …, v(k, l)}, 

where l = u  p. A binary matrix G is then generated by the data hider with the size of (l  )  l, 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

16 
 

which is comprised of two parts: 

 ,],[ QEG  l  (11) 

where E is the identity matrix sized (l  )  (l  ), and Q is a pseudo-random binary matrix 

sized (l  )   controlled by the data-hiding key. Here,  is the embedding parameter that is a 

positive integer much smaller than l. The row sparsity of the matrix G leads to the low 

complexity of the calculation and the randomness of Q in G enhances the security of the data 

embedding process. Then, the data hider transforms each group Vk with l bits into Zk with (l  ) 

bits, see Eq. (12).  
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where the arithmetic in Eq. (12) is modulo-2, and Zk = {z(k, 1), z(k, 2), …, z(k, l)}. In this 

way, a spare room of  bits corresponding to each group Vk is vacated for embedding additional 

data. Then, replace the (l  ) bits, i.e., v(k, 1), v(k, 2), …, v(k, l), and the  bits, i.e., v(k, 

l+1), v(k, l+2), …, v(k, l), in Vk with z(k, 1), z(k, 2),…, z(k, l) of Zk and the -bits secret 

data to be embedded, respectively, and then arrange the newly-replaced l bits back to the 

corresponding u LSB layers of the p pixels in k. After all pixel groups k (k = 1, 2, …, 4 / p) 

from the blocks belonging to the set 1 are employed with above procedure, the total 4   / p 

bits are embedded, and the marked, encrypted image Iw can be generated.  

Since the values of encrypted pixels in 2 and the (8  u) MSBs of encrypted pixels in 1 

are kept unchanged during data embedding, the visual quality of directly-decrypted image on the 

receiver side can be excellent. In addition, the security of the encrypted image is also effectively 

guaranteed in the encryption stage.  

In our scheme, the embedding parameters u, T, p and  are designed as the integers 

belonging to [1, 3], [0, 255], [1, 4800] and [1, 16], respectively. Thus, the binary representations 

for u, T, p and  occupy 2, 8, 13 and 4 bits, respectively, and the total bit number of binary 

representations for these four parameter requires 27 bits. There are two ways to transmit these 
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four parameters from the data-hider to the receiver: 1) The data hider encrypts and transmits 

these 27 bits of parameters as auxiliary information together with the marked, encrypted image 

Iw to the receiver. 2) The data hider chooses the first 27 pixels of the encrypted image Ie and 

replaces their LSB with the 27 bits of parameters. The original 27 bits in the replaced LSB are 

concatenated at the front of the additional bits and then embedded into the remaining pixels of 

the encrypted image. Thus, after receiving the marked, encrypted image Iw, the parameters u, T, 

p and  can be correctly retrieved from the first 27 pixels and the operations of data extraction, 

image decryption and image recovery can then be performed on the receiver side.  

C． Data Extraction and Image Recovery 

In this procedure, three cases are considered for data extraction and image recovery, i.e., 1) the 

receiver only has the data-hiding key, 2) the receiver only has the encryption key, and 3) the 

receiver has both the data-hiding key and the encryption key.  

1) If the receiver only has the data-hiding key, he/she can correctly extract all embedded 

bits from the marked, encrypted image Iw. Detailedly, the receiver first divides Iw into MN/4 

non-overlapping blocks sized 2 × 2. Then, since the (8  u) MSB layers of Ie and Iw are the same, 

through the same way of the data hider, the receiver can classify the MN/4 blocks of Iw into the 

smooth set 1 and the complex set 2 with the assist of the threshold T. Next, with the 

data-hiding key, the 4 pixels in the  blocks belonging to 1 are segmented into 4 / p groups, 

i.e., k (k = 1, 2, …, 4 / p). By collecting the bits in the u LSB layers of each pixel group k, 

the corresponding  embedded data bits can be retrieved. After all pixel groups finish the above 

procedure, totally 4   / p embedded bits can be extracted.  

2) If the receiver only has the encryption key, he/she can decrypt the marked, encrypted 

image Iw to obtain a directly-decrypted image Id that is visually similar to Io. Detailedly, the 

receiver divides Iw into MN/4 non-overlapping blocks sized 2 × 2 and classifies them into the 

smooth set 1 and the complex set 2 with the threshold T. With the image encryption method 

described in Section 2-A, the pseudo-random binary sequences ri, j
(x, y, s)

 and i, j can be 

re-generated by the encryption key. Then, the eight bit-layers of the pixels belonging to 2 and 

the (8  u) MSBs of the pixels belonging to 1 are first decrypted, and then all MN/4 blocks 

are inversely permuted back to their original locations in the image. Thus, the directly-decrypted 
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image Id can be obtained. Since (8  u) MSBs of the pixels belonging to 1 and the values of the 

pixels belonging to 2 are the same as those of the original image Io, the directly-decrypted 

image Id can achieve the satisfactory image quality.  

3) When the data-hiding key and encryption key are simultaneously available, the receiver 

can not only extract the additional data, but also recover the original image. As described above, 

with the data-hiding key, the 4 pixels in the  blocks belonging to 1 from Iw are segmented 

into 4 / p groups, i.e., k (k = 1, 2, …, 4 / p), and the (l ) transformed bits, i.e., Zk = {z(k, 1), 

z(k, 2), …, z(k, l)}, in the u LSB layers of each pixel group k can be collected, see Eq. (12). 

In the following, the main task is to find the encrypted l bits of the u LSB layers for each pixel 

group k before data embedding, i.e., Vk = {v(k, 1), v(k, 2), …, v(k, l)}, and decrypt them to 

recover the original image Io.  

The receiver first generates the matrix H through the data-hiding key:  

 ,],[ EQH '  (13) 

where H is a binary matrix sized   l, consisting of the transpose of Q and an    identity 

matrix E. Here, we define a set k of 2

 vectors sized 1  l:  

 ,},,,{ )2()2()1( 

kkkk ΛΛΛΘ   (14) 

   ,2,2, 1,,0,,0,0),,(,  ),2,( ),1,()(    tlkzkzkz t

t

k HΓΛ  (15) 

where t is an arbitrary 1   binary vector. Thus, according to Eq. (12), the vector Vk = [v(k, 1), 

v(k, 2),…, v(k, l)] must be one of the 2 vectors in set k.  

For each pixel group k (k = 1, 2, …, 4 / p) in Iw, the receiver replaces its u LSB layers of 

the p pixels with the l bits of each vector k
(t) in k, and decrypts the image with the encryption 

key to produce the temporary image Id
(k, t), t =1, 2, …, 2. Obviously, the (8u) MSB layers of 

Id
(k, t) are the same as the original image Io. Then, in the image Id

(k, t), the accumulated difference 

Dk
(t) between the pixels in k and their estimated values based on the (8u) MSB layers of the 

neighboring pixels are calculated:  
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where x,y
(t)

 denotes the pixel in the temporary image Id
(k, t)

 with the coordinate (x, y), and 1 and 

2 are the two weights for pixel-value estimation (1  2 and 1 + 2  1). Note that, for the 

image border pixels, their estimated values are equal to the average values of their two or three 

neighboring pixels in the horizontal and vertical directions. Due to the characteristic of 

smoothness for natural images, the vector k
(t)

 that leads to the smallest accumulated difference 

Dk
(t)

, i.e., k
(t*)

, is regarded as the correct result for the vector Vk that is the encrypted u LSB 

layers of the pixel group k before data embedding.  

 ,2,,2,1,minarg* )(  tDt t

k
t

 (20) 

After all pixel groups k (k = 1, 2, …, 4 / p) in Iw are conducted with above procedure, 

their encrypted u LSB layers before embedding can be recovered, which can then be decrypted 

correctly by the encryption key. Finally, through combining the decrypted u LSB layers of the 

pixels belonging to 1 with the decrypted (8  u) MSBs of the pixels belonging to 1 and the 

decrypted pixels belonging to 2, the original image Io can successfully recovered.  

In our scheme, the content owner encrypts the original image through a simply modified 

stream cipher (rather than the standard stream cipher of VRAE schemes) and block permutation, 

and after image encryption, only the encrypted pixel groups in 1 corresponding to the smooth 

region of original image are chosen by the data-hider to conduct the matrix-compression based 

embedding (rather than reserving room before encryption of RRBE schemes). Therefore, our 

scheme can be considered as vacating room within and after encryption, which is between 

VRAE and RRBE. Compared with the schemes of VRAE, such as [17, 19, 23], our scheme can 

not only achieve better visual quality of directly-decrypted image and embedding rate, but also 

superior performance of recovery accuracy. Compared with the schemes of RRBE, such as [28, 
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29, 31], the performance of our scheme with respect to embedding rate and directly-decrypted 

image quality are indeed weaker. But, the computation burden on the content owner side of our 

scheme is much lighter than that of the RRBE schemes, which is more suitable for the user 

client with lower computation capability and energy. 

3. Experimental Results and Analysis 

In order to demonstrate the effectiveness and superiority of our scheme, experiments were 

carried out on a large number of standard images, and the environment of our experiments was 

based on a personal computer with a 3.30 GHz Intel i3 processor, 4.00 GB memory, Windows 7 

operating system, and Matlab 7.  

Figures 7-8 show the results of our scheme, under the parameters T  40, u = 3, p = 240,  

= 5, 1 = 0.9 and 2 = 0.1 for the two test images Airplane and Man both sized 512 × 512. 

Subfigures (a-d) in Figures 7-8 are the original images, the encrypted images, the marked, 

encrypted images with the embedding rate  of 0.020 bit per pixel (bpp), and the 

directly-decrypted images with peak signal-to-noise ratios (PSNR) of 41.4 dB and 41.2 dB for 

Airplane and Man, respectively. Note that, the original images can be exactly recovered from the 

marked, encrypted images with the data-hiding key and encryption key, and embedding rate  

can be calculated with Eq. (21). 

 .
4

NMp 





  (21) 

We also conducted the experiments on other different test images, such as Lena, Baboon and the 

1338 various images of the uncompressed color image database (UCID) [38]. For color images, 

the luminance components were used for testing. Figure 9 gives the curves of PSNR values for 

directly-decrypted images (PSNRd) with respect to different embedding rates , and the 

maximum value of PSNR was 57.8 dB, and the minimum was slightly greater than 41 dB.  
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(a)                              (b) 

    

(c)                              (d) 

Figure 7 Results of the proposed scheme for Airplane. (a) Original image, (b) Encrypted image, 

(c) Marked, encrypted image ( = 0.020 bpp), (d) Directly decrypted image with PSNR of 41.4 

dB. 

 

    

(a)                              (b) 
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(c)                              (d) 

Figure 8 Results of the proposed scheme for Man. (a) Original image, (b) Encrypted image, (c) 

Marked, encrypted image ( = 0.020 bpp), (d) Directly-decrypted image with PSNR of 41.2 dB. 

 

  

Figure 9 PSNR of directly-decrypted image with respect to different embedding rates 

We also analyzed the influences of different parameters on the performance of our scheme. 

Table 3 lists the experimental results under the different thresholds T (which is used to classify 

the encrypted image blocks into two sets 1 and 2 during data embedding) for Lena and 

Baboon both sized 512  512, including the percentage of blocks belonging to 1 among all the 

blocks (i.e., 4 /MN), embedding rate , and PSNR of the directly-decrypted images (PSNRd). 

Here, the values of u, p, and  are 3, 240, and 5, respectively. It can be found from Table 3 that, 

when the threshold T becomes smaller, the percentage of the blocks belonging to 1 (actually 

used for data embedding) and the embedding rate would decrease correspondingly. In addition, 
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with the same value of T, the original image with relatively smooth distribution (e.g. Lena) 

achieves greater embedding rate  than the complex image (e.g. Baboon). Table 4 gives the 

performance of our scheme under different parameters of u (the number of LSB layers used for 

data embedding),  (the bit number embedded into each pixel group k) and p (the pixel 

number in each k), in which embedding rate , PSNR of directly decrypted images (PSNRd) 

and PSNR of recovered images (PSNRr) are listed. It can be observed from Table 4 that, greater 

value of  leads to a higher embedding rate . Also, smaller values of  and u lead to better 

quality of directly-decrypted images because more bits in the encrypted image are not modified 

during data embedding. The symbol ―+‖ in Table 4 indicates that PSNRr is positive infinity 

and the original images can be recovered without any error. Larger value of u and smaller value 

of  can be helpful to the perfect image recovery since more useful data in Zk and less candidate 

vectors t are involved in the recovery procedure, see Eqs. (12) and (15).  

 

Table 3 Percentage of the blocks in 1 (4 /MN), embedding rate (), and PSNR of 

directly-decrypted images (PSNRd) under different thresholds T 

Threshold 
Lena Baboon 

4 /MN  PSNRd 4 /MN  PSNRd 

T = 5 46.01% 0.0096 44.5 21.42% 0.0044 47.8 

T = 10 82.74% 0.0172 41.9 52.07% 0.0108 43.9 

T = 20 91.18% 0.0190 41.5 68.14% 0.0140 42.8 

T = 40 97.93% 0.0204 41.2 89.11% 0.0186 41.6 

T = 60 99.11% 0.0206 41.1 94.79% 0.0197 41.3 

T = 80 99.71% 0.0207 41.1 98.50% 0.0205 41.1 

T = 100 99.86% 0.0208 41.1 99.42% 0.0207 41.2 

 

 

Table 4 Embedding rate (), PSNR of directly-decrypted images (PSNRd) and PSNR of 

recovered images (PSNRr) under different parameters u, p and  

 u p  = 1  = 2  = 3  = 4 

Airplane 

1 1200 0.0008, 57.5, +∞ 0.0016, 55.8, +∞ 0.0024, 54.9, +∞ 0.0032, 54.7, +∞ 

2 400 0.0024, 50.4, +∞ 0.0048, 48.3, +∞ 0.0072, 47.8, +∞ 0.0096, 47.5, +∞ 
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3 160 0.0060, 44.2, +∞ 0.0120, 42.6, +∞ 0.0180, 41.9, +∞ 0.0240, 41.6, +∞ 

Man 

1 1200 0.0008, 57.7, +∞ 0.0016, 55.7, +∞ 0.0024, 54.7, +∞ 0.0032, 54.4, 74.6 

2 400 0.0024, 50.0, +∞ 0.0049, 48.2, +∞ 0.0073, 47.7, +∞ 0.0097, 47.5, 70.6 

3 160 0.0061, 44.1, +∞ 0.0121, 42.2, +∞ 0.0182, 41.6, 74.2 0.0243, 41.4, 69.1 

Lena 

1 1200 0.0008, 57.4, +∞ 0.0016, 55.4, +∞ 0.0024, 54.9, +∞ 0.0033, 54.5, 77.8 

2 400 0.0024, 50.2, +∞ 0.0049, 48.5, +∞ 0.0073, 47.8, +∞ 0.0098, 47.4, +∞ 

3 120 0.0082, 44.1, +∞ 0.0163, 41.9, +∞ 0.0245, 41.7, +∞ 0.0326, 41.3, +∞ 

Baboon 

1 4800 0.0002, 57.0, +∞ 0.0004, 56.1, +∞ 0.0005, 55.0, 71.5 0.0007, 54.9, 68.8 

2 1400 0.0006, 50.8, +∞ 0.0013, 49.2, +∞ 0.0019, 48.3, +∞ 0.0025, 48.1, 66.8 

3 400 0.0022, 44.5, +∞ 0.0045, 42.6, +∞ 0.0067, 41.8, 69.5 0.0089, 41.8, 66.3 

UCID 

1 1000 0.0009, 57.1, +∞ 0.0018, 55.9, +∞ 0.0026, 55.1, +∞ 0.0031, 54.7, +∞ 

2 320 0.0027, 50.5, +∞ 0.0063, 48.7, +∞ 0.0078, 48.0, +∞ 0.0110, 47.7, +∞ 

3 240 0.0037, 44.5, +∞ 0.0078, 42.4, +∞ 0.0110, 41.7, +∞ 0.0146, 41.5, +∞ 

 

In order to show the superiority of our scheme, comparisons were conducted between our 

scheme and four state-of-the-art schemes [17, 19, 23, 24]. Figures 10-11 show the rate-distortion 

curves for the directly-decrypted images Airplane, Man, Lena and Baboon. Besides the 

traditional PSNR, the typical index of structural similarity (SSIM) [39], which integratedly 

considers the information of luminance, contrast and structure, was also utilized to measure 

visual quality of directly-decrypted images. Calculation method for SSIM is given in Eqs. (22) 

and (23), and details can be found in [39]. 
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where X and Y denote the original image and the modified image for evaluation, x
(i)

 and y
(i)

 

denote the i-th block of X and Y, K is the block number, x
(i)

 and y
(i)

 are the mean values of x
(i)
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and y
(i)

,  x
(i)

 and  y
(i)

 are the standard deviations of x
(i)

 and y
(i)

, xy
(i)

 is the covariance of x
(i)

 and 

y
(i)

, and C1 and C2 are small constants near zero. The value (X, Y) of SSIM index belongs to 

[0, 1], and the greater the SSIM index is, the better visual quality of the evaluated image Y with 

respect to the original image X is. In subfigures (a-d) of Figures 10-11, the abscissa represents 

the embedding rate , and the ordinate denotes the values of PSNR or SSIM index. The points 

on the curves were derived from different parameter values under the condition that original 

images can be perfectly recovered with the encryption and data-hiding keys. It can be found in 

Figures 10-11 that, through the block classification strategy during data embedding, the 

proposed scheme can achieve significantly better rate-distortion performance for the 

directly-decrypted image than the schemes [17, 19, 23, 24] no matter for smooth images or 

complex images. 

  
(a)                                    (b) 

  
(c)                                    (d) 

Figure 10 Rate-PSNR comparisons between the proposed scheme and [17, 19, 23, 24]. (a) 
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Airplane, (b) Man, (c) Lena, (d) Baboon. 

 

  
(a)                                    (b) 

  
(c)                                    (d) 

Figure 11 Rate-SSIM comparisons between the proposed scheme and [17, 19, 23, 24]. (a) 

Airplane, (b) Man, (c) Lena, (d) Baboon. 

 

In addition, we also compared the recovery accuracy of our scheme with that of the VRAE 

based schemes [17, 23]. Figures 12-13 show the values of PSNR and SSIM for recovered 

images under different embedding rates, respectively. It can be observed from Figures 12-13 that, 

because the characteristic of spatial correlation for natural images is exploited during image 

recovery in the proposed scheme, the performance of recovery accuracy is better for the images 

with relatively smoother distribution, and due to the accurate prediction method, our scheme can 

generally achieve superior performance of recovery accuracy than the schemes [17, 23]. 
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(a)                                    (b) 

  

(c)                                    (d) 

Figure 12 Comparisons of PSNR values for recovered image with respect to different 

embedding rate. (a) Airplane, (b) Man, (c) Lena, (d) Baboon. 
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(c)                                    (d) 

Figure 13 Comparisons of SSIM values for recovered image with respect to different embedding 

rate. (a) Airplane, (b) Man, (c) Lena, (d) Baboon. 

4. Conclusions 

In this work, a novel scheme for reversible data hiding in encrypted images is presented, which 

consists of image encryption, data embedding, data extraction and image recovery. In the stage 

of image encryption, all non-overlapping divided blocks in original image are encrypted by an 

analogous stream-cipher way and then conducted with a block permutation operation to protect 

the confidentiality of image contents. During the stage of data embedding, even though the data 

hider has no idea of the contents of original image, he/she can classify the blocks into two sets 

corresponding to the smooth and complex regions within original image. Through compressing 

the LSB layers of the block set corresponding to smooth region, spare space can be vacated to 

accommodate additional data to be embedded. The receiver can conduct separable operations of 

data extraction, direct decryption and image recovery according to the availability of encryption 

key and data-hiding key. Because the blocks corresponding to complex set are not modified 

during data embedding, thus, the visual quality of directly-decrypted image is significantly 

improved. On the other hand, more additional data can be embedded into the blocks belonging 

to smooth set, hence, the embedding rate is also acceptable. Through the elaborately-designed 

prediction strategy based on spatial correlation of natural images, perfect image recovery can be 

realized. Experimental results and comparisons demonstrate that the proposed scheme has better 

rate-distortion performance than some state-of-the-art schemes. 
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