Roll motion prediction using a hybrid deep learning and ARIMA model
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Abstract

Autoregressive Integrated Moving Average (ARIMA) is one of the linear model that is good, flexible, and easy to use in univariate time series analysis and forecasting. Some research activities in time series forecasting also suggest Artificial Neural Network (ANN) model as an alternative nonlinear model for forecasting. ARIMA model has a good ability to capture the linear pattern while the ANN model is good to capture the nonlinear pattern. ARIMA and ANN models have been widely used in the prediction of roll motion. ARIMA and ANN can also be combine as a hybrid model to take advantage of the ability of ARIMA and ANN models in linear and nonlinear modeling compared to ARIMA and ANN model. In this paper, we adapt the hybrid methodology to combine ARIMA and Deep Neural Network (DNN) model, an ANN model with multiple hidden layers. The real dataset used is the roll motion of a Floating Production Unit (FPU). The empirical results show that the DNN-ARIMA hybrid model is the best model for predicting the roll motion compared to the non hybrid models and very effective to improve forecast accuracy.
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1. Introduction

Roll motion is one of the ship motion that is the most frequently studied. The ship safety can be analyzed based on the roll motion. The purpose is to prevent the danger of the ship, e.g. ship capsizing [6]. The rolling motion can also cause damages to ship containers. Therefore, the prediction of roll motion is the important thing in order to understand the stability of the ship. The prediction of ship motion can be done by several approaches. One of them is time series forecasting.

In time series modeling, Autoregressive integrated moving average (ARIMA) is one of the popular time series models [25, 12]. It has been widely used in time series forecasting. ARIMA is a general form of several time series processes, such as pure autoregressive (AR), pure moving average (MA), combination of AR and MA (ARMA), and
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ARMA with differencing (ARIMA). Since ARIMA is a linear model, it is assumed that the data follows a linear pattern. However, the data in real problems does not always follow linear pattern only. The linear approximation is not always satisfactory to forecast with good performance as well.

Artificial neural network (ANN) is an alternative nonlinear model that has been extensively studied and used in time series forecasting [24]. Their capability in nonlinear modeling is the major advantage of ANN model. It is not necessary to specify a particular model form. ANN model is adaptively formed based on the features presented from the data. For many empirical data sets where no theoretical guidance is available to suggest an appropriate data generating process, this data-driven approach is the suitable one [17].

Researches in prediction of ship motion have been studied by using several time series models. Zhang and Ye [26] used ARIMA model to predict the roll motion. Nicolau et al. [13] in their research used ANN model to predict the roll motion of a conventional ship. Different training data sets and noise conditions were used to analyze the neural architecture. The results showed that the predictor of ANN model worked well for different levels of the input noise. Khan et al. [8] have used both ARIMA and ANN models to predict the roll motion. The ARIMA model used was ARIMA(15,0,1) and the ANN model used was feedforward neural network with the combination of conjugate gradient (CG) algorithm and genetic algorithm (GA). The results showed that ANN model had a better performance than ARIMA model in predicting the roll motion. Several recent researches also shown that the roll prediction using ANN based model is still satisfactory and powerful [20, 23].

ARIMA and ANN can also be combined to form a hybrid model in order to obtain a better forecasting performance. Hybrid method combines ARIMA model and ANN model to obtain the advantages both of ARIMA and ANN models. Zhang [25] introduced the ARIMA and ANN hybrid model and showed that the hybrid model is very effective to improve the forecast accuracy compared with the separated models. Hybrid model has the good ability in capturing the linear pattern (from ARIMA model) and the nonlinear pattern (from ANN model). Another hybrid method is also conducted by Puspitasari et al. [16] using ARIMA and adaptive neuro-fuzzy inference system (ANFIS) models, for which it results was also satisfactory. Many studies also shown that deep neural network (DNN) model, also called deep learning model, an ANN with multiple hidden layers, has been widely applied for forecasting task and resulted in great performance with high accuracy [2, 9, 14, 15, 19, 27]. In this paper, we will adapt the hybrid method to combine ARIMA model and DNN for predicting or forecasting the roll motion. The hybrid DNN-ARIMA model is then compared to both ARIMA and DNN models. The results of the forecast performance and the forecast accuracy are then discussed.

2. Time Series Models

Time series analysis is the analysis of observational data that occurs in a time sequence and a fixed time interval. Time series analysis consists of a method for analyzing time series data to find the pattern and the characteristics of the data. The application of time series analysis is for forecasting task [11]. Forecasting is done by predicting the future value based on the value of the previous observations. There are many time series models that have been developed. ARIMA is the most popular one. It is one of the linear time series models. The linear models have been applied in many researches because of their simplicity in understanding and explaining the models as well as they are easy to implement. But, the real problems are often more complex and the data also contains nonlinear pattern. The linear approximation occasionally has a bad performance to model this type of data. Recently, many researches suggest ANN model as an alternative to time series forecasting. Its capability in nonlinear modeling becomes the main strength of ANN.

2.1. The ARIMA Model

ARIMA model is the combination of autoregressive (AR) model, moving average (MA), and the differencing process. General form of ARIMA model is as follows [21]:

\[(1 - B)^d Y_t = \mu + \frac{\theta_q(B)}{\phi_p(B)} \alpha_t, \tag{1}\]

where:
\[ \phi_p(B) = 1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_p B^p \]
\[ \theta_q(B) = 1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q \]
\[ BY_t = Y_{t-1} \]

\( Y_t \) denotes the actual value, \( B \) denotes the backshift operator, and \( a_t \) denotes the white noise sequence with zero mean and constant variance, \( a_t \sim WN(0, \sigma^2) \). \( \phi(i = 1, 2, \ldots, p) \), \( \theta(j = 1, 2, \ldots, q) \), and \( \mu \) are model parameters. \( d \) denotes the differencing order. ARMA is a special case of ARIMA model when \( d = 0 \). The process of constructing ARIMA model is done by using Box-Jenkins procedure. Box-Jenkins procedure is a procedure with empirical approach that is required to identify the order of ARIMA(p,d,q) model, estimate the parameters, check the model diagnostics, select the best model, and perform the forecasting [1].

2.2. The Deep Feedforward Networks

Neural network model has a good ability in modeling the data with nonlinear pattern [25]. It does not require the assumptions in the model building process. The characteristics of the data are more decisive in order to form the model. In time series forecasting and modeling, one of the widely used ANN model is single hidden layer feedforward network [24].

Deep feedforward network or DNN is a feedforward neural network model with more than one hidden layer. It is one of the basic deep learning model [5]. The feedforward network aims to approximate some function \( f^* \). A feedforward network finds the best function approximation by learning the value of the parameters \( \theta \) from a mapping \( y = f(x; \theta) \), where the neural architecture is shown in Figure 1. For example, in terms of time series model, the relationship between the output (\( Y_t \)) and the inputs (\( Y_{t-1}, Y_{t-2}, \ldots, Y_{t-p} \)) in a DNN model with 3 hidden layers is described in the following equation.

\[ Y_t = \sum_{i=1}^{s} \alpha_i g\left( \sum_{j=1}^{r} \beta_{ij} g\left( \sum_{k=1}^{q} \gamma_{ijk} g\left( \sum_{l=1}^{p} \theta_{kl} Y_{t-l} \right) \right) \right) + \epsilon_t, \quad (2) \]

where \( \epsilon_t \) is the error term, \( \alpha_i(i = 1, 2, \ldots, s) \), \( \beta_{ij}(i = 1, 2, \ldots, s; j = 1, 2, \ldots, r) \), \( \gamma_{ijk}(j = 1, 2, \ldots, r; k = 1, 2, \ldots, q) \), and \( \theta_{kl}(k = 1, 2, \ldots, q; l = 1, 2, \ldots, p) \) are the model parameters called the connection weights, \( p \) is the number of input nodes, and \( q, r, s \) are the number of nodes in the first, second, and third hidden layers, respectively. Function \( g(.) \) denotes the hidden layer activation function. Tanh function is commonly used as the activation function where it lies in the interval \((-1, 1)\) as shown in Figure 2. The function is defined as follows:

\[ g(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}. \quad (3) \]

![Fig. 1. The neural architecture of DNN with 5 nodes in input layer, 5 nodes in each hidden layer, and a single node in output layer](image-url)
2.3. The Hybrid Model

Hybrid model is a combination (hybrid) model of the linear and nonlinear components. ARIMA model works well when it is used to model the data with linear pattern, while the DNN model works well when it is used to model the data with nonlinear pattern. In real problem, it is not easy to completely know the characteristics of the data. Hence, hybrid methodology can be a good strategy to model the data, with their capability in both linear and nonlinear modeling. This capability is then considered to be able to capture the underlying patterns. Zhang [25] considered to construct a time series model that is composed of a linear component and a nonlinear component. That is,

\[ Y_t = L_t + N_t, \]  

(4)

where \( L_t \) denotes linear component and \( N_t \) denotes the nonlinear component. Both of the components are obtained from the results of the data estimation. First, we suppose the linear component is obtained from the ARIMA model, then the residuals of the ARIMA model will only contain nonlinear component. Suppose \( e_t \) denote the residual vector at \( t \)-th time from the linear ARIMA model, then

\[ e_t = Y_t - \hat{L}_t, \]  

(5)

where \( \hat{L}_t \) denotes the forecast value for time \( t \) from ARIMA model.

Residuals are important in the diagnosis of the sufficiency of linear models. The residuals are then considered to be free of linear pattern. It is because if there are still linear correlation structures left in the residuals, a linear model is not sufficient. Thus, the residuals will only contain the nonlinear pattern. By modeling the residuals using DNN, the nonlinear relationships can be captured. The DNN model for the residuals is presented as follows:

\[ e_t = f(e_{t-1}, e_{t-2}, ..., e_{t-n}) + \epsilon_t, \]  

(6)

where \( f \) is a nonlinear function determined by DNN and \( \epsilon_t \) is the random error. Suppose \( \hat{N}_t \) denotes the forecast result from equation (6), then the combined forecast is given as follows.

\[ \hat{Y}_t = \hat{L}_t + \hat{N}_t. \]  

(7)

3. Dataset and Methodology

3.1. Dataset

Our study aims to predict the roll motion. Roll motion is one of ship motions, where ship motions consist of six types of motion which are also called as 6 degrees of freedom (6DoF). It is also categorized as a rotational motions,
which is illustrated in Figure 3 [22]. The data set used in this study is a series of rolling motion (in degree) of a ship called floating production unit (FPU) in irregular waves. It is generated from a simulation study conducted in Indonesian Hydrodynamic Laboratory. The machine recorded 15 data in every one second. The dataset contains 3250 observations. Time series plot of the data set is shown in Figure 4.

![Rotational ship motions](https://example.com/ship_motions.png)

**Fig. 3.** Rotational ship motions, by Wikipedia Contributors, 2018. Public Domain.

![Time series plot](https://example.com/time_series.png)

**Fig. 4.** Time series plot of roll motion

### 3.2. Methodology

In order to obtain the model and predict the data, we split the data into two parts, which are in-sample and out-of-sample. The data used for modeling is in-sample data. Meanwhile the data used for the prediction is out-of-sample data. We use the first 3000 data as in-sample data. The remaining data is used as the out-of-sample data. In order to calculate the prediction accuracy, we use root mean squared error prediction (RMSEP). RMSEP is calculated using the following equation [4].

\[
RMSEP = \sqrt{\frac{1}{L} \sum_{l=1}^{L} \left( Y_{n+l} - \hat{Y}_n(l) \right)^2}
\]

(8)

where \( L \) denotes the out-of-sample size, \( Y_{n+l} \) denotes the \( l \)-th actual value of out-of-sample data, and \( \hat{Y}_n(l) \) denotes the \( l \)-th forecast.
4. Results and Discussion

As a first analysis, we conduct Box-Jenkins procedure in order to build the ARIMA model of the roll motion. The model building is implemented via SAS. We use backward elimination procedure in order to select the best model. The best model we obtain for the roll motion is a subset ARIMA model, that is ARIMA([1,2,3,4,9,19,20],[0],[1,9]) with zero mean. We also try using R program and apply auto.arima() function in forecast package [7]. This result is not quite satisfactory because it suggests ARIMA(0,0,0) with non-zero mean as the best model. The weakness of auto.arima() function is that it does not consider the subset model in the selection.

The DNN model is then constructed based on the ARIMA model. A nonlinearity test, called Terasvirta test [18], is conducted beforehand and it shows that the data significantly contains nonlinear pattern. We use the lag of AR components in ARIMA([1,2,3,4,9,19,20],[0],[1,9]) model as the input layer in both DNN model and DNN-ARIMA hybrid model. The DNN modeling is implemented by using keras library in Python [3]. We conduct the modeling with different number of nodes in hidden layer, from 1 to 10 nodes. Then, we choose the model with minimum RMSE in out-of-sample forecast as the best model. The results show that the best pure DNN model contains 5 nodes in each hidden layer and the best hybrid model contain 9 nodes in each hidden layer.

<table>
<thead>
<tr>
<th>Forecast Horizon</th>
<th>ARIMA</th>
<th>DNN</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.095959</td>
<td>0.096846</td>
<td>0.036479</td>
</tr>
<tr>
<td>100</td>
<td>0.229144</td>
<td>0.206712</td>
<td>0.074849</td>
</tr>
<tr>
<td>150</td>
<td>0.196867</td>
<td>0.182465</td>
<td>0.065721</td>
</tr>
<tr>
<td>200</td>
<td>0.245396</td>
<td>0.186452</td>
<td>0.080408</td>
</tr>
<tr>
<td>250</td>
<td>0.235718</td>
<td>0.192982</td>
<td>0.078559</td>
</tr>
</tbody>
</table>

In Figure 5, we can see that the predictions of the three models could follow the pattern of the real data. However, the performance of ARIMA model is not as good as the other two models. DNN model and hybrid model show better forecast performances. Visually, the forecast of hybrid model corrects the error forecast of DNN model and improves the forecast accuracy. Table 1 shows that the forecast model of the hybrid has the smallest RMSEP in all forecast horizon. In 250-step ahead forecast, the hybrid model is able to reduce the RMSEP of DNN model by 59.29%. The hybrid model also increases the forecast accuracy of the ARIMA model with higher reduction of RMSEP by 66.67%. These results indicate that the hybrid model is able to significantly improve the forecast accuracy of both ARIMA and DNN models. The ability to capture both linear and nonlinear patterns works well in this case.
Table 1. RMSE comparison between ARIMA, ANN, and ARIMA-ANN hybrid models in different forecast horizons

<table>
<thead>
<tr>
<th>Forecast horizon</th>
<th>RMSE ARIMA</th>
<th>RMSE ANN</th>
<th>RMSE Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.095959</td>
<td>0.096846</td>
<td>0.036479</td>
</tr>
<tr>
<td>100</td>
<td>0.229144</td>
<td>0.206712</td>
<td>0.074849</td>
</tr>
<tr>
<td>150</td>
<td>0.196867</td>
<td>0.182465</td>
<td>0.065721</td>
</tr>
<tr>
<td>200</td>
<td>0.245396</td>
<td>0.186452</td>
<td>0.080408</td>
</tr>
<tr>
<td>250</td>
<td>0.235718</td>
<td>0.192982</td>
<td>0.078559</td>
</tr>
</tbody>
</table>

Figure 6. Plot of RMSE in different forecast horizons

Figure 6 shows the RMSEP changing in different forecast horizons of all models. Let us only consider the hybrid model. The best forecast performance is 50-step forecast. The RMSEP increases in 100-step forecast, but it decreases in 150-step forecast, and it increases again in 200-step forecast. The decreasing occurs again in 250-step forecast. It shows that the RMSEP does not increases monotonically as the forecast horizon increases. The difference of RMSEP between 50-step forecast and 250-step forecast is 0.04208, which we consider that the difference is not sufficiently significant. Therefore, the prediction of roll motion with 250-step (about 17 seconds) ahead is still considerably good.

As Makridakis et al. [10] mentioned that the model forecast performance also depends upon the forecast horizon, where the best model may vary with the forecast horizon. Compared to our results, it is shown that the forecast performance tends to be consistent in the ranking, where the hybrid model outperforms among the others in every forecast horizon. Since we only have three model in our comparison, it might be more interested when we add more models to compare and see if there is variation in performance upon the forecast horizon.

5. Conclusions and Future Works

The ARIMA and DNN models are successful to predict the roll motion. Their forecast are able to follow the pattern of the real data. The hybrid model becomes the best model among these three models with minimum RMSEP. It shows that the hybrid methodology could significantly increase the forecast accuracy of both ARIMA and DNN models. We consider that this method could be the promising technique to improve the forecast performance, especially in roll motion study. There are also many combinations of linear and nonlinear models that can be developed in further research.
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