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Abstract

The neural architecture is very substantial in order to construct a neural network model that produce a minimum error. Several
factors among others include the input choice, the number of hidden layers, the series length, and the activation function. In
this paper we present a design of experiment in order to optimize the neural network model. We conduct a simulation study by
modeling the data generated from a nonlinear time series model, called subset 3 exponential smoothing transition auto-regressive
(ESTAR ([3]). We explore a deep learning model, called deep feedforward network and we compare it to the single hidden layer
feedforward neural network. Our experiment resulted in that the input choice is the most important factor in order to improve the
forecast performance as well as the deep learning model is the promising approach for forecasting task.
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1. Introduction

Time series is an observational data that is collected over time with the same time periods, such as in hours, days,
weeks, months, and years [11]. Based on the data pattern, time series models are divided into two, namely linear time
series model and nonlinear time series model. One very flexible method of forecasting time series data that contains
both linear and nonlinear patterns is the neural network. The advantage of using a neural network is that it is not
necessary to determine the shape of a particular model because the model is adaptively formed based on the features
presented from the data [23].

Neural network adopts the biological neuron workings consisting of neurons as input processing, then the existing
input value will be summed by a function of the summing function, and gives output based on the weight. Neural
network models are widely applied in various fields of forecasting such as stock prices [10, 8, 14, 12, 6, 7], inflow-
outflow [18], electricity consumption [4], and interest rates [19].
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In neural network it is required an appropriate architecture to get the forecast result that produces a minimum error.
The architecture within the neural network includes the number of inputs and what variables are used, the number
of hidden layers, the number of neurons in each hidden layer, and the activation function. Therefore, it is necessary
to construct a design of experiment in order to determine the best architecture on the neural network. We conduct a
simulation study with various combinations on neural network architecture.

Many studies also shown that deep neural network model, also called deep learning model, a neural network with
multiple hidden layers, has been widely applied for forecasting task and resulted in great performance with high
accuracy [1, 13, 15, 16, 22, 24, 17]. In this paper, we will compare the deep feedforward network to the single
hidden layer feedforward network. We also aim to identify which factors that can significantly improve the forecast
performance. The experiment results are then discussed.

2. Neural Network Model

2.1. Artificial Neural Network

Artificial neural network is a process information system that has certain performance characteristics in biological
neural networks. In this context, neural network is viewed as a mathematical object or specifically as a time series
model, with the following assumptions.

1. Information processing occurs in many simple elements called neurons.
2. The signal is passed between the neurons above the connection links.
3. Each connection link has a weight multiplied by the transmitted signal.
4. Each neuron uses an activation function determine the output signal.

A neural network is classified according to the connection pattern between neurons (also called architecture),
methods of weighing the connection (called training, learning, or algorithm), and activation functions [5]. There
are many types of neural network architecture, including feedforward network, recurrent network, radial basis, and
function network. The feedforward neural network (FFNN) is one of the model that is widely used in forecasting.

In FFNN, the process begins with inputs received by neurons, where these neurons are grouped in layers. Infor-
mation received from the input layer proceeds to the layer in FFNN sequentially to reach the output layer. Different
layers between input and output are called hidden layers. The input used in the neural network is the lag of the pre-
vious observation and the output is the forecast result. An example of an FFNN model architecture consisting of p
input, a hidden layer consisting of m nodes connecting to the output, is shown in Figure 1 [3].

Hidden

Input

Output

Fig. 1. The example of FFNN architecture
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The mathematical expression of the FFNN is defined as follows [20]:

f (xt, v,w) = g2

{ m∑
j=1

v jg1

[ n∑
i=1

wjixit

]}
, (1)

where w is the weight connecting the input layer to the hidden layer, v is the weight connecting the hidden layer to the
output layer, g1(.) and g2(.) is the activation function as well as wji and v j the weights that we want to find by training
the model. There are three activation functions that are commonly used, namely logistic function, tanh function, and
reLU function. The activations functions are given in the following, respectively.

g(x) =
1

1 + e−x (2)

g(x) =
ex − e−x

ex + e−x (3)

g(x) = max(0, x) (4)

2.2. Deep Feedforward Network

Deep feedforward network or deep neural network (DNN) is a feedforward neural network model with more than
one hidden layer. It is one of the basic deep learning model [9]. The feedforward network aims to approximate some
function f ∗. A feedforward network finds the best function approximation by learning the value of the parameters
θ from a mapping y = f (x; θ), where the neural architecture is shown in Figure 2. In terms of time series model,
the relationship between the output (Yt) and the inputs (Yt−1, Yt−2, ...,Yt−p) in a DNN model with 3 hidden layers is
described in the following equation.

Yt =

s∑
i=1

αi g
( r∑

j=1

βi j g
( q∑

k=1

γ jk g
( p∑

l=1

θklYt−l

)))
+ εt, (5)

where εt is the error term, αi(i = 1, 2, ..., s), βi j(i = 1, 2, ..., s; j = 1, 2, ..., r), γ jk( j = 1, 2, ..., r; k = 1, 2, ..., q), and
θkl(k = 1, 2, ..., q; l = 1, 2, ..., p) are the model parameters called the connection weights, p is the number of input
nodes, and q, r, s are the number of nodes in the first, second, and third hidden layers, respectively. Function g(.)
denotes the hidden layer activation function.
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Fig. 2. The Example of DNN architecture

3. Experimental Plan

Our experiment starts with generating the series from a nonlinear time series model, called Exponential Smoothing
Transition Auto-regressive (ESTAR) ([3]) which is defined in the following [21].

Yt = 6.5Yt−3 exp(−0.25Yt−3) + at (6)

We use several factors, namely the input, the number of hidden layer, the number of nodes in hidden layer, the
activation function, and the length of series. As the inputs, we use the lag variables of the series, which are lag 1, lag
2, lag 3, lag 4, and lag 5. We use up to three hidden layers in our experiment. The number of nodes in each hidden
layer is limited to 5. We use logistic, tanh, and reLU as the activation functions. We also use two different length of
series, which are 1000 and 10000. Each model with the combination of several factors is replicated 3 times. In total,
we will have 86490 model combinations.

We split the data into two parts, which are training and testing data. The model is trained using the training data.
Meanwhile the data used for the prediction is the testing data. For the series with size of 1000, we split the data where
900 data is for training and 100 data is for testing. The series with size of 10000 is splitted in to two parts, where
9900 data is for training and 100 data is for testing. In order to forecast the testing data, we conduct one-step ahead
forecast. Then, the forecast accuracy measure that we use is root mean squared error prediction (RMSEP). RMSEP is
calculated using the following equation [2].

RMSEP =

√√√
1
L

L∑
l=1

(
Yn+l − Ŷn(l)

)2
(7)

where L denotes the size of testing data, Yn+l denotes the l-th actual value of the testing data, and Ŷn(l) denotes the l-th
forecast.
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4. Results and Discussion

The first analysis starts with visualization of the series. We present the lag plot to see the pattern of the series with
their lags, as shown in Figure 3. We could see that there is a nonlinear pattern on lag 3, as our data is generated from
nonlinear model with lag 3, i.e. ESTAR([3]).

Fig. 3. The lag plot of the simulation data

Then, Figure 4 shows the effect of number of inputs in the neural architecture. We compare RMSEP between the
model with lag 3 input and the model without lag 3 input. It can obviously be seen that the increase of input does not
significantly improve the forecast performance. In fact, there is a drastic difference of the average of RMSEP between
these two types of models. Excluding the lag 3 input affects the increase of RMSEP. It indicates that the input choice
plays a very important role in the forecast performance, instead of the number of the input. When we choose the the
wrong input, the forecast performance will be bad whatsoever the number of the input.
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Fig. 4. The effect of the number of input in neural network model
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Fig. 5. The effect of the number of hidden layer in neural network model

We continue by showing the effect of the number of hidden layers. Figure 5 shows that the deep feedforward
network resulted in a slightly better forecast performance than the single hidden layer model. In our experiment, in
average, the optimal number of hidden layer is 2. Compared to the 3 hidden layers model, the RMSEP is getting
higher instead. Adding more layer in our architecture does not necessarily improve the forecast accuracy.

In terms of the choosing the activation function, we compare the logistic, tanh, and reLU functions as it is presented
in Figure 6. Surprisingly, the model with tanh activation function outperforms among the other models with lag 3
input. But, the activation functions in model without lag 3 input give no significant effect, as the RMSEPs are bad.
Our results show that tanh is the optimal activation function in the context of forecasting task.
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Fig. 6. The effect of the activation function in neural network model

Our next analysis shows the comparison of the series length. We compare two time series of size 1000 and 10000,
respectively. We see in the Figure 7 that there is a huge difference of the forecast performance. The longer series shows
a significantly forecast accuracy. But, it does not apply to the model without lag 3 input. As we see in our analysis, the
models without lag 3 input have no significant factors that affect their forecast capability. We consider that the wrong
input model cannot be well optimized by any means.
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Fig. 7. The effect of series length in neural network model

5. Conclusions and Future Works

Our experiment has shown several discoveries in order to optimize the deep learning model for forecasting. The
number of input in our case does not significantly affect the forecast performance. But, there are some factors that can
be tuned in order to optimize the model, among other, include the number hidden layer, the choosing of activation
function, and the length of series. The deep feedforward network outperforms compared to the single hidden layer
network. In the context of forecasting, tanh activation function resulted in a very good accuracy as well as the longer
series also increase the performance. Lastly, the most important factor of the forecast performance is the choosing the
correct input. We have already seen that the correct input is the main and the first condition that we need to satisfy in
order to obtain the best forecast result. Otherwise, the model will fail to give good forecast.

In the future works, we are confident that deep learning is the promising model for forecasting and we suggest to
explore more deep learning architecture in order to improve the forecast performance. Some models such as recurrent
neural network (RNN) and long short term memory (LSTM) network are highly recommended to explore and optimize
for forecasting task.
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