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\begin{abstract}
The widespread diffusion of Online Social Networks has given unforeseen opportunities for their users to share contents and mutually interact. However, current platforms offer inadequate guarantees as far as concerns the privacy of their users. To address these issues and leave to the users more control on their data, several recent proposals suggest to decentralize the storage of social data, aiming at leaving their control entirely to their owners. This approach has lead to the definition of Decentralized Online Social Networks (DOSNs), ranging from completely decentralized solutions, i.e. P2P solutions, to hybrid systems integrating external and private resources for storing user data. While DOSNs allow users to have more control over their data, they raise new challenges concerning the management and availability of social data. Guaranteeing data availability in a highly dynamic environment, defining proper algorithms for information diffusion and guaranteeing data privacy in a distributed setting are currently open problems in this area.

This survey presents an overview of these challenges and of the main solutions presented in the literature. Existing proposals are classified taking into account the strategies adopted to manage social data, focusing on the data availability and on information diffusion. The survey also presents the new privacy issues arising in DOSNs. Finally, an overview of the main open issues in this research area is presented.
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\end{abstract}

1. Introduction

Online Social Networks (OSNs) are nowadays one of the most popular applications in the Internet. They have attracted a huge amount of users during the last years by changing the way people communicate and interact. Facebook can be considered the most representative OSN with, at the beginning of 2018, more than 2 billion active users, and the highest number of daily users connections. OSNs provide several services [1] offering to their users the opportunity of building a public profile, looking up new friends among the registered users, establishing relationships, and sharing content. Furthermore, these platforms also allow sharing of information within groups of users and the possibility of building communities of users characterized by common interests.

One of the major problems of current OSNs, which are mainly developed on centralized platforms, concerns the privacy of the users’ data. Indeed, social data are stored in centralized servers, and the companies running the OSNs, use these data for commercial goals. In May 2015, a report\textsuperscript{1} commissioned by the Belgian Data Protection Authority based on the analysis of OSN policies and terms-of-use, concluded that Facebook gives users a false sense of control over their data privacy. More recently, it has been evident to the general public that Facebook data might have been sold without any consent of the legitimate owners. These are only few examples of several legal issues that involve not only Facebook, but also further OSNs, like Twitter, or Google+. Furthermore, centralized OSNs may suffer of other problems, like limited scalability and high maintenance costs to manage data of large number of users [2].

All these issues have led researchers to propose alternative solutions based on the decentralization of OSN services. A Decentralized Online Social Network (DOSN) [3] is an online social network implemented on a distributed platform. In a DOSN, there is no single service provider but a set of nodes that cooperate to guarantee all the functionalities offered by a centralized OSN. Decentralization gives several benefits in terms of privacy. Indeed, there is no central entity that has the control on all users’ data or changes the
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exiting terms of service, and this gives to the users more control over their data.

Moving from a centralized to a distributed architecture gives the opportunity to develop the social network platform by exploiting different distributed models. Following the way of how people interact with each other in a social network makes P2P architectures [4] a natural way to implement DOSNs. However, several alternative solutions are possible, like exploiting network of trusted servers, or mobile and opportunistic networks. Also hybrid solutions where the user exploits both the storage of its own device and a cloud storage service are possible [3].

Researchers have presented several solutions for DOSNs in the last decade. Furthermore, recent years have seen several initiatives to implement and deploy real DOSNs. Just to provide a few examples, the precursor of current DOSNs can be considered Diaspora [5], a solution based on a federation of trusted servers, which has gained a lot of popularity, despite not fully decentralized. Other DOSNs, like Tent and Friendica, are based on similar concepts. On the other hand, Retros hare is a fully decentralized DOSN, designed to provide maximum security and anonymity to its users.

While decentralization gives interesting possibilities for increasing the privacy level of users’ data, it introduces many challenges, still to be solved. These mainly concern the management of social data in a distributed environment. With the term “social data”, we identify all data exchanged in the Social Networks concerning both information related to the users (contact details, describing the user’s identity, relationships, community memberships, etc..) and generated contents (comments, posts, etc..). One of the main problems is to guarantee the availability of social data, in an environment characterized by a high level of dynamism. Another main problem is related to the development of techniques for propagating social updates in an efficient way. Finally, even if data is no more stored on centralized servers, new privacy issues have to be solved, for instance detecting trusted nodes that may host the profile of off-line users.

This paper reviews the main solutions proposed in the literature to solve these challenges and presents a classification of the existing solutions. We describe in detail the DOSN research challenges, focusing, in particular, on the data management problem. First we introduce a classification of the main architectural solutions for DOSNs. Then, we introduce existing approaches for guaranteeing data availability, and the main techniques used to spread social content among the users of the social network.

Existing surveys or taxonomies [3,6,7] provide a detailed description of DOSNs, mainly from a privacy and security point of view. They address only partially other important issues, such as managing social data in a distributed environment, and do not provide a classification of existing proposals based on this characteristic. On the other hand, we focus on the data management problem in DOSNs and present current techniques for data availability, information diffusion, and data privacy in a distributed environment.

The rest of the paper is organized as follows. In Section 2, after a general overview of DOSNs, we propose a coarse classification of existing systems and we introduce the main research open issues. Section 3 presents the structures used to represent social data. Section 4 introduces current techniques to guarantee data availability and classify them, while Section 5 discusses and classifies the techniques used to spread social information. In Section 6 we describe data privacy in DOSNs. In Section 7, we present relevant examples of DOSNs. Section 8 discusses the limitations of current solutions and open problems and concludes the paper.

2. Decentralized Online Social Networks: overview and key research challenges

A general model for the decentralization of the services in an OSN is given in [8], where a DOSN is defined as a distributed system including a Social Network (SN), a Social Networking Service (SNS) and a Communication and Transport (CT) level. Using a network stack layering representation, SN is located on the top layer, SNS is the intermediate layer, and CT is the bottom one. The SN level provides the common social network functionalities, such as chat, mails, wall posts and/or tweets, etc., while the SNS is usually implemented by a P2P network, i.e. a distributed network composed of a large number of distributed, heterogeneous, autonomous, and highly dynamic peers sharing their own resources (processing power, storage capacity files contents, etc.). The participants of the P2P network can act as a server and a client at the same time and their functionalities are accessible by other peers directly, without passing through intermediary entities. Finally, the CT level consists of Internet, mobile or opportunistic infrastructures that are used by the above levels to communicate.

DOSNs can be classified by considering the overlay connecting the peers of the users participating to the social network and, possibly, a set of external resources. As shown in Fig. 1, DOSNs can be classified in three categories. A first coarse grained distinction depends on whether external storage services are exploited. Solutions exploiting only the peers of the users participating to the social network can be further classified as:

- solutions exploiting a Distributed Hash Table (DHT-based system), whose nodes are those of the users participating to the social network, where the overlay connecting the peers is defined by the specific DHT topology. The DHT can be exploited both to store the social content and as an indexing service.
- proposals where peers are connected through a social overlay (SO) (SO-based system), where a logical connection between a pair of nodes corresponds to a friendship relationship. Solutions is this class may also exploit a DHT, generally only as an indexing service.

In those systems that exploit the DHT to store social content, data are stored encrypted in the DHT [9]. Since mapping of data to node storages is guided by an hash function, users can not control where data are stored. Other systems choose “trusted” nodes to store content replica and use the DHT only to index these replica.
In this case, the use of cryptography is not mandatory due to the use of trusted nodes.

Let us define the concept of social overlay in more details. In a social overlay nodes are connected to other nodes corresponding to social acquaintances, as explained in [10]. In the simplest model the links of the social overlay correspond to the links of the social graph, in particular each user is connected to all other users in its ego network. The ego network [11] is a social network model typically used to model a social overlay. Let us consider the classical model of OSN described by a graph \( G = (V, E) \), where \( V \) represents the set of users and \( E \) the set of links modeling the social relations between them. When considering the simplest formalization of OSN, \( G \) models relationships self-defined by each user (for instance friendship relations defined by the users in Facebook) and contains an edge between any pair of friends. The ego network of a user represents a structure built around the user that contains its direct friends, known as alters and also the direct connections between the alters. Formally, each vertex \( u \in V \) can be seen as an ego and \( EN(u) = (V_u, E_u) \) is the ego network of \( u \) where \( V_u = \{u\} \cup \{v \in V \mid (u, v) \in E\} \) and \( E_u = \{(a, b) \in E \mid a = u \lor b = u \lor \{a, b\} \subseteq V_u\} \). \( N(u) = V_u - \{u\} \) is the set of adjacent nodes of \( u \).

The simple model where each link of the ego-network corresponds to a link of the social overlay is not realistic, because ego-networks may be very large. In SO-based DOSNs each user defines connections with a subset of the nodes in its ego-network, and the choice of these nodes may be different according to the specific ego-network. In SO-based systems, each user has a set of replicas, but it keeps its data until it is online and transmits them to the requesting friends through the social overlay. When the user is offline, the set of replica nodes are responsible to manage data on behalf of the owner.

Note that, actually, many DOSNs are based on an hybrid architecture that exploits both a social overlay and a DHT for managing the overlay, i.e. for bootstrapping new users, for look-up services, and to guarantee a complete connectivity of the network.

Finally, due to the advent of cloud services, several DOSNs integrate the distributed layer with external resources, such as cloud storage services. In the following, we will refer this second class of solutions as external resource-based proposals.

2.1. Research challenges

Decentralizing the functionalities of the OSNs requires finding solutions to tackle the issues associated with the decentralization. The focus of this survey is mainly on the challenges associated to the Data Management Services for DOSNs. With this term we refer to the set of functionalities needed to guarantee data availability, the diffusion of social information, and the protection of social data. In a centralized OSN, the servers guarantee both the availability and the diffusion of the information, with a cost in terms of privacy. In a distributed system, such as a P2P network, guaranteeing both the data availability and information diffusion is a challenge due to the dynamic and distributed nature of these systems. Specifically, the main challenges for defining the Data Management Services are the following ones.

- **Data availability/persistence.**

  Current social networks allow a user to set its presence information (e.g., being online, busy, offline) and share this information with the other ones. Some social network rely on users to select their presence status, while in other applications, mainly mobile applications, the status is often inferred from the activity of the user and set to offline when the application is executed in background. Instead, in this paper, whenever we hereafter refer to a user being online, we mean that the user’s application is running in foreground or in background, and does not refer to the current presence status of the user. Similarly, we refer to a user being offline when its application is not running because the user has logged out.

  The problem of data availability occurs because data in a DOSN are stored on users and are available only when the user is online, while they should be always accessible, even when it is offline. Without a centralized storage, data should be therefore replicated on other nodes to be always available. This is one of the most important problems in every distributed system, but it is particularly important for DOSNs, where social contents are very frequently required by users and the amount of new contents is very high (if we consider OSNs, such as Facebook, the last year there were 500,000 Facebook likes every minute and 1.3 million pieces of content were generated every minute of every day\(^2\)).

  The high level of dynamicity of DOSNs infrastructures makes the problem more challenging. Dynamism is a well-known characteristic of distributed systems, like P2P or mobile networks, where peers can enter and leave the system at any time, even if dynamism of users of a social network has some peculiar characteristics. Note that two types of dynamism can occur, at different levels. The first type of dynamism regards the infrastructure and is related to the churn of users corresponding to the user logging in/off the social application. Therefore, in different snapshots, the social overlay may change due to the users’ churn.

  Furthermore, since social relationships can change due to the addition and/or the removal of relations between users and of the number of users of the DOSN, the structure of the social graph changes during time. This second type of dynamism is present also in centralized OSN, but in DOSN it may have an impact on the structure of the underlying overlay, especially for SO-based proposals.

  - **Information diffusion.** In a OSN, each update from one user must be notified to all its direct social contacts and beyond (i.e. friends of friends), depending on the type of social network. In a DOSN, the definition of mechanisms for the diffusion of data is therefore fundamental. These are required, for instance, to manage users’ updates, i.e. status updates, published posts, comments and so on. Each update from one user must be propagated to all its social connections in a scalable and efficient way.

  - **Privacy.** Data can be stored not only on the node of profile owner, but also on others which can be both known and unknown nodes. The classical requirements for privacy should be refined to consider the context of DOSNs. Moreover, in an OSN, users’ data may be characterized by different levels of privacy. Without specific mechanisms for guaranteeing privacy, data could be accessed by everyone so causing privacy breaches. Encryption is usually used in DOSNs to keep control over social contents. However, the classical requirements for privacy should be refined in the context of DOSNs.

Other important challenges are summarized in the following list:

- **Scalability.** Mapping a social graph onto a distributed network can be very expensive due to the number of social links for each node, so the cost of mirroring the social network links into distributed network links can be high, and it can be very inefficient due to the high number of inactive links.

- **Topology.** In classical P2P applications, such as file sharing, nodes are connected with unknown nodes in the network and
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\(^2\) https://socialpilot.co/blog/125-amazing-social-media-statistics-know-2016,
they exchange content with any other nodes in the network. In a DOSN, the information about social relationships is important and nodes may be connected according to their social relationships. This should facilitate operations such as information diffusion or data storage, and also the definition of trusted overlay connections. As a downside, given the possibility of a relatively small set of friends, this would limit the availability and robustness of data access. For these reasons, finding an overlay topology that exploits social relationships and, as the same time, overcome previous limitations, is a current challenge.

- Physical locality. Today, mobile devices are the most used way to connect to the Internet, and in particular to the OSNs. The introduction of these devices has enabled the creation of mobile social networks connecting people that are physically close to each other. This opens the way to novel challenges, for instance taking advantage of users’ close proximity for the definition of ad-hoc virtual communities or detecting the periodic physical locality patterns of the users to improve their knowledge about opportunities to socialize.

3. Social data representation: an overview

In this section, we briefly review how social data is generally represented. Like in OSNs, also in DOSNs a user is represented by a profile that can be considered his/her digital proxy, stored on one or more nodes. In detail, a profile represents the virtual identity of the user, and usually contains personal information, like private information (name, date of birth, town, etc.), friends list, posts (or tweets), comments, videos and photos [12]. DOSNs adopt several solutions to represent users’ profiles as containers of social contents.

In [13] a social profile is hierarchically modeled by a tree whose nodes correspond to the social contents. Each node is paired both with a unique identifier and with a privacy policy describing the access policies to that content, while the root of the tree is the entry point for all the data contained in the user’s profile. Fig. 2a shows the hierarchical organization of a user’s profile, including, at the first level, the post and images content categories, and, at the second level, the specific posts and images. Each node of the tree is paired with a privacy policy that defines a set of authorized users.

In DECENT [14] a profile is a root object, which contains references to container objects (Fig. 2b). A social content like a status update, a shared link, a photo or video, or a photo album is stored in a container object that has two components: the main content and a list of comments/annotations. Indeed, each profile is hierarchically organized, but without enforcing a tree structure. Indeed a single object can have multiple parents objects (i.e. a photo or a video).

In LifeSocial.KOM [15], social contents, i.e. Data Objects, contain atomic information, like a profile or a photo, and also additional links to other objects, for instance a Data Object representing an album contains links to a set of photos. Distributed linked lists are used to store the objects linked to the original atomic object.

In [16] data are managed as items and the system supports two kinds of items: objects and access policies. Objects are the core of the user’s profile. An object is immutable, like Facebook wall posts, comments, etc. Every object has a unique descriptor containing information about the owner, a sequential number, and an expression in the access-policy language proposed by Confidant [16]. Objects consists of meta-data header followed by the content. The owner and the sequential number uniquely identify the object.

4. Data availability

One of the main challenges for distributed systems in general is guaranteeing data availability when the application of the data owner is offline. Several techniques have been proposed to solve the data availability problem in the general context of distributed systems; for instance, distributed caching [17,18], dynamic data replication [19] and erasure coding [20]. However, traditional approaches can not be easily adapted to DOSNs because of the different usage patterns [21]. Indeed, OSN applications online sessions are different with respect to temporal patterns of other applications, for instance file sharing or content distributed networks [22], and for this reason, techniques such as erasure coding are not easy to implement.

Moreover, users’ social data are generally accessed only by specific sets of users, for instance its friends or friends-of-friends. These peculiar characteristics of DOSNs may be exploited for managing social data storage and retrieval. For instance, a user could choose its friends for storing its private contents, because these nodes are considered trusted and can also exploit the knowledge of their temporal behaviour to choose the best node(s) where to replicate the data.

In the following sections we describe the techniques currently used to guarantee data availability in existing DOSNs which will be presented in detail in Section 7. Fig. 3 presents the main classification of current proposals that follows the DOSNs categorization shown in Fig. 1. We describe for each category the main characteristics used to implement data availability approaches. For instance, as described in Fig. 3, DHT-based approaches use the DHT as
storage or they exploit it as a globally search-able information directory where they store information about pointers to replica nodes, chosen among both trusted and untrusted nodes. The set of trusted nodes is chosen by using temporal information and social graph properties. The various parameters used in selection replicas can be classified as showed: prediction and session length are used as temporal information and interaction between users is chosen as property of the social graph. Solutions presented hereafter are typically designed to be general and not specific to any type of content, such as photos or profile information.

4.1. Data availability: storing content on the DHT

DOSNs, which use a DHT for storing social data, rely on the underlying DHT replication mechanisms for data availability. The DHT guarantees a high level of availability by distributing and replicating data among the online peers. In this way, data are always available and usually, they are also evenly distributed among the peers, depending on the load balancing mechanisms of the underlying DHT.

However, the use of a DHT for storing social data in DOSNs has several associated problems. Since in a DHT the mapping of data to nodes is governed by the hash function, the user cannot control it and its data are, in general, stored on untrusted peers. This may arise privacy concerns similar to those of a centralized solution, which are generally tackled by exploiting cryptographic solutions.

The second concern regards the huge amount of social data generated by current OSNs which may produce a lot of traffic in the underlying social overlay. For example, Facebook users generate 250 million posts per hour and users like over 4 million posts every minute. With a high level of social contents generated by users, the performance of a DHT are reduced due to the continuous production of new contents. Several “latent” interactions may also be present, which are passive actions such as profile browsing that cannot be observed by traditional measurement techniques. Latent interactions affect the traffic of social contents in the network and they are much more prevalent and frequent than visible events.

When a content is stored on a DHT, each access to social data implies a sequence of routing steps to retrieve it. Though most DHTs define efficient routing algorithms, the traffic on the network increases by a factor proportional to the number of routing hops required to access a content.

Finally, the high dynamics of DOSNs implies a high maintenance cost for the DHT, in particular a high overhead for maintaining the data structures required for the routing service [24].

4.2. Data availability: exploiting trusted nodes

An alternative solution replicates users’ data on trusted nodes. This solution is generally implemented in SO-based DOSNs, where data is generally stored on nodes connected to the user’s node through social overlay connections. However, common P2P replication techniques are not suitable in a SO-based DOSNs due to the different characteristics of the online behaviour of social users compared to other P2P applications, such as file sharing. Indeed, the online patterns of DOSN users are more discontinuous than in traditional decentralized applications [22,25]. Considering the use of trusted nodes, the availability of data is strongly dependent on user behaviour. The analysis of the users’ behaviour is essential to guarantee a high level of social-data availability [12,26,27], and current proposals exploit the behaviour of users to define specific replica selection strategies. The most important parameter for the replication strategies is the temporal behaviour of users. As explained in [28], availability is not well-modeled by a single-parameter distribution, but instead it is a combination of several time-varying distributions: short-term daily joins and leaves of individual hosts, and long-term host arrivals and departures. This characterization is a consequence of the different behaviour of users in a DOSN. Indeed, as explained in [25], user sessions are shorter than 20 min (median value of 24 min). Only a few users sessions have a long duration, exceeding two hours. In Section 4.4 we describe the selection strategies used to guarantee the data availability when trusted nodes are used, even when the approach exploits also a DHT.

4.3. Availability in External Resource-based Solutions

External Resource-based DOSNs offer a compromise between the use of a centralized server and a completely decentralized system. Data availability in External Resource-based DOSNs is guaranteed by exploiting external resources, generally cloud services. Cloud services are currently a well-known solution because they provide a storage service always available and which can scale up and down to address any storage capacity requirement.

Several solutions exploit hybrid solutions that combine distributed storage with cloud services. One of the main motivations for a hybrid solution is to increase the Quality of Service (QoS). In [29], authors show that a pure distributed storage, like the ones used in SO-based DOSNs, may have poor QoS. To address this, [29] proposes F2BOX, which allows to tune the QoS level by tuning two parameters: the target level of data availability and the fraction of data stored in the Cloud.

In [30], a Cloud-assisted data replication (Cadros) is proposed which uses full replication to increase the data availability and erasure codes to store data in the cloud. In detail, Cadros employs two data replication techniques: all data replicas generated by full replication are stored among friend nodes, while conventional erasure coding techniques are used to store data segments in the cloud, to avoid the complexity of using encryption. By applying the erasure code, the original data are split into m data segments, which are then encoded into n new data segments. When a user needs data, only r data segments of the n encoded segments can be used to reconstruct the original data. In Cadros, nodes can be online or offline, and the online and offline sessions follow certain probability distributions. Moreover, users publish data following certain probability process (e.g., Poisson process). This probabilistic behaviour is taken into account to generate the full replicas, and it is used to predict the values of two metrics: the storage
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capacity that the friend circle can contribute to and the amount of data friends requests can update at a future time point. When a user publishes content, the data replicas are created and stored in the storage pools, which are either the online friends or the Cloud server. If the storage capacity is unlimited, the newly published data will just be added. Instead, if the storage capacity is limited and/or the storage space is already full, the oldest data will be replaced with the new one.

In [31] three schemes for storing data are proposed: a cloud-based scheme, a desktop-based scheme and, a hybrid scheme. The three schemes differ in the placement of Virtual Individual Servers (VISs) and personal data. In cloud-based decentralization, VISs are hosted by an infrastructure such as Amazon Elastic Compute Cloud (EC2), and the main advantage of this scheme is its high availability. Unfortunately, hosting a VIS in a cloud is currently costly. In the second approach, VISs run on desktop-class machines owned by users. This solution is partially distributed and has a lower cost, but it suffers from lower availability due to the high churn of users. To increase availability, authors propose the third approach which is obtained by combining the desktop-based scheme with a cloud-based service. This approach has the potential of combining low cost and high availability.

4.4. Replica selection strategies

As said before, replication is the most used technique to manage the data availability problem in DOSNs. A replication technique is characterized by a selection strategy used to choose where to replicate the data (replica nodes).

In this section we do not discuss replication strategies for DHT-based DOSNs which store content only on the DHT, because, in this case, replication strategies are those of the underlying DHT and are not under the control of the DOSN. However, we consider all the strategies that involve trusted nodes, even when the DHT is used.

In recent years, several replication strategies have been proposed which may exploit different policies for replica placement: [7];

- strategies based on trust relationships of a user with other ones.
- strategies based on specific parameters. The most relevant is some statistic measure of the online sessions of the friends’ application.
- replicas chosen by the user itself.

The two major users’ features used to define a replication strategy are the following ones [12]:

- Temporal behavior. The analysis of the behavior of the users in terms of online presence in a system is defined as temporal behaviour. In a social network, both centralized and distributed, this concerns the user’s usage of the system, which may be active, by producing social contents, or only passive, when the user only access the social content of the other ones.
- Social graph. The social graph may guide the replication strategies, by exploiting social information such as friendship type, common interests, closeness, trustworthiness, tie strength, etc. The two main features generally exploited to define a replication strategy are: the friendship relationships [32–36] and the trustworthiness, usually estimated by the level of social interactions [12,13].

Before investigating the different replication strategies more deeply, we introduce the main metrics used to evaluate the effectiveness of a replication strategy in DOSNs: Pure availability and Friend Availability [33]. These metrics are proposed because in a DOSN the availability can be considered not only as the availability of data for all the users, but also as the availability of the data for a set of interested users, called friends. Pure Availability measures the fraction of time data is available in a given time period. In the context of DOSN, however, people interested in the user’s data are primarily its friends. For this reason the Friend Availability has been introduced to measure the fraction of time a user’s data is available when its friends are online.

Other metrics concern the replication degree and the peer load [32]. The replication degree is the number of replicas hosting a user’s profile, instead the peer load measures the storage load of a peer due to the number of social contents assigned to it.

4.4.1. Replica selection guided by temporal behaviour

The main difference between all strategies in this category is how the temporal behaviour is modeled.

A common problem in designing the replication strategies based on temporal behaviors is the lack of public available statistics about the online behaviour of users in existing OSNs. However, in the last few years, some studies have been conducted. In [37], an empirical study of the various system properties of DOSNs and the parameters that influence them have been investigated. Authors explained that one of the most important parameters to characterize data availability is the online time of a user, while the properties of the social graph are generally used to minimize the number of replicas, or to manage the load balancing.

A typical information used to define a selection strategy exploits the session length, as presented in [12]. Several studies generate synthetic models of the temporal behavior of a user, and of the corresponding sessions length, because of the lack of real dataset. These approaches usually take into account the behavior of the users in other distributed applications. For instance, in [37] three different user session time models are presented. Authors assume that a user could be:

- **Sporadic**: a user is online several time a day sporadically. Authors adopt a fixed session length of 20 minutes, as a conservative choice, on the basis of the results collected from the Orkut social network.
- **Continuous-Fixed Length**, all users are assumed to be online, each day of the week, during a continuous time window of a fixed length; the time slot of a user session is centered around the majority of the observed time of their activity.
- **Continuous-Random Length**, it is the same of the previous model, but each user randomly chooses its own online session length time window in the range [2,8] hours.

The Sporadic model is considered by the authors as the most realistic one. In [33], the session length is modeled, independently from the session starting time, using the Weibull distribution.

Some approaches exploit evaluations based on real datasets. For instance, [25], analyses a Facebook dataset containing the online user behaviour. Real data show a daily temporal pattern of users and each user has, on average, less than 100 daily sessions, while the average number of daily sessions for user is less than 4 sessions. Almost half of the sessions are shorter than 20 min and a significant percentage (about 34%) of sessions are less than 10 min. Almost 50% of users present an inter-arrival time shorter than 1 hour. These data are confirmed considering a larger period of 1 month [26].

Another current trend is using predictors to foresee the availability of users. A predictor takes into account the history of the online behaviour of a user to predict if a user could be online in a specific interval of time. In [26], a linear predictor is used to choose the replica nodes. In [38] authors define five different features, which differ depending on the set of users considered (individual or global) and by periodicity (daily, weekly, and flat) and combine them with logistic regression, to predict the probability for each individual user to be online in a future time instant.
An example of a replica selection strategy exploiting previous techniques is given in [32]. In this work the users’ online time periods represents, with a predefined granularity (e.g., minutes, hours, days), the time period during which they are active on the social network. This parameter can be either a user input or it may be approximated from the users activity history by exploiting one of the techniques previously discussed. The replica selection algorithm chooses the minimum number of replica, chosen among trusted friends (see next section), that maximize the availability of the user profile, on the basis of their online period. The replica selection is modeled as a set cover problem, and, since this problem is NP-hard, an approximated greedy algorithm is defined which selects, at each step, the longest uncovered online period.

4.4.2. Replica selection strategies guided by the social relationships

Another common trend for the replica selection is the definition of a set of trusted nodes, which are chosen by exploiting friendship relationships (friend nodes or friend-of-friend nodes). Trusted nodes are used as replica nodes. Some proposals consider all friends of a user to be trusted for hosting the users profile replica, while others exploit other notions of trustworthiness. In the first case, since replicating data at all friends could affect the cost of storing data in multiple copies, in particular for users with a large number of friends [27], some further criteria is needed. Most of the proposed approaches delegate to the user the choice of trusted nodes. Only few approaches analyse the interactions between users to define trusted nodes.

In the approach proposed by [32], each user elects a set of trusted users, among its friends, able to store its profile content and also to enforce access control on the access requests to the profile. A subset of the trusted nodes is the Trusted Proxy Set (TPS), which hosts the replica of its social content. Four algorithms are proposed for the computation of the TPS [32], respectively, minimizing the number of replicas, minimizing the update propagation delay, minimizing the access cost incurred in accessing a user’s profile and, maximizing the replication gain. Moreover, authors define a set of selection policies [37] which take into account the online behaviour of users and they exploit various criteria, such as the choice of random friends or the choice of the most active friends.

A similar approach is proposed in [12], where trustworthiness and number of replicas leads selection strategies. In a trusted network built by exploiting the interactions between users, authors propose selection strategies to choose trusted Point of Storages (PoSs). This work exploits both social and structural properties of the social graph, but also the users behaviour. Indeed, a numerical value, called SocialScore is computed for each user to measure the users suitability as PoS of a specific node, and it takes into account the tie strength, the gain in terms of trusted connections obtained by the election of a node, and the average duration of a user session that it is a easy way to represents the online behaviour of a user.

4.4.3. Other approaches

In SuperNova [39], a new node joining the DOSN, initially relies on a set of super-peers to replicate its data. The list of super-peers is public and super-peers are selected on the basis of the list of services they provide, as how much data they can store, for how long they can store (e.g., for one month), the content they want to store, etc. Instead, Storekeepers are lists of users who have agreed to keep replicated data of another users so that when a particular node n is offline, the friends of n can contact storekeepers to access its data. Hence, Super-peers or Storekeepers, act as bridges between the user and its friends. Super-peers collect information on nodes and suggest to each node that other node can act as a storekeeper for it.

5. Information diffusion

Nowadays, OSNs produce a huge amount of contents and interactions. The strategy adopted to propagate social data plays a key role to deliver data to targeted users with a limited latency, and avoid message duplication. While in legacy OSNs information diffusion can be carried out by the central provider by exploiting the whole social graph, it is still an open research challenge for DOSNs.

The problem of data dissemination in distributed systems like sensor networks, P2P platforms, and mobile networks, has already been investigated. Existing techniques include publish/subscribe methods [40,41], gossip/epidemic protocols [42,43], probabilistic routing based on prediction [44], distributed caching [45], broadcast approaches [46] and Content Distribution Networks (CDN) [47].

Information dissemination in structured P2P networks may exploit publish/subscribe (pub/sub) techniques which rely on rendezvous nodes to bring information from a publisher to its subscribers [48]. In general, subscribers register their interests in a topic and then asynchronously receive events matching their interest. However, rendezvous nodes can become bottlenecks for the application performance and pub/sub methods in structured distributed systems are sensitive to the dynamics of the network because of the need to maintain subscription information in presence of rendezvous nodes churn.

A gossip-based protocol is based on a repeated probabilistic mutual exchange of information between nodes. In general, gossip protocols are the right choice when scalability and reliability in spite of high level of failures are major concerns. Gossip protocols are more generally adopted in unstructured systems, because they are less susceptible to user’s churn and more robust to failures and ensure, with a high probability, that a node interested in a content will eventually get it. Furthermore, they allow to tune several parameters according to the required reliability level.

Hybrid solutions exploiting gossip in structured networks, mainly for spreading information, are also possible. In the following sections, we will restrict our analysis to the information diffusion techniques currently used in DOSNs to disseminate social content updates.

5.1. Information diffusion in DOSNs

In a DOSN, the information diffusion is related to the update dissemination process. Users’ profiles are continually updated and these updates must be distributed in the network to make it available to all the interested users. Information diffusion methods in DOSNs may be classified as Request-Reply or active dissemination approaches. In a Request-Reply method, an interested user explicitly sends a request to obtain a profile update. This solution is generally exploited to ask for social contents to nodes storing replica of the users’ profiles. The node responsible for the content replies to the request providing the update to the interested node. An example is shown in Fig. 4a. When the owner creates an update, it sends it to the replica that stores the update. The interested nodes may ask for that content to one of the replicas, when the owner is offline.

Instead, an active dissemination method requires each content to be actively propagated by the node that has generated or updated it. Content updates (i.e. the news feed of Facebook), are sent by the node generating the update to the others, by considering the structure of the social graph and potentially the privacy policies. These methods generally exploit epidemic protocols that have been proved to be reliable and robust for data dissemination in P2P and wireless networks, or broadcast dissemination protocols (Fig. 4b).

A classification of the main methods for information diffusion in DOSNs, is shown in Fig. 5. The classification takes into account
the way replicas are updated in the case of Request/Reply approach and the way information is diffused in the Active Dissemination approach. In detail, the request/reply approach considers the existence of replicas of the information that needs to be updated. The update of replicas is done by exploiting the DHT and by using epidemic approaches, such as gossip techniques. In the Active Dissemination, the information is directly diffused through the interested nodes. The diffusion is implemented by considering broadcast or gossip protocols.

Solutions using external resources combined with distributed storage may exploit one of the previous approaches or a combination of them. For instance, in [49], a cloud-assisted dissemination approach is proposed. When a user generates a content update, this is first encrypted and sent in the cloud, in a space controlled by that user, afterwards, the update is actively disseminated among the nodes via trusted links.

5.1.1. Request-Reply methods

Request-Reply methods are mainly used in systems that use data replication on trusted users, or exploit caching of social data. [32] shows how replicating profiles guarantees availability. The profile updates are propagated as follows. The replica of a user’s profile accepts updates from the user’s friends asynchronously and when an update is received, each replica pushes it to all other replicas. When a replica comes online, it announces itself to all other online replicas and pulls each update that has been collected by the other ones. Eventual consistency is guaranteed by the use of vector clocks. The mapping from a user to its replicas is stored in the DHT, by exploiting as key the unique identifier of the user. When a user \( u \) wants to access the profile of a friend \( f \), firstly \( u \) accesses the DHT to obtain a reference to the replica of the profile of \( f \), then requests the content directly to a replica that performs appropriate authorization.

In [50] and [51], a Social Caching approach is presented. The authors observe that an active dissemination approach requires to establish \( O(n^2) \) network connections (where \( n \) is the number of friends), to spread a social update. Therefore, they propose Social Butterfly [50], a system that selects nodes acting as Social Caches to reduce the total number of connections necessary for data dissemination. Social cache nodes act as “local servers”, while the remaining nodes are assigned as members of one or more social caches to form Social Clusters. A member node only contacts the social caches it is associated with, while a social cache can be a member of multiple social clusters. Content producers push social updates to the social caches they are connected to, while consumers fetch data of their friends from their social caches. This solution is not fully distributed because it requires a knowledge of the entire social graph. In [51] authors propose SocialCDN, an evolution of the previous solution, which is a fully distributed solution that does not require global knowledge about the entire social graph. The problem of minimizing the number of social caches is close to the Neighbour-Dominating problem and the authors propose a fully distributed algorithms to solve this problem. The selection of social caches is social-relationship driven and social caches are selected to cache updates only for friends to ensure security requirements and only allow one hop communication. A similar approach is also used in Supernova.

Request-reply approaches are used also for external resource-based and hybrid solutions. In [16], replica are stored on storage servers, which are selected among the user’s friends, while name servers managing the addresses of online replicas and information on replica synchronization are stored on external resources, i.e. cloud services. To store a new data, a client connects to one of the first available storage servers and submits a store-request message. Instead, to retrieve new objects, a client requests the list of online replicas from the cloud server and contact one of them.

In Vegas [52], friend nodes exchange one or more addresses of external services. In case two friends want to exchange a message, one of them selects an external resource and sends the message to it. These external resources act as mailboxes and they can be implemented by email, SMS, instant messaging, and micro blogging (like Twitter).

5.1.2. Active dissemination methods

Several active dissemination methods are based on gossip techniques. The gossip-based update dissemination protocol proposed in [10] uses two gossip protocols to propagate an update: rumor.
mongering protocol and an anti-entropy protocol. The rumor mongering protocol, is based on a push exchange strategy, where nodes periodically select a neighbour node, and send (push) the content to this node. This approach is used to disseminate updates quickly, however it may generate several messages. For this reason, the protocol is complemented by an anti-entropy push-pull protocol [53]. The protocol runs in background with respect to rumor mongering and guarantees that all nodes that become and remain online for a long enough period eventually receive all updates.

[10] focuses only on the rumor mongering protocol and observes that the standard protocol has to be modified to take into consideration the characteristics of social networks. As a matter of fact, in complex networks clusters are not uniformly distributed like in others complex networks and, for this reason, dissemination proceeds very quickly in the regions characterized by an higher level of clustering and generates lots of duplicates. [10] improves the protocol by piggybacking histories on each message and by defining a set of selection strategies that take into account the topological properties of social networks. Histories are useful in highly clustered regions of the network, because they record who received a given update and allow nodes to not re-send an update to nodes known to have it. Furthermore, three strategies are considered to select the node receiving the update: a random, an anti-centrality and a fragmentation-aware heuristics. In the first heuristics, a node is chosen uniformly at random as in [53]. The anti-centrality selection strategy assigns to nodes a selection probability that is inversely proportional to their degree so avoiding to favour the propagation in high density regions at the expense of low density ones. The fragmentation-aware heuristics computes the fragmentation of a node as the number of connected components that remain in the graph built by considering the neighbourhood of the node if it is removed. The protocol must guarantee that at least a node for each connected component in the fragmented graph is selected.

In [54] a new epidemic protocol able to spread social updates in SO-based DOSN overlays is proposed. Social updates are spread by exploiting a novel centrality index, the Weighted Ego Betweenness Centrality (WNEC), which discriminates the shortest paths crossing an ego according to the weights of the edges on those paths. The information diffusion algorithm first discovers the community in the 2-hops ego-network of a node. When the node generates a social update, it selects a neighbour for each community and sends a copy of the update to it. The diffusion of the update inside the community is performed by a gossip protocol guided by the knowledge of the WNEC of its nodes computed with respect to nodes that generate the social update.

GoDisco [55] focuses on dissemination of social data by both using exclusively social links and exploiting a semantic context. Nodes inform their neighbours about their interests and they keep track of the behavior of their neighbours. This knowledge is used in the dissemination phase by mapping the semantic value of a message to the interests of the neighbour nodes. As an extension of this work, in [56] authors propose GoDisco++. The novelty is the exploration of a multi-dimensional social network, whose semantics can be exploited to achieve better dissemination characteristics. Social triads are exploited to avoid duplication among nodes. The essential idea is to avoid forwarding a message to the common neighbors of the node. Furthermore, the approach uses a feedback derived locally by nodes by exploiting the experience gained from previous disseminations.

In [57] an approach exploiting selective propagation of social data is proposed. It takes into account interactions between users to model the strength of relationships in an area of specified interest between interacting users. Users tag their updates according to the interest area. For the propagation of social data belonging to a specific interest, the strength of relationship between users is computed and it is increased or decreased according to the interaction between users. Initially, the system has an equal value of relationship strength for all the users, so that propagation of social data reaches all friends of the user. Afterwards, all changes to the relationship cause a selective propagation of data, according to an interest level and filtering of irrelevant data.

5.1.3. Hybrid approaches

Some approaches exploit both request-reply and a gossip protocol to acquire knowledge of social data. In Cachet [58] data are stored encrypted on a DHT. However, since access to contents stored on the DHT can take hundreds of seconds, and thus it is unpractical for a real social network, a gossip-based social caching algorithm is also exploited. In this way, social trust relationships are exploited in combination with the DHT, to optimize the performance of the system. When a node joins the system, it performs a set of DHT-look-ups to identify some on-line contacts, then it contacts them to obtain information about the presence status of further mutual contacts. After this process, if the presence status of some other contact is unknown, the DHT is accessed again for retrieving the status of these contacts. New updates are immediately propagated to online social contacts. When an offline user comes back online, a presence protocol is used to locate online contacts and query them directly for updates. Social contents and updates are retrieved by using a pull-push gossip protocol. When a node $n$ is contacted by another node $m$, it pushes all the cached objects that $m$ is authorized to read.

6. Privacy and Security

DOSNs effectively address the main privacy concern of centralized OSNs, because personal data are no more under the control of a centralized provider, such as in Facebook, but are managed by the users themselves. Users do not depend on an external OSN service provider to maintain their data, and the absence of a single control point cuts out several privacy breaches. However, the decentralization of OSN services raises new privacy and security challenges that were previously addressed by the central authority.

In this section, we aim at identifying the security problems arising from the decentralization of data. For this purpose, we refine the classification presented in [59] of security and privacy issues in OSNs. We focus our attention on security and privacy issues that concern DOSNs and organize them into the following categories:

- Privacy breaches: all the attacks that try to strike the users’ privacy exploiting the huge amount of users’ data available in the system.
- Impersonation attacks: the attacks related to the creation of fake profiles used to access data that are not public.
- Viral Marketing: the spamming and phishing attacks that use the OSN services to disseminate unsolicited messages or malicious software to get users’ confidential informations.

6.1. Privacy breaches

OSN users produce a huge amount of contents and personal information that they would like to share only with their direct friends. However, in centralized OSN all data are stored in the server(s) of the service provider and users must trust that it protects all their personal information. [59] highlights several privacy breaches: centralized, distributed, and from third party. Here, we focus only on the distributed privacy breaches due to the decentralized nature of DOSNs. To this end, firstly, let’s define the security properties that a DOSN should ensure to their users:

Confidentiality. This is the primary security requirement in DOSN. User’s data must be protected from unauthorized access
and only those users who are explicitly authorized by the content owner can read it.

**Anonymity.** The identity of users and the type of relationship between them should not be inferred by observing the events occurring in the DOSNs. Hence, users’ identities must be anonymized and remain hidden from third untrusted parties, as well as the actions performed by the users.

**Integrity.** Users’ identity and their data must be protected against unauthorized modification and tampering. DOSNs must ensure that the contents posted by users’ friends are not corrupted.

**Authentication.** The authentication has to assure the existence of real persons behind a registered OSN profile.

To guarantee confidentiality, users need mechanisms to define who can access their data by using access control policies, at different levels of granularity, provided by the system. Only users who have the permission of the owner can read and/or write the contents. Moreover, communication between trusted parties and the information about all users and their actions should remain hidden from any other part, internal or external to the system. The sender and the receiver of the communication must be authenticated and the communication itself must provide confidentiality and integrity.

Currently, most DOSNs address the privacy issues coupling a distributed approach with encryption techniques. This is largely adopted in DHT-based DOSNs, where data is stored on untrusted nodes. Typically, social contents in OSNs are small sized and each data should be encrypted separately for different sets of recipients to achieve fine-grained access control. The decryption of the social contents generated by friends might be quite time consuming, when the number of contents to access is large. As a consequence, the design of current DOSNs may suffer from performance issues arising due to the fragmented structure of the data.

Since asymmetric cryptography is more computationally intensive than symmetric cryptography, encryption systems based solely on asymmetric cryptography are not generally used. Most of the current DOSNs are based on the conjunction of symmetric and asymmetric cryptography, which is much more efficient since the object itself is encrypted using a symmetric cipher, and then the symmetric key is encrypted multiple times with the public keys of the receivers. However, if the number of users accessing the content is high, the overhead required by first encrypting the content with a symmetric key and then by encrypting the symmetric key with the asymmetric keys, is quite significant [60]. The authors in [64] analyze the existing security mechanisms for DOSNs by comparing them in terms of efficiency, functionality and privacy.

A large collection of papers seek to propose cryptographic mechanisms more suitable for DOSNs. Gunnar Kreitz et al. [61] focus on the problem of cryptographic primitives that hide the users’ data but reveal access policies and they introduce Predicate Encryption (PE) [62], like the Attribute Based Encryption (ABE). A user profile is defined as a set of multiple objects encrypted for different users. Additionally, a Bloom filter is used to store users who can decipher the objects. Datta et al. [63] use a threshold-based scheme to address the problem of back up and recovery of the user’s private key in a network of untrusted servers. To improve security of the secret sharing protocol they propose a mechanism to select the most trustworthy delegates based on the social relationships among users.

Encrypting the content is not enough to hide all sensitive information from attackers, because they could infer sensitive personal information from the properties of the contents (such as size, structure, packet header, etc.) and, in general, from metadata. Note that, in a centralised OSN, the users content is managed by a single party that acts as an intermediary hiding metadata information from requesting users. Thus, meta-data can be inspected by the central provider, but information is hidden from everyone else. Instead, in a DOSN, several parties are involved in storing and communicating social content, and even if encryption is employed, more parties can access such information and this aggravates the problem.

The authors in [64] identify the privacy problems that arise when metadata of the contents are shown (see Table 1). They classify the problems raised by inference from the metadata into three categories: (i) inferences from the stored content can reveal size, structure and modification history of the related content; (ii) inferences from access control mechanisms might allow conclusions about a user’s social events; (iii) inferences from metadata’s communication flows (such as direct connection between users or requests for content sharing) allow to infer information about usage patterns, interests or IP address of the users. Finally, the authors list the countermeasures in order to mitigate the described metadata attacks. However, there is not a comprehensive solution that covers all the problems highlighted.

Authentication has to assure the existence of real persons behind registered OSN members. The most important impersonation attacks which can be made in a OSN will be presented in the next section. Most of them can be faced only through the deployment of strong authentication techniques.

Only some DOSN face the problem of defining an authentication service and most of these proposal use centralized identification services. For instance Safebook [8] uses a centralized trusted third party service, the Trusted Identification Service (TIS). A new user has to be invited by one of its real life friends who is already a Safebook member. Then, the user contacts the TIS and provides its identity, together with a proof of owning it. The TIS sends to the user an identifier and a certificate associating the identifier to the user’s public key. Even if the use of a centralized trusted third party service seems to be at odds with the idea of decentralization and may be not acceptable from the users of a DOSN, a central authority (trusted third party) seems hard to avoid, at least in the

| Table 1  |
|---|---|---|
| **Category** | **Metadata** | **Possible inferences** | **Countermeasures** |
| Stored Content | Size | Content type, content property, content fingerprint | Padding, uniform block sizes |
| | Structure | List-sizes (num. comments, num. pictures) | Clean encryption headers, two-layers authorization, placeholder entries |
| Access Control Mechanisms | Modification History | Frequencies of status updates, commenting, etc. | Noise (dummy change operations) |
| | Encryption Header | Content audience size or even identities, num. of friends | Adapted encryption schemes (attribute-based encryption, broadcast encryption) |
| | Key Distribution | Friend status changes | Communication anonymisation, caching, noise, careful protocol design |
| | Key revutilization | Same content audience | Clear encryption headers, two-layers authorization, placeholder entries |
| Communication Flows | Direct Connections | IP address, usage patterns | Noise (dummy change operations) |
| | Structure | List-sizes (num. comments, num. pictures) | Communication anonymisation, caching, noise, careful protocol design |
| | Modification History | Frequencies of status updates, commenting, etc. | Clear encryption headers, two-layers authorization, placeholder entries |
bootstrapping phase. Other mechanisms, like authentication by in-
person contacts, when friends meet in real life and exchange keys
over their phones can also be exploited. An alternative proposal is
that of [65], which exploits OpenID, an open-standard for decen-
tralized ID management. In OpenID, each user is provided with an
identity token asserting the user identity. The token specifies the
issuing authority and it is digitally signed and may be optionally
be encrypted for confidentiality. Unlike system exploiting a single
centralized authentication authority, OpenID allows the use of a
set of distributed authorities and, therefore, it is a solution more
suitable for DOSNs.

As concerns anonymity, almost all current DOSNs proposals
don't provide any strategies to guarantee this property. An exception
is SafeBook, which presents a decentralized approach which faces
the anonymity problem by guaranteeing anonymous communications
through the Matryoshka overlay (see Section 7.2). Indeed, nodes
are connected through radial paths on which messages flow from
the outermost shell to the innermost one by obfuscating the
communication. Another example of system that provide
anonymity is Vegas. Vegas guarantees that a user cannot be linked
to some referenced content by increasing his anonymity. Indeed,
only the user and his friends know the address of datastores, used
to store data (see Section 7.3), and the directory structure to con-
tent mapping.

As concerns the integrity property, it should guarantee the pre-
vention of unauthorized data modification. A solution could be
used classical cryptographic techniques, such as digital signature,
to guarantee integrity of social contents. For instance, in SafeBook,
the TIS, explained before, is also used to guarantee data integrity.
Indeed, the TIS sends a pseudonym to each user. The pseudonym
is used to guarantee integrity and confidentiality to all messages,
which are signed using the senders pseudonym private key and
encrypted using the receivers pseudonym public key.

6.2. Impersonation attacks

Impersonation threats in OSNs such as creating fake profiles
used by OSN hackers to launch cloning attacks, are considered one
of the hot topics for OSN security. The intruder seeks to create
fake profiles to setup fake relations with the victim's friends and
to mount malicious activities such as misusing the reputations of
the OSN users. Impersonating user's identity in OSNs is considered
one of the open issues from security and privacy point of view
considering that these kind of attacks enable the attacker to have
access to a huge amount of social data (name, gender, job, educa-
tion, photos, etc...). The default options in OSNs such as Facebook
is that everyone can access to a profile of another user even if does
not belong to its friend list.

We list the major impersonation attacks in OSNs:

- **Identity Theft:** a malicious user acquires the credentials of autho-
rized users and acts on their behalf, then the attacker sends quest-
us to the friends of cloned victim. The hope of the intruder is
to gain the trust of these users. By establishing friendship relation-
ships with the contacts of the victim the attacker can access the
sensitive personal information of these contacts.

- **Profile Clone:** a malicious user builds a copy of another user's
profile.

- **Profile Porting:** a malicious user creates a profile under the vic-

  tim's identity in an OSN where the victim in not present.

- **Profile Harvesting:** a malicious user gathers data on the partici-

  pant for purposes that the victims have not considered.

- **Defamation and Ballot Stuffing:** a malicious user forges the rep-

  utation of a person using the system.

The impersonation attacks are similar in a centralized and in a
distributed environment. Currently, no definitive defense can pro-
tect against such attacks. Most of the existing proposals suggest
to increase users’ alertness concerning their acceptance of friend
requests, while others exploit challenge-response protocols to dif-
f erentiate people from bots.

6.3. Viral Marketing and Spammers

Viral marketing [66] is a technique, which has recently achieved
huge commercial success, to spread commercial advertisements
through social networks links. OSNs are a suitable target for viral
marketing because it is possible to reach a large number of users
by spreading information through friends and friends-of-friends re-
lationships. Specifically, spamming refers to unsolicited, unwanted
(social) contents sent to all the users (broadcast spamming) or to
a specific subset of them (context-aware spamming). Spammers can
exploit social information and services of the social platform to en-
hance the propagation of their messages over the network. The au-
authors in [67] showed how spammers can guide spam towards spe-
cific regions, by leveraging only the public information available in
OSNs.

A DOSN should include mechanisms able to limit the viral dis-
semination of advertisements or malicious software on peers of
the system. In centralized OSNs, spam control is enforced by the
centralized administration of the platform, but DOSNs require new
distributed and decentralized methods for spam prevention. How-
ever, the characteristics of a DOSN, such as the limited network
knowledge and the diffusion of the information on a unreliable
network, make the implementation of the viral marketing more
difficult.

7. DOSNs: current proposals

In this section we introduce a set of relevant DOSN proposals by
classifying them according to the three classes introduced in
Section 2: DHT-based, SO-based, or External resources-based.

7.1. DHT-based proposals

Table 2 summarizes the main proposals of DHT-based DOSNs
and their characteristics. In the first four proposals reported in the
\[table]
\table
\caption{Main DHT-based DOSN proposals}
\begin{tabular}{|c|c|c|c|}
\hline
Proposal & Purpose & Characteristics & Notes \\
\hline
PAST & Anonymity & Enables anonymous communication & \[69,70] \\
\hline
DHT-based KOM & Anti-spammer & Protects against spamming & \[68] \\
\hline
LibSocialKOM & Data confidentiality & Ensures data confidentiality & \[71] \\
\hline
\end{tabular}
\end{table}

First of all, it is worth noticing that most proposals use the Pas-
try [68] DHT, and this may be due to the availability of FreePas-
try, an open-source stable implementation of Pastry. Only PeerSon
[69,70] exploits OpenDHT, but the authors point out that it has
been shown unreliable. Furthermore most proposals use the basic
put/get DHT API for the management of social content, while only
LifeSocialKOM exploits a higher level service, i.e. PAST, built upon
the DHT. PAST is a distributed file system that guarantees both au-
tomatic data replication over the DHT, and retrieval of one of the
stored copies. Finally, it is worth noticing that ABE is the encryp-
tion technique mostly used. As a matter of fact, ABE allows users
to specify access control policies suitable for a social network. For
instance, users can define policies based on the identities of the
contacts, on their attributes and on groups of contacts.

We recall that the goal of all the proposals described in the fol-
lowing is to provide the basic functionalities of an OSN, but without
the drawback of privacy loss. These functionalities should include,
at least, the possibility to establish social links, to define a user's
digital personal space, and communication channels supporting the
sharing of social content among the users. In general, the DHT is
used to support these functionalities.

DECENT [14] is an example of a DOSN fully based on a DHT
which guarantees cryptographic protections for confidentiality and
integrity. As shown in Section 3, DECENT defines container objects
that store both any type of social content, like profiles, posts, comments to posts, etc, and a list of comments/annotations. The container objects are mapped on the DHT using an object identifier as DHT key. In addition to the standard get and put requests, DECENT supports also an append operation, which is used to add a comment reference to an existing object. Data objects are encrypted by using an ABE encryption technique to provide confidentiality. Each object has three access policies associated with it: a read, a write and an append policy. Each policy may be attribute-based, identity based, or a combination of both. An example of policy is \( \langle \text{friend} / \text{coworker} / \text{family} \rangle \). The read policy is enforced through the use of ABE cryptographic protocols, while the write and append policies are enforced through a combination of cryptography and specialized DHT functionalities. To ensure a higher level of availability, several replicas are stored in the DHT, generally exploiting the neighbors of the node in the DHT. Each object is paired with a version number and a user can query all the replicas and use the freshest one.

PeerSon [69, 70] has been one of the first proposal of DOSN, so it mainly deals with recreating the core features of OSNs in a decentralized way, in particular in the definition of a P2P storage system that takes into account the characteristics of OSN usage for storing social content. Advanced social networking features are not taken into account. PeerSon is a two-tier architecture in which one tier is implemented by a DHT and it serves as a look-up service. The second tier consists of peers and contains the user data, such as user profiles. The DHT stores only the meta-data required to search users and their data. Social data are stored on users devices that can directly exchange contents with other users. In PeerSon direct connection between devices is exploited. Indeed, communications between users are directly P2P when both are online, instead an asynchronous messaging support is available when users are not online at the same time.

LifeSocial.KOM [15] is a plugin-based architecture that provides the common functionalities of OSNs. An unique feature of LifeSocial.KOM is that its functionalities are implemented in individual software components, called plugins, which can be loaded and updated at run time. This plugin-based architecture enables an easy extension of the social network. LifeSocial.KOM uses a DHT, in detail FreePastry [71] and PAST [72] as data storage. Data are totally distributed and encrypted so that only authorized users can access data. Replication is used to provide data availability. The main characteristics of the last proposal where data are stored in the DHT, i.e. Cachet [58], has been presented in Section 5.1.3.

Let us now present some proposals that exploit the DHT as an indexing service. My3 [32] is a DHT-based DOSN which exploits the trust relationships among users to improve the availability of data in the network. Users’ profiles are hosted only on a set of self-chosen trusted nodes, called Trusted Proxy Set (TPS). A user \( u \) and its set of trusted nodes (TPS) are stored in the DHT in the form of \( (\text{key}, \text{value}) \) pair, with \( \text{key} \) being the identifier of the user and value being references to the members of the TPS. This mapping is useful for contacting the nodes where the profile of a particular user is stored. The user trusts these nodes both for storing its profile content and for enforcing access control on the access requests. The selection of the TPS is guided by considering both the availability and the performance of the acquaintances as well as their geographical location.

Gemstone [21] acts as a middleware between social applications and the networking stack. It is a DHT-based DOSN in which the DHT stores routable identifiers of users, profile locations and information about the Data Holding Agents (DHA), which represent a set of replica peers used to ensure data availability when the owners of data are offline. The choice of replicas nodes takes into account different selection strategies based on both temporal and social graph information.

SOUP [73] is based on the Pastry DHT and uses replication on mirrors nodes to increase data availability. The DHT stores the identifiers of mirror nodes. Note that, like most of the other approaches, SOUP use an ABE encryption to guarantee data confidentiality. The most interesting feature of SOUP is that it leverages social relationships in the mirror selection process. Each node \( n \) observes, for each friend \( f \) in the social graph, the behaviour of \( n \)'s mirrors, i.e. if the mirror has been able to provide \( f \)'s data. Each node periodically receives from its friend these observations about its mirrors and ranks them according to their reliability. The higher a mirror is ranked, the more likely it will make the node's data available.

Finally it is worth noticing that only a few DOSNs, like SOUP and Prometheus, which will be shown in the next section, take into account that most users exploit mobile devices to access the social network. Since these nodes may experience high churn and long response time, these DOSN consider these nodes as less stable when building the DHT. As a matter of fact, in SOUP, a mobile node is not directly joint to the DHT but it uses the DHT through a gateway node that is on the DHT.

7.2. SO-based proposals

Table 3 summarizes the most relevant characteristics of the SO-Based DOSNs. The most interesting feature of them is that all the proposals derive the social overlay from the knowledge of the social graph and of further specific information dynamically obtained by running the DOSN. For instance, in DiDuSoNet, the social overlay is defined by considering the Dunbar's circles of an ego and by defining direct connections only between users connected by a strong relationship, dynamically computed by considering their interactions. In Safebook, each node is the center of a matryoshka where the innermost shell is composed of nodes with direct trust relationships with the core node and each overlay hop connects a pair of nodes belonging to users linked by a trust relationship in real life.

Safebook [8] proposes a three tiers architecture for DOSN with the main focus on privacy, integrity and availability. Each user in Safebook has a logical concentric structure called Matryoshka. Matryoshkas are concentric rings of nodes built around each user.
that provide a trusted data storage and communication obfuscation through indirection. The ring structure is defined such as each user is at the center of a ring, and first ring contains the friend nodes that will host the encrypted user’s data. Safebook takes also into consideration that, since the social network services pertaining to a user will be provided by this user’s friend nodes, tracing of communications would easily disclose the friendship relationships in the social network. Safebook’s solution is to protect the first ring with a second one consisting of nodes such that each one has a trusted contact with a node on the first ring. Further rings are built, recursively, through similar trust relationships. Each Matryoshka, defined by the concentric rings, protects the node, called the core, in its center, to preserve its privacy. The outermost circle of the Matryoshkas acts as a gateway for all the requests addressed to the core. Communication from a node outside the Matryoshka to the core passes through nodes in the Matryoshka which are connected through radial paths on which messages recursively can be relayed from the outermost shell to the core and vice versa. A complex update protocol is defined to automatically keep valid the Matryoshkas, even in case of dynamic nodes arrivals and departures.

DiDuSoNet [74] is a two-tier system, where the lower level is implemented by Pastry [68], and it is used for the bootstrapping phase, the look-up service, the search of other users, and to retrieve lists of replica nodes. The upper level is implemented by a Dunbar-based social overlay. DiDuSoNet exploits the Dunbar’s approach [75] to define the social overlay. Dunbar explains that people have limited cognitive resources and, for this reason, each person can maintain a limited number of active social relationships. This limit, which is called the Dunbar’s number, is 150. These 150 contacts can be arranged in concentric circles, where innermost circles includes contacts with whom a stronger social relationship is established. DiDuSoNet exploits the Dunbar’s concept as a basis for the definition of the social overlay. The novelty of this system, with respect to the others described so far, is that it is completely based on trust between users, which is computed by the tie strength. In DiDuSonNet, the tie strength is calculated by taking into account different factors such as contact frequency between the two users, number of likes, posts, comments, private messages, tags. The social overlay is defined by connecting a user to all its Dunbar’s contacts. Social data are stored only on trusted nodes, belonging to the Dunbar circles. Each node can choose two replicas, among its Dunbar friends, to have a high level of availability. The two replicas are chosen by considering different selection strategies that use a social score, as presented in [12], which takes into account the tie strength between nodes, the average session length, and the connection gain, as explained in Section 4.4.2. As soon as one replica becomes unavailable, the other is able to select another replica among the online nodes by exploiting the social score assigned to each node. The system manages both voluntarily and involuntarily disconnections of peers.

Prometheus [76] gathers information about users through social sensors that are applications running on behalf of the user. Social sensors are able to retrieve information from other sources, such as Facebook, and in particular they retrieve interactions with other users via email, phone, instant messaging, comments on blogs. These are used to create a weighted, directed, and labeled multi-edged graph, where vertices correspond to users and edges correspond to interactions between users. Fig. 6 shows the architecture of the system. Prometheus is built on top of Pastry [68] and it uses Past [72] as storage system. Social data are encrypted and can be stored at any peer. Each peer runs three Prometheus components for social graph management, privacy management, and trusted group management, as shown in Fig. 6, where nodes with the same color are members of a users trusted peer group, instead red edges show group communication for social graph maintenance, while dashed blue and green edges show social inference queries submitted to other peers. Both the social information from sensors and the social subgraphs are stored and maintained in the P2P network. Information from sensors can be decrypted only by trusted peers, which are selected by users.

7.3. External Resource-based Proposals

Table 4 summarizes the characteristics of the main external-resource based DOSNs. Notice that most proposal exploit cloud storage as an external service. The basic idea is that cloud storage provides better availability than ordinary nodes storage. Furthermore, cloud utilities are generally trusted and do not claim any rights to the content placed on their infrastructure, like central servers of proprietary online social networks.

We will present each solution by exemplifying its key concepts before presenting the details of the solution.
An interesting proposal is that of Vis-a-Vis [77] whose main focus is the definition of a location-aware social network where users can join groups and share their location, at different granularity levels, with other members of the group.

Vis-a-Vis is a fully cloud-based proposal that exploits a federation of personal Virtual Individual Servers (ViSSs) which are virtual machines running in a paid cloud-computing environment. Users store their own data on their VIS and they could access the location-based groups through clients such as mobile applications and web browsers. The system supports group creation where the members of the group share a common interest in a particular topic. Location-based social networking is supported by defining, for each group, a location tree where higher nodes represent coarser geographic regions such as countries, while lower nodes represent finer regions such as cities. While the division of the map is predefined, users' geographic locations may be set statically (e.g., hometown) or updated dynamically (e.g., current GPS coordinates). Each leaf node corresponds to the VIS of a member of the group, regardless of the granularity at which members share their location, with the only constraint that the VIS must be a leaf node within the sub-tree covering its shared location. Each internal node of the tree is managed by its coordinator VIS, which is a ViSS whose shared location is within the region corresponding to the internal node. Coordinators are elected through a distributed consensus protocol. The location tree is used to provide efficient, fault-tolerant, and scalable spatial range queries required for retrieving all users in a certain region.

Another interesting feature of Vis-a-Vis is that it is designed to interoperate with existing OSNs such as Facebook. For instance, it is possible to integrate a Vis-a-Vis location-based group into a Facebook group by adding location information to the standard Facebook group.

Vegas [52] is a hybrid solution in which the DOSN takes advantage of external resources to increase the data availability. Vegas has a social overlay which is represented by “a relaxed ego network” where each ego node knows about the direct connection with its friends, but it knows nothing about relationships between its friends or between its friends with unknown users. The visibility of the social graph is restricted to the relaxed ego network. A new friendship can be established only in two ways: by face-to-face exchange of the public key or by exchanging it via encrypted NFC or Bluetooth connection, or by a simple protocol used only to create a friendship between two nodes with a common friend (a triangle). The system enables users to connect with mobile or stationary client devices and it introduces datastores for the management of data availability and for device synchronization. Datastores can be implemented as a web resource like FTP, WebDAV, or a cloud storage. In Vegas, each user holds a unique public key pair for each of its friends and messages are encrypted. When a user wants to send a message to a friend, it exchanges the specific public key with this friend and it chooses one or more exchangers. An exchanger represents the abstract concept of a message queue that is used to transmit messages. The system supports emailing, SMS, instant messaging and, micro-blogging (Twitter) as exchanger. This system suffers of several limitations: the creation of new friendships, the search operation to find other users that is not provided and also the communication channels used.

The main idea of SuperNova is to increase data availability by exploiting the heterogeneity of the nodes to define a set of super-peers and encourage them to offer their services to the community, by exploiting also a set of incentives.

In SuperNova [39], super-peers may be run either on end user computers, or on cloud services. They can help the bootstrap of new peers who do not yet have any friends, to maintain a directory of users to find friends by name or interests, and help peers to discover other peers. Furthermore super-peers store a user’s content in case it does not have enough friends or if its friends are already overloaded. The incentives for a node to become a super-peer may be of various types. Super-peers get more insight in the network. This could be a self satisfaction for user, as a contributor in making the DOSN successful. Super-peer may spread advertisements, while serving other nodes content and be rewarded for this. Furthermore, peers contribute to the super-peers reputation, by rating the service they offer. Reputation is another incentive to improve their services.

When users have established enough relationships, they can select the storekeepers among their friends or also among other nodes of the network. Storekeepers are list of users who have agreed to keep a replication of another users data. When a node n is down, then the friends of n can contact storekeepers to access ns data. Data are stored in encrypted form at the super-peers and also at storekeepers.

Confidant’s main ideas [16] are (1) to exploit the social graph as a guide to store users data on trusted nodes and (2) to define weakly consistent replication model to guarantee replica consistency. The idea of storing in plaintext on trusted nodes, is justified
because the nodes of the users’ friends already have read access to the user’s social content, so they can be allowed to serve the user data on behalf of the user as well. Like in DidoSoNet, the strength of social ties is inferred by the level of interaction between the users and is exploited to detect trusted friends. The replica set is synchronized through an epidemic propagation algorithm.

Users define groups of users, which are identified by names and are exploited to express access-control policies (ABAC) [78]. For example, a user may define groups with attributes such as \( \text{at} \text{college} \text{friends, or family.} \)

Confident relies on two low-cost infrastructures: storage servers and cloud-based name servers. A storage server hosts users’ data and authenticates read and write requests. Users can select a small number of friends’ servers to host replicas of their data and to authorize requests on behalf of the data owner, by executing their access-control policies. Name servers may be executed on free cloud services that are assumed to be highly available and are responsible for maintaining a list of available replicas (like a DNS) and for maintaining a logical clock used to enable replica synchronization when replicas come back online.

PrPl [79] is a proposal that totally relies on free of charge clouds for storing the encrypted data of the users. An interesting feature of this proposal is that it takes into consideration the security problems introduced by enabling users to directly modify the wall of their friends. In PosN, each user fetchi friends’ data from their personal cloud. Authors observe that if a friend is granted with write permission to write a comment on the wall, this might introduce security problems since he/she may intentionally or accidentally corrupt the file storing the wall’s posts. PosN proposes to create a file for each specific friend that stores its comments. The wall may be built by considering the information of these files.

In PosN, a new relationship can be created only by using users’ existing contacts, such as phone numbers or email addresses. Indeed, the platform can exchange emails or SMS messages between users to establish tokens that contain the cloud location and the public keys of friends. In order to provide security and privacy, data is encrypted before uploading into the cloud. Every user has a public key, that is exchanged during the friendship establishment, and shared through the cloud. When online, users can directly exchange information about common friends and common friends’ latest posts to optimize the data distribution.

In PrPl [65] every user runs a person-centric service called Personal Cloud Butler, which is a service to organize user’s data and share them with user’s friends based on private preference, expressed by users. Larger content such as video, photo, music are stored in federated storages called Data Stewards. PrPl assumes that the butler service and users personal storage are deployed on devices with a high availability and for this reason, the system does not provide any replication or caching mechanism. PrPl relies on the OpenNebula [80] service for identity management. The PrPl system utilizes federated, decentralized identity management enabling secure logins, single sign-on, and communication among applications in an environment where Butlers belong to different administration domains.

The Diaspora network [81] is a network of independent, federated servers, that are administrated by users, which are used for storage, communication and access control. Users decide in which servers their information will be stored, and some users choose to maintain their own servers in order to keep complete control of their data. The private servers are called pods and they are dedicated resources to manage the reliable service provision [82]. For this reason, a pod can be hosted either on own hardware or by a cloud service. The main data in Diaspora are user profiles, posts comments, and messages, as Facebook. Users are represented by a profile that is stored using the hCard format\(^4\). Data are stored unencrypted on the servers, and the server administrator has access to the data. Communication between two users is managed by the pods they are registered with, and all messages are exchange by using the ssl encryption.

8. Conclusions and open problems

DOSNs represent a valid alternative to centralized OSNs. However, the decentralization requires specific approaches for the social data management. This paper presents an analysis of the existing DOSNs, focusing on the techniques to manage social contents in a distributed framework. In detail, the paper highlights three major problems for data management: data availability, information diffusion, and privacy. We describe in detail the problem of data availability by introducing a classification of the main techniques proposed to increase the availability of social contents. We introduce the problem of information diffusion and we classify current approaches into two major classes. We also describe the privacy and security problems arising in these systems. Moreover, we propose an overview of current DOSN proposals, first focusing on the main novel ideas they introduce, then giving a deeper presentation of their characteristics.

To conclude, we now discuss some limitations and open problems of current DOSNs that currently limit their widespread diffusion.

During the last years, DOSNs have been considered a new paradigm to implement social networks. However, despite the fact that Diaspora (one of the first and most popular examples of DOSN) has collected more than 400,000 users, other DOSNs have still limited impact. The main problem is that a few centralized social service providers like Facebook, managed by big companies, have dominated the OSNs market, attracting millions of users by offering advanced functionalities, and, consequently, people are reluctant to leave a network including so many contacts and advanced functionalities. Although this might change due to the recent emergence of huge data leaks, this problem does not seem so pressing for most users of Facebook, or other centralized OSNs.

In addition to acceptance issues, there are still technical issues that DOSN should solve to have the possibility to make an impact. First of all DOSNs have still to solve several problems and offer the full range of functionalities of centralized OSNs. We describe the main problems that limit the diffusion of DOSN below:

- **Groups and Communities management.** Groups and communities consist of an aggregation of users that share some common interests and their management is considered of great interest today. People join a community because they care about the common interests that glue the community members together. Some of them may join because they feel the urge to contribute to a cause sustained by the community; others join because they can benefit from being part of the community. Similar to a community, a group is a feature of many OSNs which allows users to share common interest. The management of groups/communities of users in DOSNs, still rises several challenges, in terms of information diffusion, and data management due to the dynamism of DOSNs. Indeed, there is the need of specific algorithms to manage communities or groups in dynamic environments, as described in [83]. A first contribution in this direction is proposed in [84], where a distributed protocol to detect and manage communities in a DOSN is proposed.

- **Privacy issues.** Current DOSNs offer several mechanisms to address the privacy issues. However, there are still open problems. For example that of the impersonation attacks or the privacy

breaches coming from third-party applications accepted by users to get additional functionalities. 

*Monitoring the evolution of the social network.* OSNs offer advanced functionalities to search and add new users to the friend list, like link prediction [85]. This is a useful tool both to understand the evolution of the network and to suggest relationships that may appear in a future network configuration. The prediction of a link (such as the link existence, type, its associated weight, etc.) is a classical problem in complex networks analysis [86]. However, DOSNs currently do not provide functionalities to suggest new friendship relations, because of the lack of distributed algorithms for the prediction of links.

**Mobile communication.** Nowadays, nearly 80% of all time spent on social media is from mobile nodes. At the same time, mobile phones are becoming more powerful, in particular in terms of battery life and connectivity. However, among existing DOSNs, only a few provide support for mobile access. PeerSoN enables direct exchange of data between devices to allow opportunistic and delay-tolerant networking. To support mobile users, SOAP minimizes data transfer and resource consumption on mobile nodes. To summarize, even if a support for mobile communication is really important, it is still an open problem for most DOSNs.

**Trust vs. Encryption** Most existing DOSNs use classic encryption techniques (symmetric or asymmetric encryption), to guarantee privacy and anonymity. Encryption adds some overhead in both the time and space domains. In [87], authors propose an analysis of the encryption cost during both join and leave operations in DHT-based DOSNs. However, one of the major costs concerns the decryption of content during users’ requests. Contents are often requested and modified by users, for example when a post is published or a comment to a post is inserted. In [60], authors present a detailed analysis of the cost of encryption in terms of storage cost, encryption/decryption time, transmission cost and, the management of groups. An alternative solution is to avoid encryption by storing content, in clear, on trusted nodes. Trust is widely accepted as a major component of human social relationships and is a characteristic of real life where people rely on trusted persons. In general, trust is a measure of confidence that can be evaluated by analysing the interactions between users. DiDUSoNet [74] and Confident [16] are the only DOSNs in which encryption is not used and data are stored, in clear, on trusted node.

The automatic evaluation of trustworthiness can be considered still an open problem strictly tied to the evaluation of the nature of an interaction of two users. We think that an approach combining encryption and trust could be a good solution that overcome the main limitations of both of them when they are used individually.  
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