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Abstract

Rule learning is a popular branch of machine learning, which can provide accurate and interpretable classification results. In general, two main strategies of rule learning are referred to as ‘divide and conquer’ and ‘separate and conquer’. Decision tree generation that follows the former strategy has a serious drawback, which is known as the replicated sub-tree problem, resulting from the constraint that all branches of a decision tree must have one or more common attributes. The above problem is likely to result in high computational complexity and the risk of overfitting, which leads to the necessity to develop rule learning algorithms (e.g., Prism) that follow the separate and conquer strategy. The replicated sub-tree problem can be effectively solved using the Prism algorithm, but the trained models are still complex due to the need of training an independent rule set for each selected target class. In order to reduce the risk of overfitting and the model complexity, we propose in this paper a variant of the Prism algorithm referred to as PrismCTC. The experimental results show that the PrismCTC algorithm leads to advances in classification performance and reduction of model complexity, in comparison with the C4.5 and Prism algorithms.
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1. Introduction

Rule learning is a popular form of machine learning approaches, which essentially aims at production of rule based systems [32]. In general, rule learning is undertaken through two well-known strategies, namely, ‘divide and conquer’ (DAC), and ‘separate and conquer’ (SAC). The DAC strategy is also known as Top-Down Induction of Decision Trees (TDIDT), since this strategy aims at generation of a decision tree that can be directly converted into a set of if-then rules. For example, ID3 [41] and C4.5 [43] are commonly known algorithms of TDIDT with high popularity in real-world applications. On the other hand, the SAC strategy is also referred to as the covering approach, since this strategy aims at learning a rule that covers some training instances that should then be deleted before the learning of the next rule is initiated. The representative of the covering approach is the Prism algorithm [5]. Due to the fact that the DAC strategy produces rules that are automatically represented in the form of a decision tree and rules in the form of ‘if-then’ can be directly generated from training instances through the SAC strategy [26], thus the former strategy is referred to as ‘decision tree learning’ and the latter strategy is referred to as ‘rule learning’ (in a narrow sense) in the rest of this paper.

The nature of decision tree learning leads to parallel growth of different branches that can be converted into several rules, i.e., the DAC strategy enables different rules to be learned in parallel. Since decision tree learning starts from attribute selection for the root node, all rules must have this selected attribute as the common attribute. The constraint on the common attribute is likely to result in a decision tree containing redundant parts (i.e., the replicated sub-tree problem) [5]. In this case, after the decision tree is transformed into a set of rules, some of these rules would have redundant terms. In order to achieve the elimination of replicated sub-trees, it has become necessary to develop rule
learning algorithms that follow the SAC strategy [18]. Although the use of the Prism algorithm can effectively lead to the elimination of the model redundancy (replicated sub-trees), the model trained by using this algorithm still shows high complexity, i.e., the model consists of a large number of complex rules, because of the nature of the Prism algorithm that training an independent set of rules is required for each selected target class.

In this paper, we propose a new version of the Prism algorithm, which is referred to as PrismCTC. The acronym ‘CTC’ stands for competitive target class. The key feature of the proposed PrismCTC algorithm is the involvement of a trained strategy of the selection of the target class $c_i$ for learning each rule $r_i$ (that is added into the final rule set as the $i^{th}$ rule) through the competition among all classes $c[t]$, whereas the Prism algorithm simply involves a fixed strategy of the target class selection, i.e., each of the $k$ classes in a data set is selected as the target class for learning independently one of the $k$ required sets of rules. This paper has the following contributions:

- We propose a variant of the Prism algorithm, i.e., PrismCTC, which employs statistical measures as heuristics for target class selection in a trained strategy.

- We compare the PrismCTC algorithm with the Prism and C4.5 algorithms in terms of classification accuracy and model complexity. The experimental results show that the PrismCTC algorithm leads to considerable advances in classification accuracy compared with the C4.5 and Prism algorithms.

- We analyze in depth the difference between Prism and PrismCTC in terms of the impacts of their learning strategies on the model complexity. The experimental results prove that the PrismCTC algorithm involving a trained strategy of the target class selection leads to reduction of the model complexity, i.e., the PrismCTC algorithm produces a smaller number of simpler rules, in comparison with both C4.5 and Prism.
The rest of this paper is organized as follows. In Section 2, we provide the theoretical preliminaries on the essence of decision tree learning and rule learning. Several popular measures of rule quality are also introduced in this section. In Section 3, we provide a review of related work on heuristic learning of decision trees and if-then rules, and analyze in depth the advantages and disadvantages of some popular algorithms. In Section 4, we give detailed description of the procedure of the proposed PrismCTC algorithm, which is based on the heuristic functions of several rule quality measures. In Section 5, we conduct experiments to validate the proposed PrismCTC algorithm and show experimental results for evaluation of the algorithm performance. In Section 6, this paper is concluded by giving a summary of the contributions and providing some suggestions on further directions.

2. Preliminaries

In this section, we introduce concepts of rule based systems and illustrate the essence of decision tree learning and rule learning. Several measures of rule quality [32] are explained in depth.

2.1. Rule based systems

A rule based system is essentially a set of rules. In general, rule based systems can be used in the machine learning context for various practical tasks, such as classification, regression and association. Therefore, the type of rules can be specialized into classification rules, regression rules and association rules, depending on the type of machine learning tasks. The following rule based system, which is made up of four classification rules, is provided below for illustrative purpose:

- Rule 1: \( x_1 = 0 \land x_2 = 0 \rightarrow class = 0; \)
- Rule 2: \( x_1 = 0 \land x_2 = 1 \rightarrow class = 0; \)
- Rule 3: \( x_1 = 1 \land x_2 = 0 \rightarrow class = 0; \)
- Rule 4: \( x_1 = 1 \land x_2 = 1 \rightarrow class = 0; \)
• Rule 4: $x_1 = 1 \land x_2 = 1 \rightarrow \text{class} = 1$;

Each rule consists of two main parts: rule antecedent and rule consequent. According to the above example, the left hand side (before the arrow symbol) of each rule is the rule antecedent, e.g., '$x_1 = 0 \land x_2 = 0$', whereas the right hand side (after the arrow symbol) of each rule is the rule consequent, e.g., '$\text{class} = 0$'.

On the other hand, each rule antecedent is expressed as a single rule term or a conjunction of multiple rule terms, e.g., '$x_1 = 0$' and '$x_2 = 0$' are the two rule terms that make up the antecedent of Rule 1 in the form of '$x_1 = 0 \land x_2 = 0$'. In other words, each of the rule terms shown in the rule antecedent indicates a condition for this rule to fire, and the rule consequent indicates the classification outcome when all the conditions are met. For example, Rule 1 implies that an unseen instance would be classified to the class '0' if the instance meets the two conditions '$x_1 = 0$' and '$x_2 = 0$'. In machine learning, each learned rule would cover some training instances, which generally means that each of the instances meets all the conditions shown in the antecedent of the rule.

Moreover, since rule based operations can be involved in different kinds of machine learning tasks, such as classification, regression and association, there are different constraints for different kinds of rules in terms of the rule antecedent and consequent. In particular, for a classification rule, the antecedent can involve a single rule term or a conjunction of multiple rule terms, but the consequent of this rule can only involve one rule term that reflects a discrete output, i.e., the output is the class label that is assigned to an unseen instance which meets all the conditions shown in the rule antecedent. The same constraint also applies to regression rules with the only difference that the output indicated in the rule consequent must be continuous (numerical). Association rules can be viewed as the generalization of classification and regression rules, since both the antecedent and the consequent of an association rule can involve a single rule term or a conjunction of multiple rule terms (e.g., $x_1 = 1 \land x_2 = 1 \rightarrow y_1 = 1 \land y_2 = 0$), i.e., an association rule has no specific constraint in terms of its antecedent and consequent.
2.2. *Procedure of decision tree learning*

Decision tree learning essentially involves a recursive process of attribute selection. In particular, the training of a decision tree starts from selecting an attribute to label the root node, leading to \( n \) branches, where \( n \) is the number of values of the selected attribute. Each of the \( n \) branches may end at an internal node towards growing the tree by recursively training a sub-tree in the same way as the attribute selection for the root node. Also, each branch may end at a leaf node that is provided with a class label. The leaf node indicates that the growth of this branch should be terminated, due to the case that the last growth of this branch has made it achieved that all the training instances covered by this branch belong to the same class.

In fact, the attribute selection for the root node would lead to the division of the training set into its \( n \) subsets, and each subset contains instances that meet the condition expressed as an attribute-value pair. For example, if attribute \( a \), which has two values 1 and 2, is selected for the root node, then the root node would lead to two branches and the training set would be partitioned into two subsets \( s_1 \) and \( s_2 \). In this context, \( s_1 \) contains all instances that meet the condition ‘\( a = 1 \)’ and all instances in \( s_2 \) meet the condition ‘\( a = 2 \)’. Similarly, for each internal node, the attribute selection would also lead to partitioning of the corresponding training subset into its several sub-subsets.

When a branch appears to have a leaf node, it typically indicates that the stopping criteria of growing this branch has been normally satisfied, and this branch can already be converted into a consistent rule that covers training instances all belonging to the same class. In real-world applications, it could happen that a tree branch gets a leaf node without meeting the above criteria, due to the case that the maximum length of the branch has been reached, i.e., the length of each branch cannot be higher than the data dimensionality (the number of attributes given in a data set). When the maximum length of a tree branch has been reached, it usually means that each of the attributes has been selected for partitioning a training subset and labelling the corresponding internal node in this branch, but unfortunately it is still not achievable to make
this rule cover training instances of the same class. In this case, the leaf node is labelled with the majority class (i.e., labelling the leaf node with the class to which the majority of the covered training instances belong) and the growth of this branch is then terminated by setting the stopping criteria as satisfied. The whole procedure of the decision tree learning algorithm is shown in Fig. 1.

In terms of the heuristic attribute selection indicated in line 5 of the decision tree learning algorithm shown in Fig. 1, entropy [28] and information gain [26] are popularly used as the heuristics for the ID3 and C4.5 algorithms. In this context, the best attribute selected for each node needs to be capable of contributing to minimizing the entropy and maximizing the information gain.

2.3. Procedure of rule learning

Rule learning involves the selection of attribute-value pairs on an iterative basis. In particular, at each iteration of learning a single rule, an attribute-
value pair is selected to specialize the rule antecedent, i.e., the specialization of
the rule antecedent is achieved by adding the selected attribute-value pair (rule
term) as a part of the rule antecedent until the stopping criteria of learning
this rule has been satisfied. Once the rule antecedent has been finalized after
the above specialization, the rule would normally have covered some training
instances that belong to the same class. In this case, the learning of the above
rule is considered as completed, and it is then required to find all the instances
that are covered by this rule and delete these instances from the training set, in
order to initiate the learning of the next rule from the remaining instances. All
the learned rules need to be added into a rule set that is eventually used as a
rule based classifier. In this context, the production of the rule set is considered
as completed, when each instance in the training set has been covered by one
or more of the rules in the rule set. The whole procedure of the rule learning
algorithm is shown in Fig. 2.

---

**Input**: A set of training instances $T$

**Output**: An ordered set of rules $RS$

1. while $T \neq \emptyset$ do
2.     generate a single rule $R$ from the training set $T$
3.     delete all instances covered by rule $R$
4.     if the generated rule $R$ is not good then
5.         generate the majority rule and empty the training set $T$
6.     end
7.     add rule $R$ into the rule set $RS$
8. end

---

**Fig. 2.** Rule learning algorithm[19]

The step shown in line 2 of the rule learning algorithm shown in Fig. 2
indicates that each rule is learned through iteratively selecting an attribute-value
pair towards specializing the antecedent of this rule. The ‘if-then’ statement
shown in line 4 indicates that the quality of the learned rule is not yet good
enough, but the learning of the rule has to be stopped due to the case that the maximum length of the rule has been reached, i.e., the length of a rule is essentially the number of rule terms that make up the rule antecedent, which must not be higher than the data dimensionality (the number of attributes in the data set). When the maximum length of a rule is really reached, it would usually indicate that all the attribute-value pairs have been evaluated for specializing the antecedent of this rule, but this rule still cannot fulfill to cover some training instances that belong to the same class. In this case, it is an usual practice to provide the rule consequent with the majority class, i.e., the class shown in the rule consequent is the one to which the majority of the covered training instances belong, and the learning of this rule is then completed by setting the stopping criteria as satisfied, similar to the setting of the stopping criteria of growing a decision tree branch when the maximum length of a branch is reached.

The nature of rule learning driven by the Prism algorithm is to iteratively select an attribute-value pair ‘\( A_i = v_{i,j} \)’ for specializing the antecedent of a rule, while the rule consequent is predefined by assigning a target class \( c_t \).

In terms of the heuristic section of attribute-value pairs, the conditional probability \( P(\text{class} = c_t|A_i = v_{i,j}) \) is incorporated into the Prism algorithm as the heuristic for iteratively selecting an attribute-value pair. In particular, while the target class \( c_t \) is assigned as the rule consequent, the attribute-value pair ‘\( A_i = v_{i,j} \)’, which is selected to specialize the rule antecedent, needs to be capable of maximizing the conditional probability \( P(\text{class} = c_t|A_i = v_{i,j}) \).

In the whole procedure of the Prism algorithm shown in Fig. 3, \( T \) represents the original training set and \( T' \) is a subset of \( T \). Each instance in \( T \) is expressed as \( e \); \( AS \) represents an attribute set that contains \( d \) attributes; \( A_i \) represents an attribute in \( AS \), where \( i \) is the attribute index; each value of attribute \( A_i \) is expressed as \( v_{i,j} \), where \( j \) is the attribute-value index; \( c_t \) represents one of the \( k \) classes predefined in the training set \( T \); \( p_{\text{max}} \) represents the maximum conditional probability of the target class \( c_t \) obtained by selecting the best attribute-value pair ‘\( A_w = v_{w,b} \)’; \( RS \) represents a set of rules that is finally used
Fig. 3. Prism algorithm [26]

as a rule based classifier; $T''$ represents the result set of instances covered by rule $R$ in the rule set $RS$.

We illustrate the procedure of the Prism algorithm by using the Weather
data set\textsuperscript{1} – see Table 1.

We replaced the original attribute values and the original class labels with specific symbols for the Weather data set. In particular, the attribute ‘Outlook’ has three values, namely, ‘sunny’, ‘overcast’ and ‘rain’, which are replaced with the three symbols ‘1’, ‘2’ and ‘3’, respectively. The attribute ‘Temperature’ has three values, namely, ‘hot’, ‘mild’ and ‘cool’, which are replaced with the three symbols ‘1’, ‘2’ and ‘3’, respectively. The attribute ‘Humidity’ has two values, namely, ‘high’ and ‘normal’, which are replaced with the two symbols ‘1’ and ‘2’, respectively. The attribute ‘Windy’ has two values, namely, ‘true’ and ‘false’,

\begin{table}
\centering
\caption{Weather data set}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Outlook & Temperature & Humidity & Windy & Play? \\
\hline
1 & 1 & 1 & 0 & N \\
1 & 1 & 1 & 1 & N \\
2 & 1 & 1 & 0 & Y \\
3 & 2 & 1 & 0 & Y \\
3 & 3 & 2 & 0 & Y \\
3 & 3 & 2 & 1 & N \\
2 & 3 & 2 & 1 & Y \\
1 & 2 & 1 & 0 & N \\
1 & 3 & 2 & 0 & Y \\
3 & 2 & 2 & 0 & Y \\
1 & 2 & 2 & 1 & Y \\
2 & 2 & 1 & 1 & Y \\
2 & 1 & 2 & 0 & Y \\
3 & 2 & 1 & 1 & N \\
\hline
\end{tabular}
\end{table}

\textsuperscript{1}http://storm.cis.fordham.edu/~gweiss/data-mining/weka-data/weather.nominal.arff
which are placed with the two symbols ‘1’ and ‘0’, respectively. The two class labels ‘Yes’ and ‘No’ are replaced with the two symbols ‘Y’ and ‘N’, respectively.

The ‘for’ loop shown in line 2 of the Prism algorithm [5] shown in Fig. 3 indicates the need to select a target class at each iteration of producing the final rule set, in order to learn an independent set of rules for the selected target class at each iteration. The Weather data set contains instances which each belongs to one of the two classes (‘Y’ and ‘N’), so two independent sets of rules need to be trained for the two classes, respectively, by using the Prism algorithm. In other words, one rule set consists of rules assigned the class ‘Y’ as the rule consequent, whereas the other rule set consists of rules assigned the class ‘N’ as the rule consequent.

In accordance with Table 1, a frequency table needs to be created for each attribute, i.e., there are totally four frequency tables (Tables 2-5) created, respectively, for the four attributes, namely ‘Outlook’, ‘Temperature’, ‘Humidity’ and ‘Windy’.

<table>
<thead>
<tr>
<th>Class label</th>
<th>Outlook= 1</th>
<th>Outlook= 2</th>
<th>Outlook= 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class label</th>
<th>Temperature= 1</th>
<th>Temperature= 2</th>
<th>Temperature= 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>N</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

On the basis of the above frequency tables, the conditional probability of the target class can be calculated, when a specific attribute-value pair is given.
Table 4
Frequency table for the attribute ‘Humidity’

<table>
<thead>
<tr>
<th>Class label</th>
<th>Humidity= 1</th>
<th>Humidity= 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>N</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5
Frequency table for the attribute ‘Windy’

<table>
<thead>
<tr>
<th>Class label</th>
<th>Windy= 1</th>
<th>Windy= 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

as the condition.

In accordance with Table 2, the conditional probability of each of the two target classes (‘Y’ and ‘N’) needs to be derived, when each of the three attribute-value pairs (Outlook = 1, Outlook = 2 and Outlook = 3) is given as the condition.

\[
P(Class = Y | Outlook = 1) = 0.40
\]

\[
P(Class = Y | Outlook = 2) = 1.00
\]

\[
P(Class = Y | Outlook = 3) = 0.60
\]

\[
P(Class = N | Outlook = 1) = 0.60
\]

\[
P(Class = N | Outlook = 2) = 0
\]

\[
P(Class = N | Outlook = 3) = 0.40
\]

In accordance with Table 3, the conditional probability of each of the two target classes (‘Y’ and ‘N’) needs to be derived, when each of the three attribute-value pairs (Temperature = 1, Temperature = 2 and Temperature = 3) is given as the condition.

\[
P(Class = Y | Temperature = 1) = 0.50
\]
\[
P(\text{Class} = Y | \text{Temperature} = 2) = 0.67
\]
\[
P(\text{Class} = Y | \text{Temperature} = 3) = 0.75
\]
\[
P(\text{Class} = N | \text{Temperature} = 1) = 0.50
\]
\[
P(\text{Class} = N | \text{Temperature} = 2) = 0.33
\]
\[
P(\text{Class} = N | \text{Temperature} = 3) = 0.25
\]

In accordance with Table 4, the conditional probability of each of the two target classes ('Y' and 'N') needs to be derived, when each of the two attribute-value pairs (\(\text{Humidity} = 1\) and \(\text{Humidity} = 2\)) is given as the condition.

\[
P(\text{Class} = Y | \text{Humidity} = 1) = 0.43
\]
\[
P(\text{Class} = Y | \text{Humidity} = 2) = 0.86
\]
\[
P(\text{Class} = N | \text{Humidity} = 1) = 0.57
\]
\[
P(\text{Class} = N | \text{Humidity} = 2) = 0.14
\]

In accordance with Table 5, the conditional probability of each of the two target classes ('Y' and 'N') needs to be derived, when each of the two attribute-value pairs (\(\text{Windy} = 1\) and \(\text{Windy} = 0\)) is given as the condition.

\[
P(\text{Class} = Y | \text{Windy} = 1) = 0.50
\]
\[
P(\text{Class} = Y | \text{Windy} = 0) = 0.75
\]
\[
P(\text{Class} = N | \text{Windy} = 1) = 0.50
\]
\[
P(\text{Class} = N | \text{Windy} = 0) = 0.25
\]

If the class 'Y' is selected as the target class, the attribute-value pair ‘Outlook = 2’ leads to the maximized conditional probability, i.e., \(P(\text{Class} = Y | \text{Outlook} = 2) = 1\). At this point, the uncertainty has been reduced to 0, since the conditional probability of 1 is obtained. Therefore, the stopping criteria is satisfied, which indicates that the antecedent of the first learned rule has been finalized.

The expression of the learned rule is shown as: \(\text{Outlook} = 2 \rightarrow \text{class} = Y\).

The first rule covers four instances, i.e., there are four instances that meet the condition ‘Outlook = 2’. Therefore, the four instances should be deleted from the training set, such that it can be initiated to learn the second rule from the updated training set (excluding the above four instances), while the target
class is still the class ‘Y’. Finally, a complete set of rules for the target class ‘Y’
is obtained when each instance that belongs to the class has been covered by
one or more of the trained rules.

If the class ‘N’ is selected as the target class, the first learned rule is expressed
as $Outlook = 1 \land Humidity = 1 \rightarrow class = N$. Finally, the Prism algorithm
leads to a complete set of rules that cover the instances of the target class ‘N’.
The final rule set, which is used as a whole rule based classifier, is obtained by
merging the two independent sets of rules trained for the two target classes ‘Y’
and ‘N’, respectively.

2.4. Measures of rule quality

Popularly used rule quality measures include confidence [1], J-measure [45],
lift [4] and leverage [39].

Confidence aims at measuring the degree that the consequent of the rule
holds when the rule antecedent is satisfied, i.e., the percentage of training in-
stances that satisfy the conditions reflected from the antecedent of this rule but
also belong to the class shown in the rule consequent. The calculation of the
rule confidence is shown in Eq. (1)

$$Confidence = \frac{P(x, y)}{P(x)}$$ (1)

where the term $P(x, y)$ represents the joint occurrence rate (joint probability)
of the rule antecedent and the rule consequent and the term $P(x)$ represents
the independent occurrence rate of the rule antecedent.

J-measure aims at measuring the quantity of the average information content
covered by a learned rule. The essence of J-measure is the dot product of two
terms as defined in Eq. (2).

$$J(Y, X = x) = P(x) \cdot j(Y, X = x)$$ (2)

The first term, which aims at measuring the simplicity of a rule [45], rep-
resents the independent occurrence rate of the rule antecedent $X = x$, since
a simpler rule generally leads to a higher value of $P(x)$. The second term is referred to as j-measure, which aims at measuring how well a single rule fits the training data and is also known as cross entropy [45]. The calculation of j-measure is shown in Eq. (3).

$$j(Y, X = x) = P(y|x) \cdot \log_2 \frac{P(y|x)}{P(y)} + (1 - P(y|x)) \cdot \log_2 \frac{1 - P(y|x)}{1 - P(y)}$$  

(3)

where the term $P(y|x)$ represents the posterior probability that the rule consequent $y$ occurs when the rule antecedent $X = x$ is satisfied, and the term $P(y)$ represents the prior probability that the rule antecedent $y$ occurs without any specific preconditions.

Lift is a measure of the degree to which the joint occurrence of the antecedent and the consequent of a rule is higher than expected, given that they are statistically independent [4]. The calculation of the lift of a rule is shown in Eq. (4).

$$Lift = \frac{P(x, y)}{P(x) \cdot P(y)}$$  

(4)

Leverage aims at measuring the difference between the actual joint probability and the expected joint probability in terms of the event that the rule antecedent and the rule consequent both occur [39]. The calculation of the leverage of a rule is shown in Eq. (5).

$$Leverage = P(x, y) - P(x) \cdot P(y)$$  

(5)

3. Related work

Decision tree learning approaches have been adopted very popularly in machine learning tasks, because of the fact that this kind of learning approaches usually enable the generation of models with high accuracy and interpretability. In other words, a transparent process of reasoning is shown through using decision tree models, such that people can clearly identify how an output is mapped from an input [29].
On the other hand, decision tree learning has been very competitive to other popular machine learning approaches in terms of the algorithmic strengths, because the ID3 algorithm was developed in [41] demonstrating very high accuracy of classification especially on the chess end games data set [40]. Furthermore, due to the lack of the direct handling of continuous attributes in the ID3 algorithm, the C4.5 algorithm was thus developed as a successor of ID3 for the effective handling of continuous attributes and the replacement of missing values [43, 44].

In order to avoid the case of overfitting of a decision tree on training data, the development of pruning methods [42] has become necessary for simplifying decision trees. An empirical study was made in [16] for comparing different pruning methods. In addition, ensemble learning approaches have been adopted to create decision tree ensembles for advancing the overall performance of classification. Bagging [3] and Boosting [17] are two popular ensemble learning approaches, which have been used respectively for creating Random Forests and Gradient Boosted Trees as decision tree ensembles. On the other hand, some researchers have extended decision tree learning algorithms by modifying the heuristic functions for attribute selection. For example, cost functions could be incorporated for advancing the heuristic attribute selection, such that the risk of getting classification errors can be minimized. Some more recent works on cost functions based decision tree learning can be found in [22, 50]. Also, the heuristic attribute selection can be done in the setting of fuzzy logic. In particular, continuous attributes can be fuzzified for learning fuzzy decision trees through fuzzy information granulation [21].

It is guaranteed that a decision tree learned from a data set can be transformed into a set of non-overlapping rules, i.e., the rules mentioned above cover disjoint sets of training instances. The representation of a decision tree constrains that at least one attribute needs to appear at each branch, i.e., the attribute appears at the root node is the common attribute for all the branches of the decision tree. The above constraint usually results in the trained decision tree being complex and thus difficult to enable people to follow the information
extracted from the tree [18]. For the purpose of reducing the complexity of decision trees, the use of pruning methods was investigated theoretically and experimentally in [42], such as the reduced error pruning method [15]. Unfortunately, even if pruning methods are used for simplifying decision trees, it is still difficult to avoid the generation of cumbersome, complex and inscrutable decision trees, leading to the difficulty in providing insight into a domain as applied knowledge [18, 43]. Also, for the purpose of the overfitting avoidance, simple rules are usually preferred to complex rules [18]. Moreover, it was argued in [5] that the adoption of decision tree learning algorithms is difficult to avoid the generation of a decision tree with replicated sub-trees shown in Fig. 4, due to the above mentioned constraint on having one or more common attributes appearing at all the branches of a decision tree. It is also argued in [5] that the existence of replicated sub-trees could result in the need of a complete traversal of a decision tree in the worst case for extraction of rules about a single classification, leading to an increased difficulty in the manipulation of expert systems.

In order to fulfill the need of solving the replicated sub-tree problem, it has been proposed to generate if-then rules directly through the SAC strategy. In

Fig. 4. Cendrowska’s example of the replicated sub-tree problem [26, 33]
particular, the Prism algorithm [5] has been developed leading to more follow-up research on the SAC strategy based rule learning. A comprehensive review of the SAC strategy based rule learning algorithms can be found in [18]. For the Prism algorithm, the key feature is the need to learn an independent set of rules for each selected target class. For example, in a classification task that involves the two classes ‘positive’ and ‘negative’, the Prism algorithm would lead to training the first set of rules for identifying instances of the selected target class ‘positive’ and then training the second set of rules for identifying instances of the selected target class ‘negative’. However, the above fixed strategy of the target class selection usually leads to the uncertainty on whether the selected target class provides a good basis for producing a high quality rule based on a given training sample. In fact, in compliance with the SAC strategy, rules are learned sequentially for each target class, i.e., the learning of one rule is started after the learning of the last rule has been completed, while the two rules are learned by selecting the same target class. In this context, if a low quality rule is learned, then it would result in a negative impact on learning all the subsequent rules, leading to low quality rules as the likely outcomes. From the above point of view, if the selected target class does not provide a good basis for getting a high quality rule learned, the Prism-driven rule learning strategy could even lead to an inconsistent rule being produced covering instances of different classes [26, 28]. In this case, the subsequent rules are likely to be poorly trained, due to the unexpected situation that the previously trained rule cannot cover instances of the same class. The above description indicates that the fixed strategy of the target class selection leads to a selection bias affecting the performance of rule learning driven by the Prism algorithm, i.e., a low quality rule is likely to be produced due to the ineffective target class selection for learning this rule, which indicates the need to develop a more effective strategy of the target class selection.
4. Rule learning driven by PrismCTC

In this section, we provide the description of the proposed PrismCTC algorithm on its essence and illustrate its procedure using the weather data set shown in Table 1. We also give a theoretical justification on the suitability of the PrismCTC algorithm for reducing both the risk of overfitting and the model complexity, through analyzing the main difference between Prism and PrismCTC in terms of their strategies of the target class selection.

4.1. Key features

As mentioned in Section 1, PrismCTC is essentially a variant of the Prism algorithm, and the key difference between the two algorithms is in terms of their strategies of the target class selection. In particular, the Prism algorithm involves a fixed strategy of the target class selection, whereas the PrismCTC algorithm involves a trained strategy, i.e., the target class selection through the PrismCTC algorithm is based on the outcome of the quality evaluation of rules trained for different classes. In this context, at each iteration of producing the final rule set, $k$ rules are trained as the candidates for competition towards selecting the best target class from the $k$ classes predefined in the training set, i.e., one of the $k$ rules would become the successful candidate and is thus added into the final rule set. Therefore, the consequent of each rule shows a different target class. The quality of the $k$ candidate rules should be evaluated by using one of the statistical measures defined in Eqs. (1)-(5), such that the rule of the highest quality can be found. Following the above evaluation of the rules quality, the target class shown in the consequent of the highest quality rule (the successful candidate) is judged as the best one. Overall, at each iteration of producing the final rule set, only the successful candidate is added into the final rule set, but the successful candidates (rules) identified at different iterations may show different rule consequent (i.e., different classes are selected as the target classes for these rules), e.g., the class ‘Yes’ is selected as the best target class leading to the first successful candidate added into the final rule set, but
Fig. 5. The proposed PrismCTC algorithm

the second successful candidate results from selecting the class ‘No’ as the best target class.
In the whole procedure of the proposed PrismCTC algorithm shown in Fig. 5, $T$ represents the original training set and $T'$ is a subset of $T$; each instance in $T$ is expressed as $e$; $AS$ represents an attribute set that contains $d$ attributes; $A_i$ represents an attribute in $AS$, where $i$ is the attribute index; each value of the attribute $A_i$ is expressed as $v_{i,j}$, where $j$ is the attribute-value index; $c_t$ represents the target class selected from the $k$ classes predefined in the original training set $T$; $p_{max}$ represents the maximum conditional probability of the target class $c_t$ obtained by selecting the best attribute-value pair $'A_i = v_{w,b}'$; $R_t$ represents a candidate rule trained when selecting $c_t$ as the target class, and $q_t$ represents the quality of rule $R_t$; $R_{best}$ represents the best (successful) candidate rule, and $q_{best}$ represents the quality of the successful candidate $R_{best}$; $RS$ represents a set of rules that is finally used as a rule based classifier; $CS$ consists of the candidate rules and each one is trained for a specific one of the $k$ classes; $T''$ represents the result set of instances covered by the successful candidate rule $R_{best}$ identified at each iteration.

We illustrate the proposed PrismCTC algorithm by following the illustration of the Prism algorithm on the Weather data set. In particular, as shown in Section 2.3, the first rule trained for the class ‘Y’ is expressed as: \( \text{Outlook} = 2 \rightarrow \text{class} = 1 \), whereas the first rule trained for the ‘N’ class is expressed as: \( \text{Outlook} = 1 \land \text{Humidity} = 1 \rightarrow \text{class} = N \). For the PrismCTC algorithm, the quality of the above two rules need to be evaluated and one of them is selected as the successful candidate at the first iteration and is added into the final rule set. For illustrative purpose, we choose to measure the confidence (see Eq. (1)) of the two rules as follows:

The Weather data set contains 14 instances. For the rule of the class ‘Yes’, there are 4 instances that meet the condition ‘\( \text{Outlook} = 2 \)’, so $P(x) = \frac{4}{14} = 0.29$. Also, all of the four instances belong to the ‘Yes’ class, so $P(x, y) = \frac{4}{14} = 0.29$, which indicates that the confidence equals 1.

For the rule of the class ‘N’, there are 3 instances that meet the two conditions ‘\( \text{Outlook} = 1 \)’ and ‘\( \text{Humidity} = 1 \)’, so $P(x) = \frac{3}{14} = 0.21$. Also, all of the three instances belong to the class ‘No’, so $P(x, y) = \frac{3}{14} = 0.21$, which indicates that
the confidence equals 1 as well.

Since both rules obtain the confidence of 1, we need to measure the support of each rule according to Eq. (6). In this way, we can see that the rule of the class ‘Y’ obtains a higher value (0.29) of the support, so this rule would be selected as the successful candidate that gets into the final rule set and the best target class identified at the first iteration is thus the class ‘Y’. The four instances covered by the rule of the class ‘Y’ should be deleted from the training set, such that the above procedure of rule learning can be repeated for the second iteration, by learning two rules (one for the class ‘Y’ and the other one for the class ‘N’) separately from the other 10 instances.

\[
Support = P(x, y) \tag{6}
\]

4.2. Justification

The designs of both the Prism and PrismCTC algorithms involve the adoption of granular computing concepts in an information processing paradigm [36, 37, 38]. The role of granular computing is to enable the effective thinking in a structured way at the philosophical level but granular computing can also act as a role leading to intelligent problem solving in a structured way at the practical level [48].

In practice, granular computing techniques generally need to involve granulation and organization as the two main operations [48]. The former is essentially an operation of transforming a whole into multiple parts, i.e., top-down information processing, whereas the latter is an operation of integrating multiple parts into a whole, i.e., bottom-up information processing [24, 25, 47].

What is actually processed through granulation and organization is referred to as an information granule, which can be seen as a collection of smaller particles forming a larger unit. Due to the difference in the sizes of different granules, the concept of information granularity is thus needed, which is aimed for each granule to be located at a suitable level of granularity according to the actual size of the granule.
In the setting of rule learning driven by the Prism algorithm, an independent set of rules needs to be learned for each predefined class. When there are \( k \) classes and each one should be selected as a target class, \( k \) independent rule sets would be trained to form a rule based classifier (granule at the top level of granularity) and each of the \( k \) rule sets is viewed as a sub-classifier (sub-granule) of the rule based classifier. Also, each rule in one of the \( k \) rule sets is viewed as a sub-sub-granule, because it is a part of a sub-classifier of the rule based classifier.

In the setting of information granularity, the Prism algorithm is designed to undertake the rule learning task in the sub-classifier level, which could result in the case that the rule set trained for each target class contains some but not all of the rules of high quality. In order to make the quality of each single rule as high as possible, the PrismCTC algorithm is designed to undertake the rule learning task in the rule level (in more depth), which manages to evaluate at each iteration the quality of all the rules trained for the given target classes.

As argued in Section 3, rule learning driven by the Prism algorithm leads to the target class selection bias, since the selection is done in a fixed strategy by selecting a target class from the \( k \) predefined classes in the training set and then learning rules continuously for the same class until each of the instances of this class has been covered by one or more of the learned rules. However, at each iteration of producing the final rule set, the best target class that leads to the highest quality rule may not be the same one. Since it is impossible to identify at each iteration which one of the \( k \) class is the best target class without having a rule trained for each of the \( k \) classes, the PrismCTC algorithm is thus designed to let each class be the target class leading to a candidate rule and evaluating the quality of all the candidate rules, as illustrated in Fig. 5. In the above way, it can ensure that a rule of as high quality as possible is trained and identified at each iteration and is then added into the final rule set that will be used as a rule base classifier.
5. Experimental results

In this section, experiments are conducted for evaluating the proposed Prism-CTC algorithm by comparing its performance with the performance of the C4.5 algorithm [43] and the Prism algorithm [5], in terms of the classification accuracy and the model complexity.

Table 6
Data sets.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Attribute types</th>
<th>No. of attributes</th>
<th>No. of instances</th>
<th>No. of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal</td>
<td>discrete, continuous</td>
<td>38</td>
<td>898</td>
<td>6</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>discrete</td>
<td>4</td>
<td>625</td>
<td>3</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>discrete</td>
<td>9</td>
<td>286</td>
<td>2</td>
</tr>
<tr>
<td>Breast-w</td>
<td>continuous</td>
<td>0</td>
<td>699</td>
<td>2</td>
</tr>
<tr>
<td>Credit-a</td>
<td>discrete, continuous</td>
<td>16</td>
<td>690</td>
<td>2</td>
</tr>
<tr>
<td>Credit-g</td>
<td>discrete, continuous</td>
<td>20</td>
<td>1000</td>
<td>2</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>discrete, continuous</td>
<td>39</td>
<td>540</td>
<td>2</td>
</tr>
<tr>
<td>Dermatology</td>
<td>discrete, continuous</td>
<td>34</td>
<td>366</td>
<td>6</td>
</tr>
<tr>
<td>Diabetes</td>
<td>discrete, continuous</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>discrete, continuous</td>
<td>19</td>
<td>155</td>
<td>2</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>continuous</td>
<td>34</td>
<td>351</td>
<td>2</td>
</tr>
<tr>
<td>Iris</td>
<td>continuous</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>discrete</td>
<td>36</td>
<td>3196</td>
<td>2</td>
</tr>
<tr>
<td>Labor</td>
<td>discrete, continuous</td>
<td>16</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>Lymph</td>
<td>discrete, continuous</td>
<td>18</td>
<td>148</td>
<td>4</td>
</tr>
<tr>
<td>Sponge</td>
<td>discrete</td>
<td>45</td>
<td>76</td>
<td>3</td>
</tr>
<tr>
<td>Tae</td>
<td>discrete, continuous</td>
<td>5</td>
<td>151</td>
<td>3</td>
</tr>
<tr>
<td>Vote</td>
<td>discrete</td>
<td>16</td>
<td>435</td>
<td>2</td>
</tr>
<tr>
<td>Wine</td>
<td>continuous</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>Zoo</td>
<td>discrete, continuous</td>
<td>17</td>
<td>101</td>
<td>7</td>
</tr>
</tbody>
</table>
In order to measure the classification accuracy obtained by using each learning algorithm, each data set is partitioned into two subsets (i.e., 70% for training and 30% for testing), for the conduct of the experiments. The data partitioning is repeated 100 times on each data set and the average accuracy obtained through the 100 runs of the experiments is taken for comparison. The model complexity is measured by counting the rules and the terms in a rule set. In particular, a rule based classifier is trained on each whole data set towards counting the rules and the terms that make up the classifier. In terms of rule quality evaluation, confidence, J-measure, lift and leverage are adopted, respectively, for the effective identification of the best quality rule resulting from the best target class, at each iteration of the rule set learning.

There are 20 UCI data sets [23] used by following the above procedures, for the performance evaluation against the above three learning algorithms. The descriptions of the 20 data sets are given in Table 6 to show their characteristics, such as the number of attributes.

5.1. Accuracy comparison

Table 7 shows the results on the classification accuracy. The four headers of Table 7 ‘PrismCTC1’, ‘PrismCTC2’, ‘PrismCTC3’ and ‘PrismCTC4’ represent that the four statistical measures (confidence, J-measure, lift and leverage) shown in Eqns (1)-(5) are used, respectively, for the heuristic evaluation of the quality of each single rule, immediately after the rule has been learned by using the proposed PrismCTC algorithm. In other words, the PrismCTC algorithm is considered as parametric, where each of the above four statistical measures can be used as a parameter for rule quality evaluation, e.g., PrismCTC1 represents the case of choosing the statistical measure ‘confidence’ as the parameter for evaluating each rule learned by using the PrismCTC algorithm.

In comparison with C4.5, PrismCTC1 leads to better classification accuracy in 11 out of 20 cases. In the other 9 cases, PrismCTC1 performs the same as or very close to C4.5, with exceptions on the ‘Credit-a’ and ‘Zoo’ data sets. PrismCTC2 leads to better classification accuracy in 10 out of 20 cases. In the
Table 7

Classification accuracy.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>C4.5</th>
<th>Prism</th>
<th>PrismCTC1</th>
<th>PrismCTC2</th>
<th>PrismCTC3</th>
<th>PrismCTC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>0.78</td>
<td>0.83</td>
<td>0.85</td>
<td>0.85</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>0.67</td>
<td>0.67</td>
<td>0.66</td>
<td>0.65</td>
<td>0.64</td>
<td>0.67</td>
</tr>
<tr>
<td>Breast-w</td>
<td>0.94</td>
<td>0.93</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Credit-a</td>
<td>0.83</td>
<td>0.80</td>
<td>0.77</td>
<td>0.77</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td>Credit-g</td>
<td>0.68</td>
<td>0.74</td>
<td>0.70</td>
<td>0.68</td>
<td>0.68</td>
<td>0.70</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>0.58</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
<td>0.69</td>
<td>0.72</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.94</td>
<td>0.84</td>
<td>0.90</td>
<td>0.91</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.72</td>
<td>0.70</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
<td>0.73</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>0.76</td>
<td>0.76</td>
<td>0.82</td>
<td>0.81</td>
<td>0.78</td>
<td>0.83</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.89</td>
<td>0.90</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>Iris</td>
<td>0.94</td>
<td>0.88</td>
<td>0.94</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>Kr-vs-kp</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Labor</td>
<td>0.80</td>
<td>0.88</td>
<td>0.81</td>
<td>0.85</td>
<td>0.87</td>
<td>0.84</td>
</tr>
<tr>
<td>Lymph</td>
<td>0.76</td>
<td>0.78</td>
<td>0.79</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
</tr>
<tr>
<td>Sponge</td>
<td>0.93</td>
<td>0.91</td>
<td>0.90</td>
<td>0.93</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>Tae</td>
<td>0.55</td>
<td>0.49</td>
<td>0.59</td>
<td>0.57</td>
<td>0.58</td>
<td>0.45</td>
</tr>
<tr>
<td>Vote</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.90</td>
</tr>
<tr>
<td>Wine</td>
<td>0.91</td>
<td>0.84</td>
<td>0.93</td>
<td>0.93</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td>Zoo</td>
<td>0.92</td>
<td>0.61</td>
<td>0.80</td>
<td>0.86</td>
<td>0.63</td>
<td>0.86</td>
</tr>
</tbody>
</table>

In the other 10 cases, PrismCTC2 performs the same as or very close to C4.5, with exceptions on the ‘Credit-a’ and ‘Zoo’ data sets. PrismCTC3 leads to better classification accuracy in 9 out of 20 cases. In the other 11 cases, PrismCTC3 performs the same as or very close to C4.5, with exceptions on the ‘Credit-a’, ‘Dermatology’ and ‘Zoo’ data sets. PrismCTC4 leads to better classification accuracy in 9 out of 20 cases. In the other 11 cases, PrismCTC4 performs the
same as or very close to C4.5, with exceptions on the ‘dermatology’, ‘Tae’, ‘Vote’ and ‘Zoo’ data sets.

In comparison with Prism, PrismCTC1 leads to better classification accuracy in 13 out of 20 cases. In the other 7 cases, PrismCTC1 performs the same as or very close to Prism, with an exception on the ‘Labor’ data set. PrismCTC2 leads to better classification accuracy in 14 out of 20 cases. In the other 6 cases, PrismCTC2 performs the same as or very close to Prism, with an exception on the ‘Credit-g’ data set. PrismCTC3 leads to better classification accuracy in 13 out of 20 cases. In the other 7 cases, PrismCTC3 performs the same as or very close to Prism, with an exception on the ‘Credit-g’ data set. PrismCTC4 leads to better classification accuracy in 12 out of 20 cases. In the other 8 cases, PrismCTC4 performs the same as or very close to Prism.

Overall, the results shown in Table 7 indicate that in 10 out of 20 cases at least one of the four rule quality measures leads to the PrismCTC algorithm outperforming both C4.5 and Prism in terms of the classification accuracy. In the other 10 cases, the best performance of the PrismCTC algorithm achieved using one of the four rule quality measures is equal to or slightly worse than the performance of the best performing one of the other two algorithms (C4.5 and Prism), with an exception on the ‘Zoo’ data set.

To further evaluate the performance of the PrismCTC algorithm, the Wilcoxon sign rank test is applied to identify whether the average accuracy obtained by using PrismCTC is higher than the average ones obtained by using C4.5 and Prism, respectively. As shown in [14], it would be more appropriate to use the Wilcoxon sign rank test than to use the paired t-test.

Table 8 displays the Wilcoxon’s test details when comparing Prism with the different versions of PrismCTC; PrismCTCBest takes the best performance from the four versions of PrismCTC. The results of the comparison between C4.5 and the different versions of PrismCTC are displayed in Table 9. 

N denotes the number of cases (data sets), which are divided into three possibilities: negative ranks, positive ranks and ties. The negative ranks indicate the number of cases in which the second algorithm outperforms the first one,
Table 8
Wilcoxon sign rank tests for average accuracy – Prism vs PrismCTC.

<table>
<thead>
<tr>
<th>Compared classifiers</th>
<th>Ranks</th>
<th>N</th>
<th>Mean ranks</th>
<th>Sum of ranks</th>
<th>z-score</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prism vs PrismCTC1</td>
<td>Negative ranks</td>
<td>13</td>
<td>9.77</td>
<td>127.00</td>
<td>-1.79</td>
<td>p=3.70%</td>
</tr>
<tr>
<td></td>
<td>Positive ranks</td>
<td>5</td>
<td>8.80</td>
<td>44.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ties</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prism vs PrismCTC2</td>
<td>Negative ranks</td>
<td>14</td>
<td>10.86</td>
<td>152.00</td>
<td>-1.76</td>
<td>p=4.00%</td>
</tr>
<tr>
<td></td>
<td>Positive ranks</td>
<td>6</td>
<td>9.67</td>
<td>58.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ties</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prism vs PrismCTC3</td>
<td>Negative ranks</td>
<td>13</td>
<td>8.73</td>
<td>113.50</td>
<td>-1.73</td>
<td>p=4.20%</td>
</tr>
<tr>
<td></td>
<td>Positive ranks</td>
<td>4</td>
<td>9.88</td>
<td>39.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ties</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prism vs PrismCTC4</td>
<td>Negative ranks</td>
<td>12</td>
<td>8.42</td>
<td>101.00</td>
<td>-1.14</td>
<td>p=12.80%</td>
</tr>
<tr>
<td></td>
<td>Positive ranks</td>
<td>5</td>
<td>10.40</td>
<td>52.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ties</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prism vs PrismCTCBest</td>
<td>Negative ranks</td>
<td>17</td>
<td>10.18</td>
<td>173.00</td>
<td>-3.14</td>
<td>p=0.10%</td>
</tr>
<tr>
<td></td>
<td>Positive ranks</td>
<td>2</td>
<td>8.50</td>
<td>17.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ties</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

while the positive ranks indicate the opposite; ties are cases in which the algorithms have the same accuracy. The sum of ranks (i.e., mean ranks × N) allows the comparison of the two classifiers, i.e., similar sums for the negative and positive ranks indicate a negligible difference, i.e., the algorithms have similar performance; when one of the sums is considerably higher than the other one, it indicates a significant difference between the two algorithms. The z-test is used
Table 9
Wilcoxon sign rank tests for average accuracy – C4.5 vs PrismCTC.

<table>
<thead>
<tr>
<th>Compared classifiers</th>
<th>Ranks</th>
<th>N</th>
<th>Mean ranks</th>
<th>Sum of ranks</th>
<th>z-score</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5 vs PrismCTC1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative ranks</td>
<td>11</td>
<td>1</td>
<td>10.32</td>
<td>113.50</td>
<td>-0.75</td>
<td>p=22.80%</td>
</tr>
<tr>
<td>Positive ranks</td>
<td>8</td>
<td>1</td>
<td>9.56</td>
<td>76.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5 vs PrismCTC2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative ranks</td>
<td>10</td>
<td>1</td>
<td>8.55</td>
<td>85.50</td>
<td>-0.91</td>
<td>p=18.30%</td>
</tr>
<tr>
<td>Positive ranks</td>
<td>6</td>
<td>4</td>
<td>8.42</td>
<td>50.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5 vs PrismCTC3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative ranks</td>
<td>9</td>
<td>3</td>
<td>9.61</td>
<td>86.50</td>
<td>-0.45</td>
<td>p=32.60%</td>
</tr>
<tr>
<td>Positive ranks</td>
<td>8</td>
<td>4</td>
<td>8.31</td>
<td>66.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5 vs PrismCTC4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative ranks</td>
<td>9</td>
<td>3</td>
<td>9.11</td>
<td>82.00</td>
<td>-0.24</td>
<td>p=40.60%</td>
</tr>
<tr>
<td>Positive ranks</td>
<td>8</td>
<td>4</td>
<td>8.88</td>
<td>71.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5 vs PrismCTCBest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative ranks</td>
<td>12</td>
<td>4</td>
<td>9.04</td>
<td>108.50</td>
<td>-2.09</td>
<td>p=1.80%</td>
</tr>
<tr>
<td>Positive ranks</td>
<td>4</td>
<td>4</td>
<td>6.88</td>
<td>27.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

to calculate the level of significance of the difference between the algorithms – in general, a p-value lower than 0.05 indicates significance. For example, when comparing Prism with PrismCTC1, the sum of negative ranks, i.e., 127.00, (indicating PrismCTC1 outperforms Prism), is much higher than the sum of positive ranks, i.e., 44.00, (indicating that Prism outperforms PrismCTC1). The z-score (-1.79) and its corresponding p-value (3.70%) indi-
cate that PrismCTC significantly outperforms Prism. The mean ranks, sum of ranks, z-scores and p-values are rounded to 2 decimal places.

The Wilcoxon rank test results indicate that, with the exception of PrismCTC4, all versions of PrismCTC significantly outperform Prism. The comparison between C4.5 and the different versions of PrismCTC indicate a similar performance, with the exception of PrismCTCBest. This indicates the proposed PrismCTC algorithm performs as well as C4.5, and that there is potential for this algorithm (through joint use of the different rule quality measures) to outperform established algorithms such as C4.5.

5.2. Model complexity comparison

In terms of model complexity, the results on the number of rules are shown in Table 10, whereas the results on the number of terms are shown in Table 11.

In comparison with C4.5, the PrismCTC algorithm leads to a simpler rule based classifier in 19 out of 20 cases, when using any one of the four rule quality measures, according to the results on the number of terms shown in Table 11. In other words, although the PrismCTC algorithm leads to more rules being produced than C4.5 in most cases as shown in Table 10, the number of terms impacts the model complexity more significantly, as argued in [26].

In comparison with Prism, the PrismCTC algorithm leads to a smaller number of rules in 17 out of 20 cases, when using any one of the four rule quality measures. In the other 3 cases (on the ‘Credit-a’, ‘Tae’ and ‘Vote’ data sets), the PrismCTC algorithm just leads to the same or a marginally higher number of rules, when using some of the four rule quality measures. On the other hand, the PrismCTC algorithm leads to fewer terms being generated in all of the 20 cases, when using any one of the four rule quality measures.

The above description indicates that the PrismCTC algorithm can effectively leads to reduction of the model complexity, in comparison with C4.5 and Prism. In practice, the reduction of the model complexity could not only reduce the risk of overfitting, but also leads to a faster process of rule based classification,
Table 10
A comparison of the number of rules generated by different algorithms for different data sets.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>C4.5</th>
<th>Prism</th>
<th>PrismCTC1</th>
<th>PrismCTC2</th>
<th>PrismCTC3</th>
<th>PrismCTC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal</td>
<td>53</td>
<td>48</td>
<td>31</td>
<td>20</td>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>60</td>
<td>109</td>
<td>106</td>
<td>101</td>
<td>121</td>
<td>83</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>152</td>
<td>110</td>
<td>107</td>
<td>103</td>
<td>96</td>
<td>44</td>
</tr>
<tr>
<td>Breast-w</td>
<td>23</td>
<td>36</td>
<td>30</td>
<td>27</td>
<td>28</td>
<td>15</td>
</tr>
<tr>
<td>Credit-a</td>
<td>101</td>
<td>148</td>
<td>148</td>
<td>142</td>
<td>110</td>
<td>77</td>
</tr>
<tr>
<td>Credit-g</td>
<td>359</td>
<td>310</td>
<td>214</td>
<td>280</td>
<td>248</td>
<td>181</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>430</td>
<td>310</td>
<td>160</td>
<td>177</td>
<td>160</td>
<td>168</td>
</tr>
<tr>
<td>Dermatology</td>
<td>33</td>
<td>48</td>
<td>35</td>
<td>37</td>
<td>33</td>
<td>24</td>
</tr>
<tr>
<td>Diabetes</td>
<td>22</td>
<td>223</td>
<td>173</td>
<td>203</td>
<td>172</td>
<td>103</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>16</td>
<td>30</td>
<td>23</td>
<td>24</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>18</td>
<td>39</td>
<td>21</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>Iris</td>
<td>5</td>
<td>16</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Kr-vs-kp</td>
<td>43</td>
<td>104</td>
<td>77</td>
<td>67</td>
<td>52</td>
<td>51</td>
</tr>
<tr>
<td>Labor</td>
<td>13</td>
<td>12</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Lymph</td>
<td>23</td>
<td>32</td>
<td>23</td>
<td>26</td>
<td>28</td>
<td>15</td>
</tr>
<tr>
<td>Sponge</td>
<td>14</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Tae</td>
<td>35</td>
<td>44</td>
<td>57</td>
<td>61</td>
<td>65</td>
<td>21</td>
</tr>
<tr>
<td>Vote</td>
<td>19</td>
<td>27</td>
<td>28</td>
<td>27</td>
<td>27</td>
<td>16</td>
</tr>
<tr>
<td>Wine</td>
<td>5</td>
<td>16</td>
<td>8</td>
<td>6</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Zoo</td>
<td>9</td>
<td>35</td>
<td>15</td>
<td>10</td>
<td>30</td>
<td>10</td>
</tr>
</tbody>
</table>

since it is essential to check rule by rule in an outer loop and to check term by term in an inner loop, towards finding a rule that fires for classifying an unseen instance. Moreover, a simpler model is easier to interpret – one of the reasons for the popularity of decision trees is the ability to inspect the model and understand the reasoning based on which the classification is made. Thus, PrismCTC has the potential to lead to models that are easier to interpret than...
Table 11
A comparison of the number of terms generated by different algorithms for different data sets.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>C4.5</th>
<th>Prism</th>
<th>PrismCTC1</th>
<th>PrismCTC2</th>
<th>PrismCTC3</th>
<th>PrismCTC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal</td>
<td>400</td>
<td>81</td>
<td>40</td>
<td>29</td>
<td>27</td>
<td>24</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>419</td>
<td>359</td>
<td>308</td>
<td>292</td>
<td>322</td>
<td>258</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>645</td>
<td>329</td>
<td>248</td>
<td>220</td>
<td>210</td>
<td>115</td>
</tr>
<tr>
<td>Breast-w</td>
<td>124</td>
<td>87</td>
<td>42</td>
<td>40</td>
<td>39</td>
<td>26</td>
</tr>
<tr>
<td>Credit-a</td>
<td>542</td>
<td>392</td>
<td>197</td>
<td>188</td>
<td>187</td>
<td>180</td>
</tr>
<tr>
<td>Credit-g</td>
<td>2261</td>
<td>882</td>
<td>457</td>
<td>355</td>
<td>385</td>
<td>413</td>
</tr>
<tr>
<td>Cylinder-bands</td>
<td>432</td>
<td>312</td>
<td>160</td>
<td>177</td>
<td>160</td>
<td>168</td>
</tr>
<tr>
<td>Dermatology</td>
<td>141</td>
<td>95</td>
<td>40</td>
<td>42</td>
<td>45</td>
<td>25</td>
</tr>
<tr>
<td>Diabetes</td>
<td>120</td>
<td>680</td>
<td>305</td>
<td>261</td>
<td>243</td>
<td>216</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>81</td>
<td>51</td>
<td>31</td>
<td>27</td>
<td>33</td>
<td>18</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>121</td>
<td>92</td>
<td>43</td>
<td>22</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>Iris</td>
<td>14</td>
<td>35</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>Kr-vs-kp</td>
<td>380</td>
<td>387</td>
<td>195</td>
<td>134</td>
<td>136</td>
<td>130</td>
</tr>
<tr>
<td>Labor</td>
<td>44</td>
<td>15</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Lymph</td>
<td>93</td>
<td>74</td>
<td>36</td>
<td>42</td>
<td>52</td>
<td>27</td>
</tr>
<tr>
<td>Sponge</td>
<td>40</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Tae</td>
<td>242</td>
<td>115</td>
<td>105</td>
<td>95</td>
<td>113</td>
<td>51</td>
</tr>
<tr>
<td>Vote</td>
<td>97</td>
<td>88</td>
<td>74</td>
<td>80</td>
<td>83</td>
<td>40</td>
</tr>
<tr>
<td>Wine</td>
<td>12</td>
<td>21</td>
<td>9</td>
<td>6</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Zoo</td>
<td>38</td>
<td>35</td>
<td>15</td>
<td>10</td>
<td>30</td>
<td>10</td>
</tr>
</tbody>
</table>

decision trees.

6. Conclusions

In this paper, we have proposed a new version of the Prism algorithm referred to as PrismCTC, and the experimental results show that the proposed PrismCTC algorithm outperforms the C4.5 and Prism algorithms, in terms of
We have proved through the experiments that the incorporation of the heuristic target class selection into the PrismCTC algorithm through a trained strategy leads to effective reduction of the model complexity, by means of producing a smaller number of simpler rules, comparing with the original Prism algorithm that involves the target class selection in a fixed strategy. Also, the trained strategy of the target class selection involved in the PrismCTC algorithm can also lead to reduction of overfitting, in comparison with the fixed strategy involved in the original Prism algorithm. In particular, confidence, J-measure, lift and leverage are incorporated into the PrismCTC algorithm, respectively, for evaluating the quality of each single rule, such that it is achievable to identify at each iteration which class is the best option for being the target class leading to the best quality rule. In this way, each rule, which is trained at a specific iteration and is finally added into the rule set, would be of as high quality as possible. In contrast, the original Prism algorithm simply chooses each of the predefined classes as the target class for training an independent set of rules until each of the instances of the target class has been covered by one or more of the already trained rules. In this way, it is usually difficult to achieve that the trained rule set contains all rules of high quality, i.e., the quality of some rules in the rule set are low.

In future, we will investigate in more depth how to measure the rule quality more effectively. For example, multiple measures of rule quality can be used jointly towards reduction of the bias resulting from a single measure and improvements of the effectiveness of the rule quality evaluation [30]. It is also worth to investigate granular computing techniques [2, 12, 27, 31] towards multi-granularity rule learning [25]. In addition, the fuzzy set theory [49] has been applied to deal with many applications [7, 11, 13, 20, 35, 46]. The adoption of the fuzzy set theory will be explored for learning of fuzzy rules [6, 8, 9, 10, 34] to deal with data with high fuzziness, e.g., textual data.
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