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Abstract

Wireless personal communication has become popular with the rapid development of 5G communication systems. Critical
demands on transmission speed and QoS make it difficult to upgrade current wireless personal communication systems. In this
paper, we develop a novel resource allocation method using deep learning to squeeze the benefits of resource utilization. By
generating the convolutional neural network using channel information, resource allocation is to be optimized. The deep learning
method could help make full use of the small scale channel information instead of traditional resource optimization, especially
when the channel environment is changing fast. Simulation results indicate the fact that the performance of our proposed method
is close to MMSE method and better than ZF method, and the time consumption of computation is smaller than traditional

method.
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1 Introduction

In 5G wireless communication systems, how to make full use
of precious bandwidth, power and antenna resource has be-
come a critical topic in recent studies. The official standardi-
zation organization 3GPP has recently published the official
released standard [1] and add some key features to improve
system throughput and reduce the latency. The target of 5G is
to spread the bandwidth and make flexible use of system re-
sources to achieve better performance, resources in time, spec-
trum and spatial domain are jointly combined and optimized.
Traditional studies on 5G are mainly about the proof of
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mathematical bound [2, 3], and then provide heuristic
methods to approximate the proved bound. However, there
is hardly effective operations to reach the bound considering
only existing coding, modulation, antenna selection, etc.

To solve this problem, researchers tried to introduce the
famous Aurtificial Intelligence (Al) technology. The growing
discussions about deep learning in Al has brought opportuni-
ties to improve system performance in 5G related works.
Relying on the study process of deep learning, benefits of
resource allocation could be obtained using the dedicated neu-
ral network. So there are still quite space to approximate the
theoretical bound using the resource allocation.

2 Related works

Resource management and allocation [4] is the popular way to
improve system throughput and reduce transmission latency.
To achieve the goal, the network provider are establishing
plenties of network nodes [5] such as base stations, access
points, etc. The increasing number of network nodes are re-
quiring more flexible resource allocation methods, so re-
searchers are trying to tackle this area according to recent
publications.

In [6], Martin provide the content centric resource al-
location method in 5G wireless network, the constraint is
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the quality of experience (QoE), by concentrating the me-
dia services, the simulation provide a satisfied result. In
[7], the author optimized the spectrum sensing and re-
source allocation in IOT scenario, but the constraint of
global channel information is strong. In [8-10], the two
papers are focusing on NOMA, the energy optimization
and cooperation are discussed. In [11], the spectrum man-
agement method is discussed, a context aware dynamic
optimization method is given, but there is still a gap to
the theoretical bound. In [12], the target of this paper is to
minimize the interference through resource allocation and
signal processing technique and in [13], the discussion of
full duplex environment is given. The above discussion
are mainly about the traditional optimization methods,
where the Al based method is rarely mentioned.
Considering the Al method, the author in [14] provided
the reinforcement learning method in space based net-
works, the author discussed the cognitive spectrum shar-
ing method but not in ground network. In [15], the sched-
uling using reinforcement learning is given in ground net-
works, but the mobility is not discussed and the channel
model is simple. In [16], the state of art of deep learning
in air communication is given, but there is no significant
improvement. In [17, 18], Prof. Saad provide the resource
allocation solution in LTE network, which is a good result
to solve the dynamic arrangement using CNN. In [19], the
sum assignment problem is discussed in DNN where ref-
erence [20] summarize the existing problems in this area,
but the discussion is not the optimal solution but only a

practical method.
)

3 Contribution and structure of this work

In this paper, we have two main contributions compared to
other researchers.

First, we model and perform the resource allocation in
5G D2D networks, both space, spectrum resources are
introduced and perform optimization. Compared to other
modeling method, we make the optimization from discrete
to continuous so a convex optimization is available under
the strict constraints;

Second, we first perform the optimization using deep
learning. By generating the CNN, the dynamic alloca-
tion of spectrum and antenna is given. The simulation
result indicates that our proposed method is working
very well.

The rest of the work is organized as follows. In part 4, we
propose the theoretical modeling of the resource allocation
problem; in part 5, we present the proposed method using
deep learning. In part 6, simulation results are given and
discussed. Conclusion and Acknowledgement are in the fol-
lowing paragraph.

4 Theoretical modeling

In 5G based D2D network, small cells [3] are deployed in
ultra-dense. Such deployment can provide larger bandwidth
and smaller interferences. In Fig. 1, we illustrate the scenario
of resource allocation in 5G D2D networks. In 5G ultra dense
wireless networks, macro base stations working in low
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Fig. 1 Resource allocation in 5G heterogeneous D2D networks. Deep leaming is the effective way to follow the change of channel
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frequency (usually 800 MHz and 900 MHz), small cells are
working in high frequency area, usually 2GHz and above,
sometimes 15GHz above for wireless backhaul transmission.
Downlink cooperation are also adopted to enhance the perfor-
mance of cell edge and cancel/reduce adjacent interference.

Because all the base stations and small cells are connected
to the control center, the global optimization could be com-
puted and adopted. The resource allocation operation is usu-
ally based on the channel environment, so the prediction of
channel environment is very important. The pilot based chan-
nel estimation method will take up the bandwidth resource in
every frame (or within some intervals), and the Al based chan-
nel prediction could study the previous channel condition and
predict the upcoming channel gain according to the historical
data. In Fig. 1, the red curve means the real channel response,
the blue one means the MMSE detector and the green curve
means the Al based prediction.

Based on the transmission scheme, we will first model and
give the optimization problem of the transmission, and then
use the Al based learning to perform the dynamic
transmission.

4.1 System model

We assume there are M € N small cells and N € N users locat-
ed in the target area. For any user j € N is served by primary
small cell i € M. For any small cell i, we have the following
model, the received signal of small cell could be expressed
using Shannon Formula. His the channel matrix between user
and small cell, # is the additional Gaussian noise. By using the
given frequency, the transmitter and the receiver will work
under the MIMO structure. Then, the users can also commu-
nicate with each other, so the signal model is still the same as
given in eq. (1) and (2). The D2D is performed in the same
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way, the differences are the power constraint, number of an-
tennas and bandwidth.

vi= X Hyxj+n (1)
JEN

To perform cooperation, information must be exchanged
between cooperative pairs, so the received signal of coopera-
tive small cell could be expressed as:

Y Hyxj+m+2z (2)
keN k#j

V=

k is the index of cooperative small cell, the number of the
cooperative cell is depending on the algorithm of cooperation.
The received signal is recovered by target cell and the coop-
erative cells, which is expressed by:

Vi Hy  Hyp X1 nj

X1 I’lj
Xj ne+2

y:

(3)

To make the discussion simple, we consider a 2-small cell
and 2-user scenario illustrated in Fig. 2. To maximize the
capacity under the proper resource allocation scheme, the tar-
get is to maximize the sum capacity, which could be expressed
using the following equation. 7(x;;y,vg) is the mutual infor-
mation provided by Shannon Formula,

I(x5;y4v8) = H(yayp)=H (vayplxs) = H(yayp)—H (na(np + z))
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Fig. 2 System model of D2D cooperation in 5G wireless networks, cooperative links are performed in both base station side and terminal side

@ Springer



Mobile Netw Appl

The mutual information from different small cell is
expressed in eq. 5:

I(x;;y4v5) = logdet(meR,,)~logdet(meR,,) = logdet(R,,R,})

nn

< A)
1 .

o2 ! ¢Bl o
0

= logdet<l +0—2SH£IHA +OHY (0°1 + ¢’B)7]H3>

1
— logdet| 7+ 0, (7Y 1Y) | 7

= logdet (1 + %Hf{ Hy + OHY (%A + 1)"AHB>
(5)

It is clear that the optimization is to maximize the sum
capacity by changing the resource management policy. The
target is concave under the constraint but the constraint is non-
convex, so the optimization could not be adopted. So the
optimization problem could not be tackled using CVX tool
directly. A proper approximation method is in great need. In
eq. 6, the objective is to maximize the sum rate of the fixed
transmission and the constraint is the limitation of channel
capacity and the power.

o

max  logdet (1 +=SH{Hy + QHY (0°A + I)IAHB>
o

s

-1
s.t. logdet <1 +A (HB (1 + %HfHA) OH} + 021> )
(o

<Rpy A=0 tr(C{Q,C,)<P; tr(C;0,C,) <P,

_ (&
Qs_ < Q2>20

4.2 Deep learning method

To analyze the channel condition and perform proper resource
allocation, it is necessary to recognize the channel environ-
ment. In this work, we introduce the deep learning method, by
analyzing the historical data of channel conditions, the fre-
quency of pilot could be significantly reduced and the accu-
racy of the prediction is greatly increased.

The key is to generate the neural networks according to the
previous conditions. Multilayer perceptron is the proposed
way to perform deep learning that contains input layer, hidden
layer and output layer [21]. The nodes located in the hidden
layers and the output layers takes the sigmoid threshold func-
tion instead of the step function. Then the input layer is work-
ing only to distribute the inputs between the neurons arranged
in the hidden layer.

The error of particular set of inputs, which is denoted as p,
is calculated for some node j in the output layer using eq. 7,

@ Springer

where t,; represents the required output, o, is the real output
and 9, is the amount of error applied to the target node. The
function f'(net,;) is the derivative of the threshold function,
applied to the activation at node j, which is simply the weight-
ed sum of the inputs to that node, as used for the single
perceptron. Error calculation for output node is given using
the following equation, where the function is not suitable for
hidden nodes because the correct target output is unknown

oy =1 ; ("etpj ) (tpj—opj) (7)

Similarly, the error calculation for hidden nodes is comput-
ed using eq. 8:

Oy = f’j (netpj) %5pkwjk (8)

Derivative of the sigmoid function with respect to f(nef) is
calculated by:

fl (net) = kopj(lfopj) 9)

Then the following two equations give the error calcula-
tions with the threshold-function’s derivative incorporated:

8y = Koy (1=0y) (tp0y) (10)
8y = kop(1-0) %5pkwjk (11)

The above functions provide the way to calculate the error
function to reduce it, as it will go back through the network. It
will also be confirmed that the error for the nodes in hidden
layers is proportional to the error in the nodes following it,
such as the output nodes. Therefore, the output nodes are
calculated first, followed by the last hidden node and so on
back to the first set of hidden nodes. Once we have obtained
the amount of error that will be applied at each node, the
weights for each connections that lead to the nodes will be
adjusted using eq. 12, where 7 is a gain term, and wj; is the
weight from node ito node j at time ¢.

wy(t + 1) = w;(t) + ndp0, (12)

5 Deep learning based resource allocation
method

Considering the optimization problem in eq. 6, we provide a
deep learning approach to solve this. First of all, we will sim-
plify the optimization and reduce the dimension of this
mathematical work (Table 1).

According to target function, it could be simplified using
eq. 13 as follows:
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Table 1 Simulation Assumptions

and Parameters Name

Value

Antenna Configuration
Channel Model

Cell Layout

Transmit Power
System Bandwidth
System to Link Level Mapping
Inter-site Distance
Number of Users
Speed of UE

Pathloss Model
Shadowing Std

AMC Table

MIMO Detection
Channel Estimation
Simulation TTIs

4by 4

SCME Urban Micro

7 cell, 3 sector per cell

63 W

20 MHz

MI-ESM

50 m

42 total, 2 per cell

0.5 m/s

L=93.4+228logl0(R)

10 dB

QPSK (R={1/8, 1/7, 1/6, 1/5, 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 4/5})
16QAM (R = {1/2, 3/5, 2/3, 3/4, 4/5})
MMSE

Ideal

1000

logdet (1 +Cnlih, 1+ Y (A + 1) Al

-1
= logdet<< Q’HHHA> (1 +QHY (PA+1) 'AH <1 + Q‘HHHA) ))

= logdet

(G
logdet(( %
((r+2%
(( % + logdet(/ + AR

= logdet slva

1
HHHA> + logdet (1 + QHY (PA+1) 'AH (1 + %HHHA) )

I+ HHHA> + logdet <1 +(PA+1) 'AHp (1 +2 HHHA> O,HYy )
HHHA) + logdet (1 + (PA+1) AR, 7021))

)—logdet(I + o*A)

So the optimization problem could be simplified as the
following format:

max logdet(I + AR, |, )~logdet(I + 0°A)
st logdet(I + AR, ) <Rpy (14)
A>0

1
Where Ry, =Hy(1+%H{Hy) OHY + L. By

simplify the correlation matrix at the transmitter side, the op-
timization problem could be further reformed as:

max logdet([ + %HXHA + QHY (0°A +1)’1AHB>

1
st logdet <1 +A (HB <1 + gH”m) OHY + 021> ) (1)

tr(C{0,C1)<P;  tr(C10,Co) <P,

_ (&
QA'i ( Q2>20

Then the target function could also be simplified through
basic matrix computation theory:

<Rpn
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logdet <1 + %H’Af’HA + QHY (0°A + 1)‘1AHB>
(o

H

HiH - 16
:logdet<I+QS< 22A+H§(UZA+1) 1AHB>> (16)

= logdet(I + O,(M + N))

Thus, we have finally get the presentation of the optimiza-
tion problem with M = Hills and N = HY(0?A + 1) AH

o2

max logdet(/ + O(M + N))

s

st logdet(I + O (M + N))—logdet(I + Q,M)
+ logdet (7 + 0*A)<Rpy tr(C{Q,Ci)<P; r(C;0,Co)<P;

0= (Ql Q2>20
(17)

To solve this problem through deep learning, we
model the deep learning architecture to follow the sta-
tus of channel and help the flexible and precise allo-
cation scheme. Deep learning refers to a group of al-
gorithms that can compute optimal policies given a
perfect model of the environment. Generally, Deep
learning algorithms represent the solution what the
channel condition is to approximate, just with less
computation and without assuming a perfect model.
The dynamics are given by the transition probabilities
Pl = Pr{s1 = Sls; =s,a, = a}, and the expected im-
mediate rewardsR!, = E{rtﬂ la; = a,s; = 8,841 = sl},v
s€S, aeA(s), ands € S+, where S+ is a terminal state
of § if the problem is episodic. An optimal policy is a
simple ordering of policies based on their optimal val-
ue functions, denoted by V* or Q",which is expressed
using eq. 18:

V*(s) = max, Y P [RZAJ +4V* (s/)], or
Q' (s,a) = Y P [Rf:sf + ymax,; Q" <s,,a,>} , (18)
V seS,acA(s),and s €S*.

Then we have the following deep learning method to tackle
the problem expressed in eq. 17.

6 Simulation and performance analysis

In the simulation part, we present the simulation to evaluate
the performance of our proposed method compared to MMSE
optimization. Simulation assumptions and parameters are giv-
en in the following table.

@ Springer

The simulation platform is provided by Matlab 2018a and
neural time series. To make the simulation simple, we use the
dense urban channel provided by 3GPP. In Fig. 3, we present
the training result of channel and the error. In this figure, the
black line indicates the channel response generated from the
channel model, the blue dot means the target of the optimiza-
tion and the blue cross indicates the proposed output. The
green dot means the target result of MMSE and the green cross
means the real output adopted by the system. From this figure,
we can infer that: for each inflection point, the deep learning
method can follow most of the changing of the channel con-
dition, so that the resource allocation is nearly approximated
to the bound. However, some of the channel information is
mission in our proposed deep learning method, where we
circle them in the following figure. Compared to MMSE
[22], there is about 1.04% loss (average value, depending on
the scenario of channel), but we have the advantages of flex-
ibility and computing speed. From the brown error diagram,
we can see clearly that the errors is controlled within 107°
orders of magnitude, which is satisfied in 5G systems.

In Fig. 4, the result of MSE [23] is given between deep
learning and MMSE. The x-axis means the number of itera-
tions and the y-axis means the mean square error (MSE). The
red curve reflect the performance of MMSE method and the
blue one reflect the deep learning method. From the figure, we
can infer that, both the two methods can satisfy the demand of
5G wireless transmission, even when the number of iteration
is small, the performance can reach the bound of 107, When
the number of iteration increase, especially about 450 times,
there exists a deep decent and both two methods reach the
bound of 107", it is because the iteration slows down the
speed of computing and more details of the channel is obtain-
ed, but it is not quite necessary for us to strive such small
benefits [24, 25].

7 Conclusion

In this work, we present the cooperative resource allocation
using deep learning in 5G based wireless networks. The con-
tribution and the novelty of this work are summarized as
follows:

First of all, we prove the modeling simplification of the
optimization problem using the fixed resource allocation
and convex optimization method, which helps reduce the
complexity of the optimization;

Second, we perform the deep learning based optimization
to approximate the bound of the allocation according to
the channel condition, simulation result indicates that our
proposed method can effectively reduce the complexity
and achieve satisfied performance.
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