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a b s t r a c t 

In the present era, online social networks are the most popular and rapid information 

propagation applications on the Internet. People of all ages spend most of their time on 

social networking sites. Huge volumes of data are being created and shared through so- 

cial networks around the world. These interests have given rise to illegitimate users who 

engage in fraudulent activities against social network users. On social networks, fake pro- 

file creation is considered to cause more harm than any other form of cyber crime. This 

crime has to be detected even before the user is notified about the fake profile creation. 

Many algorithms and methods, most of which use the huge volume of unstructured data 

generated from social networks, have been proposed for the detection of fake profiles. This 

study presents a survey of the existing and latest technical work on fake profile detection. 

© 2017 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Social media is growing incredibly fast these days, which is important for marketing campaigns and celebrities who try

to promote themselves by growing their base of followers and fans. However, fake profiles, created seemingly on behalf of

organizations or people, can damage their reputations and decrease their numbers of likes and followers. They also suf-

fer from fake updates and unnecessary confusion with other people. Fake profiles of all kinds create negative effects that

counteract the advantages of social media for businesses in advertising and marketing and pave the way for cyber bullying.

The users have different concerns regarding their privacy in an online environment. Fire et al. [1] described the threats of

which users are unaware in Online Social Networks (OSNs). These include loss of privacy, identity theft, malware, fake pro-

files (Sybil’s/social bots), and sexual harassment, among others. OSNs have billions of registered users. Facebook is the most

famous OSN with more than a billion active users. There are basically four kinds of threats in OSN: classic threats, modern

threats, combination threats, and threats targeting children. Several suggested solutions to these threats fall into three cat-

egories: operator, commercial, and academic solutions. The mechanisms in each of these categories can help to overcome

the security threats in OSNs. Social engineering [2] is the primary cause of many kinds of security and privacy threats in

OSNs. The main approaches to social engineering are social-technical, technical, physical, and social, and these are generally

carried out using software or humans. The channels for social engineering are e-mail, instant messenger, telephone, Voice

over Internet Protocol (VoIP), OSN, cloud, websites and physical channels. The attacks themselves are based on dumpster

diving, advanced persistent threats, baiting, and phishing, shoulder surfing, reverse social engineering, and water holing.
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There are also state-of-the-art attacks, including social phishing, context aware spam, fake profiles, spear phishing, and fake

identities in the cloud. An analysis of security threats to OSNs shows that fake profiles (Sybil’s or Social bots) are the most

important cause of these threats. Fake profiles must be detected even before such profiles are registered as OSN members.

Such detection methods are discussed later in this paper. Many organizations have started to access the unstructured data

available in OSNs in order to gain useful insight about the big data available to them. The influence of big data on fake

profile detection is also discussed in the following sections. 

1.1. Motivation and contribution 

There are many social networking sites including Twitter, Facebook, Google + , Myspace, Instagram, Tumblr, Foursquare

and LinkedIn. There were 823 million people who used Facebook daily on their mobile devices, which is an increase from

the 654 million such users in the previous quarter. Social networking sites such as Facebook cannot yet deliver notifications

regarding fake profiles in real-time, and discriminating between real and fake profiles is difficult for non-technically savvy

users. Moreover, many big data issues, including data storage, how to handle streaming data, and how to provide immediate

responses to users, must be handled while simultaneously operating on large volumes of data to achieve accurate profile

identification results. 

The main contributions of this paper are an exploration of the various diverse aspects of fake profile detection techniques

and models proposed before 2012, as well as a focus on recent OSN Sybil detection studies that have not been previously

considered. The year 2012 is chosen because, as stated by Nowotarski [3] , there is an increase in social networking patent

applications and issued patents every year. The paper identifies the improvements in detection techniques over the years

and identifies possible future developments. In addition, several metrics are examined to analyze and compare earlier and

more recent models. 

1.2. Organization 

The rest of this paper is organized as follows. Research related to OSN security threats is discussed in Section 2 . Early

fake profile and Sybil detection methods are reviewed in Section 3 . Recent work and detection models are discussed briefly

in Section 4 . Based on this review of previous work, future research directions are discussed in Section 5 . The study is

concluded in Section 6 . 

2. Research related to OSN security threats 

Many fraudulent activities occur on OSNs, and so OSN data must be handled in such a way that it can be made useful for

many purposes such as fraud detection, criminal activity, political opinions, and risk management. Viswanath et al. [4] com-

pared the prior Sybil defense algorithms against each other and analyzed, by node ranking, whether community detection

algorithms can defend Sybil’s with accuracy. Ferrara et al. [5] analyzed the dominant behavioral features that differentiate

fake users from human ones and classified the studied literatures into a taxonomy of bot detection approaches, namely,

graph-based social bot detection, crowd sourcing-based social bot detection and combinations of multiple approaches. Koll

et al. [6] investigated the vulnerability of Sybil detection and Sybil tolerance solutions for the Sybil attacks under classical

and modern scenarios. Various existing security issues, privacy leaks and deceptive behavior have been investigated with

respect to OSNs. The reputation system describes the techniques involved in attacks and their defense mechanisms. 

3. Existing models 

This section reviews the literature on social network bot detection and classifies it under three major categories: feature-

or content-based defense, network structure- or graph-based defense and hybrid techniques that combine both. Most of the

previous Sybil detection works fall under social graph-based defense, which takes into account the link (edges/relations) and

node (users) features [7,8] . Private OSN analysis reveals how to ensure privacy by reconstructing the whole graph into private

pieces so that malicious users cannot report false information about the graph to the users. Earlier, the link prediction on

OSNs can be solved using common neighbors, Jaccard’s coefficient and Adamic/Adar. Adamic/Adar is valuable in that it uses

preferential attachment and is based on ensemble paths of hit times, page ranks, and other variants. 

The different historical Sybil detection techniques, along with their characteristics, assumptions, dataset, detection type 

and operating threshold, are summarized in Fig. 1 . The standard previous works shown in Fig. 1 are graph-based defenses

that assume that social networks are fast-mixing. Sybil Guard [9] was developed as the foremost Sybil admission control

protocol. For ‘n’ real users, it limits the Sybil admission by O( �n log n ) per attack edge, but Sybil limit [10] bounds the Sybil

admission by O(log n )per attack edge. Sybil Infer [11] allows for a higher degree of attacker nodes, whereas Sybil Limit ren-

ders strong guarantees merely on low attack edges. Additionally, Sum-up [12] , a Sybil resilient vote aggregation mechanism

that exploits user feedback, outperforms Sybil Limit by restricting adversary votes to one per attack edge. Mislove’s Algo-

rithm [13] establishes local communities using a greedy approach to partition the social graph into honest and fake regions.

However, it costs O( n 2 ), as shown in Table 1 . Gatekeeper [14] allows O(log n ) Sybil’s per attack edges, which is similar to
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Fig. 1. Previous works on fake profile detection techniques with the corresponding detection models and their features. 
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Table 1 

Summary of time complexity of Sybil detection algorithms. 

Year Detection model Computational Cost of Algorithms 

2008 Sybil Guard O( 
√ 

mn log n ) 

2008 Sybil Limit O( 
√ 

mn log n ) 

2009 Sybil Infer O( n ( logn ) 2 ) 

2009 Sum - Up O(log n ) 

2010 Mislove’s Algorithm O( n 2 ) 

2011 Gatekeeper O(nlog n ) 

2012 Sybil Rank O(nlog n )) 

Fig. 2. Fake profile of Emily Crawley on LinkedIn, with similar images in Google image search. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sybil limit, but it does not depend on the size of the social network. It costs O(nlog n ) per honestnode. Another graph par-

titioning approach, Sybil Rank [15] outperforms other previous approaches by employing a seed selection method and early

terminated random walks to propagate trust through O(log n )Power iterations. The cost of a single power iteration is O( n ).

The total cost of the algorithm is O(nlog n ), independent of the number of honest seeds. The overall computation cost of

Sybil detection algorithms is summarized in the Table 1 . 

Previous work on fake identities addresses experiments that analyze countermeasures against the behaviors of fake users.

A Facebook social engineering experiment using the Facebook Graph API analyses qualitative data, such as the number

of female and male friends, user data records, mutual friend cluster analysis, work and education information, location

information, and common interests of Facebook users. The counter measures for protecting users from attackers include

privacy awareness, privacy regulations, privacy enhancing strategies, and awareness training. 

Facebook uses the Facebook Immune System [16] to identify spam, suspicious links, and patterns of user behavior in

their social network. However, spammers often attempt to elude these security measures and spread malware or inappro-

priate content to users. Though OSNs employ measures to protect the user‘s information, it is the responsibility of the users

themselves to accept friend requests that are real profiles because their privacy is also their friend’s privacy. Social bots are

the fastest means through which fake owners can initiate connections with real users in an OSN. This activity is detected

using the assumption that the attacker knows the defense strategy employed and eventually tries to reduce the number of

random friend requests that are accepted. 

4. Recent work on privacy-preserving fake profile detection 

Fake profiles have been detected in the LinkedIn dataset from a set of profiles available on the network [17] , as in Fig. 2 .

The detection process involves a few steps. First, profiles are processed to extract features using principal component

analysis. These features are used to develop a training model, using the Resilient Back Propagation algorithm in neural
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networks and Support Vector Machines (SVMs), for classification. Test data is given to the neural network and SVM to

classify fake profiles. Finally, the detection accuracy of this model is compared with other methods. 

Sybil Frame [18] uses a multi-stage level classification mechanism to detect Sybil’s on Facebook and Twitter. There are

two types of approaches to address Sybil regions, content-based and structure-based approaches. Stage 1 explores a dataset

and extracts information used to calculate prior information about its nodes and edges. Stage 2 correlates the nodes using

a Markov random field and loopy belief propagation, which employs posterior information. Sybil detection is also done by

analyzing user click streams. Friend recommendation schemes are used to detect independent sybils and sybils that collude

with identified sybils. 

Vote Trust [19] reveals the detection mechanism for the classification of benign and fake user accounts on OSNs. This

detection depends on the prediction that victims use user-level activities. Unique features of the user accounts are extracted

and applied to a classifier. An OSN graph is analyzed with the assumption that fake accounts have very few edges. A friend

invitation graph is drawn based on incoming and outgoing links between nodes. Trust is then calculated using the votes

posted for acceptance and rejection of the requests from the users based on personal influence. The trust is also globally

calculated based on the votes from the nodes in the complete network. The trust is propagated to the entire network

and is used as a basic criterion for detecting sybils. The community detection identifies the victims around the identified

sybils. However, on Twitter, it is possible to sell legitimate accounts that have been compromised. Furthermore, attackers

can increase the number of links in order to increase the acceptance of sybils. Hence, vote trust is only the first level of

defense. Fig. 3 provides a summary of recent studies on fake profile identification and privacy preservation, along with their

characteristics, assumptions, operating thresholds and OSN datasets. 

4.1. Analysis of abnormal user behavior in social networks 

User influence mining plays a vital role in immediately reporting noticed abnormalities to the user. This social influence

of the user is assessed through two essential factors: the user’s impact on others and the user’s importance. The evaluation

is done using a fine-grained feature-based social influence (FBI) model [20] . A page rank algorithm is used to analyze the

extent of the user‘s influence on his or her friends. The user’s impact is then assessed using affinity, either directly or indi-

rectly. The FBI model is a scalable and generalized model for calculating influence among users in OSNs. Anomalous behavior

was discovered using statistical methods to detect the intrusion of criminals in temporal networks [21] . Two datasets, from

Twitter and VAST, were monitored over 10 days, during which all tweets and telephone calls, respectively, were analyzed

to classify the observed behavior as normal or abnormal. The statistical method uses the binomial distribution of a discrete

time model to calculate p-values and thus detect abnormality. The experimental results showed that all abnormal nodes

were detected in the VAST dataset, but with a large number of false positives. Because false positives reduce the accuracy

of detection, this issue must be addressed. 

Structured Learning analyzes user behavior and its corresponding linkage information across different social platforms.

The linking of data for the same user over different platforms results in fewer benefits with respect to data completeness,

consistency, and continuity, in addition to unreliable attributes, data misalignment, platform difference, behavior asynchrony,

and data imbalance. Heterogeneous behavior can be assessed against user attributes, generated content, behavior trajectory,

and core OSN features. The evaluation is based on precision and recall values and total execution time. Hydra, a multi-

objective learning framework across heterogeneous social platforms, is more efficient than other existing methods. 

4.2. Privacy preserving profile matching schemes 

Private matching protocols [22] use an asymmetric social proximity measure to identify matches between initiator and

responder profiles without revealing the private information of one user to the other before confirming a friend request.

There are four protocols used, namely, L1P, L2P, EL2P, and L3P. These private matching protocols analyze the overlap of simi-

lar interests between the two users based on their similar communities. All protocols are capable of providing at least some

security to OSN users. For all protocols, both the computational cost and the communication cost regarding the exchange of

keys are high. Trustworthiness analysis uses OSNs for cloud computing and grid computing aspects of distributed comput-

ing. A social cloud implies that the resource provider and the resource consumer are involved in a relationship with some

kind of OSN, which helps to generate trust between them. This further helps with scheduling efficiency in terms of both

task and trust, which improves computing efficiency in general. Such a social cloud is capable of improving computational

task processing, as in grid and cloud computing. 

4.3. Utilizing machine learning techniques 

The previous approaches assume that the machine learning techniques are too challenging because the attackers create

patterns that cannot be trained by machines. But recent works have applied many standard machine learning algorithms,

such as ensemble of classifiers, Random Forests, SVM, Adaboost and Naïve Bayes, to adversarial learning. Several machine

learning algorithms are utilized for the clustering and classification of profiles based on their attributes. The survey on

efficient machine learning introduces several machine learning algorithms and discusses their big data processing ability

with respect to prediction accuracy. Efficiency is calculated based on a model’s computational requirements, least memory
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Fig. 3. Recent works on fake profile detection techniques with the corresponding detection models and their features. 
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Fig. 4. Machine learning techniques used in recent works. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

requirements, and ratio of computational cost to prediction accuracy. Sybil communities are detected from social network

graphs using clustering algorithms. The different machine learning techniques employed by various works for their evalua-

tion are shown in Fig. 4 . 

4.4. Big data in fake profile analysis 

Big data concerns play a key role in the empirical analysis of data from OSNs. The analysis of big data in OSNs helps com-

munication media in various respects. Some challenges regarding big data are explained using a few examples. Algorithms

capable of processing big data are as follows: ensemble methods for improving performance by reducing computational

cost, model complexity methods to optimize time complexity, local learning strategies to reduce computational complexity,

semi-parametric approximations for global models, deep learning to increase chip processing capabilities and lower comput-

ing hardware cost, big data computing with Map Reduce, Graph Lab for batch processing, and Storm and SAMOA for stream

processing. 

Integro [23] concentrates on complete community detection solutions for large networks using Map Reduce and takes

O(nlog n ) time to complete its computation. Photo-based social authentication is used to automatically flag fake or suspi-

cious accounts. A ranking system is employed such that fake accounts are given low ranks and benign accounts are given

high ranks. Integro is limited to undirected graphs, and it has a delay when considering new accounts. Scalable community

detection uses an attribute-based recommendation of friends for social relationships between strangers using Map Reduce

technology. Shi et al. introduced DElayed Processing Of Large Degree nodes (DEPOLD) [24] for the efficient processing of

OSNs with millions of nodes in the network. It makes use of social attributes to find the matched friends and a multi-hop

trust chain for making friends between strangers in an OSN.DEPOLD filters out high degree nodes and applies Map Reduce-

based detection algorithms on the remaining nodes. A community is detected based on similarity metrics for a number of

common communities between the nodes of the OSN. Compared to the efficiency and consistency of Integro, DEPOLD saves

computation time and reduces complexity. 

Recent studies on memory reveal the difficulties of in-memory management for big data. In-memory data storage sys-

tems include H-Store/VoltDB, Hekaton, Hyper/ScyPer, and SAP HANA. In-memory No SQL databases include MemepiC, Mon-

goDB, RAMCloud, and Redis. In-memory data processing includes big data analytics systems such as Main Memory Map

Reduce (M3R), Spark/RDD, and real-time processing systems such as Spark Streaming and the Yahoo Simple Scalable Stream-

ing System (S4). The challenges in data management are to determine optimization possibilities in indexing, data layouts,

parallelism, and concurrency control, query processing, fault tolerance, and data overflow. 

Scalable methodology, which consists of batch and stream processing, is a real-time model of scalable processing of so-

cial data for classification and prediction. Batch processing is used to train machine learning models, which is not adequate

for real-time applications. Stream processing is used to test the data model and to predict the output based on the batch

processing classification model. The batch processing model performs query attributes and data clustering, and it builds

machine learning models. The stream processing model carries out prediction, performs classification or segmentation, and
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Fig. 6. Comparison of accuracy of detection models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

provides recommendations. Storage uses the Hadoop distributed file system. This prototype is used for the Web recom-

mender system and user behavior prediction system. 

5. Comparison of current techniques 

Sybil defense works can be centralized or decentralized protocols. Centralized protocols are based on admission control

by a central authority, which bounds the sybils and keeps the bogus accounts within a defined operating threshold. Decen-

tralized protocols distribute the jobs to the nodes in the system. Table 2 lists the studies on protocol design of the Sybil

detection model, their network type (synthetic /real) that is used (along with the size of dataset) for evaluation of the de-

tection model, and the attacks that each type addresses in addition to the Sybil attacks. Performance metrics are given for

scalability, robustness, reliability and accuracy: if the authors of the model intended to specifically address the metric, it is

given a ‘ 
√ 

’. 

Most of the existing works merely use graph features of networks to identify real and fake nodes and fail to adequately

address scalability and user metadata analysis or employ machine learning techniques. The early bots are simple to spot

by monitoring, for example, bulk content posted routinely from a node. However, modern large-scale bot infiltration poses

challenges that require active machine learning algorithms. The existing approaches such as SybilGuard provide assurance

on the number of sybils admitted per attack edge. If the number of attack edges p in a network with n real nodes is at most

O( 
√ 

n / log n ) , SybilGuard accepts at most O( 
√ 

n log n ) sybil nodes per attack edge. If p increases, SybilGuard is not able to

restrict the number of Sybil nodes. SybilLimit improves on SybilGuard by allowing at most O(log n ) Sybils per attack edge

regardless of the number of attack edges. For example, in a million node network, it allows for ∼10 to ∼40 sybil nodes per

attack edge. It overcomes SybilGuard’s limitation that if the number of attack edges exceeds a fixed threshold, false negatives

are produced. Sybil rank outperforms all existing works, but Vote trust improves over Sybil rank by 10%in false positive and

false negative rates. Integro improves over Sybil rank by 30% in node ranking. This improvement refers to the probability of

ranking an arbitrary honest user higher than an arbitrary corrupt node. Fig. 5 shows that Integro detects sybils with greater

precision (95%) than both Tuenti’s user reporting system (5%) and Sybil Rank (42%), for 20k low ranking accounts. 

Sybil Frame and Integro are hybrid techniques that combine user profile features and graph properties for detection.

Sybil Radar also improves over Sybil Rank and attains Sybil detection accuracy identical to that of Integro without features.

Similar to previously discussed methods, Sybil Belief uses a restricted amount of attack edges for finding fake identities. For

10 0 0 real and fake randomly selected nodes on Twitter, Sybil Frame detects 68.2% sybils using node prior classifier, which

helps in reducing the false positive rate from 8.5% to 4.2% (with 51% detection rate), whereas Sybil Belief identifies all nodes

as sybils. Sybil Frame also ranks 500 fake accounts, which is a 12-fold and 35-fold improvement over Sybil Belief and Sybil

Rank, respectively. Fig. 6 compares the accuracy of Sybil Radar, Sybil Frame, Integro, Empirical evaluation model, Integro

and Sybil Belief. Sybil Belief achieves accuracy closest to 100% when compared with other methods (each with their own

datasets). 

Unlike the historical random walk-based methods, Trust book [27] uses digital certificates and GNU Privacy Guard to

identify trusted friend requests. True top [28] uses weighted eigenvector centrality for measuring the influence of a user in
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Table 2 

Overview of the dataset and evaluation network of Sybil detection models. 

Model & year Kind of synthetic social Dataset statistics Protocol design Type of attacks addressed Performance metrics 

network Nodes Edges Robustness Scalability Reliability Accuracy 

Sybil Guard Kleinberg’s model 1 × 10 6 & 1 × 10 4 Node degree of 24 De-centralized Sybil attack, IP harvesting 
√ √ 

–
√ 

100 Node degree of 12 

Sybil Limit Kleinberg 

model 

Friendster 9.3 × 10 5 7.8 × 10 6 De-centralized Sybil attacks –
√ 

–
√ 

Live Journal 9 × 10 5 8737,636 

DBLP 1 × 10 5 625,932 

Kleinberg 1 × 10 6 10,935,294 

Sybil Infer Scale-free (or power law) 

topology with preferential 

attachment 

Scale-free 10 0 0 – Centralized Sybil attacks 
√ 

–
√ √ 

Live Journal 33,0 0 0 –

Sum-up Not mentioned YouTube 4,46,0 0 0 3458,0 0 0 Centralized & 

De-centralized 

Sybil attacks – –
√ √ 

Flickr 1530,0 0 0 21,399,0 0 0 

Synthetic 30 0,0 0 0 0 24,248,0 0 0 

Mislove’s 

algorithm 

Barabasi–Albert (BA) 

random synthetic network 

Facebook regional network 

63,731 

816,886 De-centralized Community detection 

(Sybil) 

√ 

– –
√ 

BA 512 Degree, m = 8 

Gate Keeper Random graphs with 

average node degree of 6 

YouTube 446,181 1728,948 De-centralized Sybil attacks –
√ 

–
√ 

Digg 539,242 4035,247 

Sybil Rank Barabasi’s scale-free model BA 10,0 0 0 39,399 De-centralized Sybil attacks 
√ √ 

–
√ 

Facebook 10,0 0 0 40,013 

Sybil Belief Not mentioned Facebook 43,953 182,384 De-centralized Sybil attacks 
√ √ 

–
√ 

Slashdot 82,168 504,230 

Integro Small-world graph model Facebook −2 samples 2991 13,952 De-centralized Sybil attacks 
√ √ 

–
√ 

6136 38,144 

Sybil Frame Preferential Attachment 

(PA) model 

Twitter 20 × 10 6 265 × 10 6 De-centralized Sybil attacks 
√ √ √ √ 

Facebook Ego- 4039 88,234 

Vote Trust No synthetic network. Renren 200 × 10 3 5.01 × 10 6 De-centralized Sybil attacks, spammers, 

collusion attack 

√ √ 

– –

Sybil Radar [25] Power law model Twitter 469,506 2153,427 De-centralized Sybil attacks 
√ 

– –
√ 

Friend Relation- 

ship-based User 

Identification 

(FRUI) [26] 

Erdos–Renyi (ER) random 

networks,Watts-Strogatz 

(WS) small-world networks 

and BA networks 

Sina 1.17 × 10 6 1.9 × 10 6 De-centralized Profile cloning, Sybil attack 

(fake profile), Identity theft 

–
√ √ 

–

Renren 5.5 × 10 6 14.6 × 10 6 

ER and WS - 5 networks with5,0 0 0 nodes and 

another 5 networks with 10,0 0 0 nodes BA - 5 

networks with 10,0 0 0 nodes and another 5 

networks with 20,0 0 0 nodes 
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Fig. 7. Top 10 social networks based on monthly active users (in millions). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the presence of Sybil attacks on Twitter. It is accurate, ranks top-k influential user probability and bounds fake accounts. The

IAC approach (Markov clustering) is used by Morteza et.al [29] to detect profile cloning where the real profiles are clustered

together with similar profiles and the strength of relationship between the profiles is calculated. The empirical evaluation

model [30] exploits the features in existing techniques and adds 9 new features with spatial and temporal correlations. The

detection model uses Random Forest Classifier and achieves a 0.3% false positive rate and a 4.6% false negative rate with a

99.2% detection rate, which is higher than previous approaches. FRUI identifies fake identities across heterogeneous multiple

social networks using mutual friend relationships. Using the sub-graphs of Sina and Renren, it calculates user matching pairs

and obtains a recall rate of 0.5 with low computational cost. 

6. Open issues 

Despite various works in the Sybil detection domain, a number of limitations remain that could be addressed and worked

on in the future. 

First, it is necessary to prevent the creation of fake accounts, rather than just detecting them. Therefore, alerting the user

about incoming malicious friend requests is crucial. Most of the works done in the past and in recent years only address

detection and fail to address prevention. Second, little work has been done on integrating the feature-based and graph-based

approaches for fake account detection, which also needs to be addressed. 

Third, real-time recommendations concerning fake friend requests that utilize online machine learning algorithms need

to be more focused: many works involve only offline processing of user information. Fourth, the reviewed works produced

only a small difference between real and fake user. Hence, novel and efficient techniques need to be formulated. Fifth,

for each of the detection techniques, namely, feature-based and graph-based, innovative features and graph metrics should

perhaps be used to distinguish the real or fake user. 

Finally, the collaboration and cross-platform analysis of heterogeneous social networks and big data analysis in social

networks for the presence of Sybil is the focus of the present work, and very few works have focused on this. Data science

is an emerging field that is expected to become the largest area of research in the next decade. Social data is the primary

source of big data on the Internet. Processing and analyzing big data helps various fields. Fake profile detection can be

made simple through big data analytics. The unstructured behavior data and sentiment analysis of user social behavior can

be leveraged rather than simply using data with predefined labels or observing the behavior of a randomly chosen node in

social networks. 

Facebook can provide assured privacy levels to protect each user’s personal and private information. As shown in Fig. 7 ,

Facebook holds the highest position in number of monthly active users. Facebook has stated that approximately 46 million of

its accounts are false accounts. Additionally, the number of users that are misclassified is 23 million for personal profiles for

an organization, business, or non-human entity, and 14 million for undesirable accounts. This means that the number of fake

accounts totals approximately 83 million. The motives of some imposters may be whimsical, but the ultimate aim behind

the majority of fake profiles is malicious. A phony user may try to phish individual users into bogus relations that will lead

to malware downloads, redirection of Java script code, or an increase of their audience, which leads to the potential for

teens to become victims. This issue needs to be considered seriously, as OSN users, their connections, and their data sharing

increase day by day. 
Please cite this article as: D. Ramalingam, V. Chinnaiah, Fake profile detection techniques in large- 

scale online social networks: A comprehensive review, Computers and Electrical Engineering (2017), 

http://dx.doi.org/10.1016/j.compeleceng.2017.05.020 

http://dx.doi.org/10.1016/j.compeleceng.2017.05.020


D. Ramalingam, V. Chinnaiah / Computers and Electrical Engineering 0 0 0 (2017) 1–13 11 

ARTICLE IN PRESS 

JID: CAEE [m3Gsc; May 25, 2017;10:5 ] 

Fig. 8. Generic process flow in identification of the real or fake profile. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This research also needs to address the challenge of increasing volumes of data with high velocity and variety. Fig. 8

illustrates the generic process flow in identifying real or fake profiles. The big data generated by OSNs can be used effectively

to differentiate fake and genuine profiles and subsequently recommend requests only from real profiles. This is important

for non-technical users, teens and children who are unaware of privacy settings. The research should focus on helping the

user to distinguish between real and fake profiles in real-time, as well as guiding them as to whether to report the profiles

and warn their connected friends. 

7. Conclusion 

This survey provides a comprehensive review of important techniques for fake profile detection in OSNs. The paper ex-

plores the most prominent historical approaches and focuses on state of the art works for detecting Sybil or fake accounts

in social networks. The various approaches, along with their synthetic network type and dataset statistics, are compared and

tabulated. We also focused on recently proposed schemes and their strengths and drawbacks. These schemes are compared

based on their qualitative performance. The open issues in the domain of fake profile detection in OSNs are stated. We con-

clude that, despite numerous existing schemes, there is still no systematic solution for fake profile detection in OSNs that

can provide efficient, fast and reliable recognition of user information. Furthermore, in this paper, it is asserted that fast big

data technologies such as Hadoop and Spark will definitely be part of the solution for rapidly accessing large amounts of

social network data for the security analysis of user profiles. Scalable algorithms need to be designed with concurrency so

that they can run on fast data systems and stream input data at line speeds rather than carrying out batch analyses. 
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