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a b s t r a c t

Green cloud computing attracts significant attention from both academia and industry. One of the major
challenges involved, is to provide a high level of Quality of Service (QoS) in a cost-effective way for the
end users and in an energy-efficient manner for the cloud providers. Towards this direction, this paper
presents an energy-efficient, QoS-aware and cost-effective scheduling strategy for real-time workflow
applications in cloud computing systems. The proposed approach utilizes per-core Dynamic Voltage and
Frequency Scaling (DVFS) on the underlying heterogeneousmulti-core processors, aswell as approximate
computations, in order to fill in schedule gaps. At the same time, it takes into account the effects of
input error on the processing time of the component tasks. Our goal is to provide timeliness and energy
efficiency by trading off result precision, while keeping the result quality of the completed jobs at an
acceptable standard and the monetary cost required for the execution of the jobs at a reasonable level.
The proposed scheduling heuristic is compared to two other baseline policies, under the impact of various
QoS requirements. The simulation experiments reveal that our approach outperforms the other examined
policies, providing promising results.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

As cloud computing continues to gain momentum, providing
a high level of Quality of Service (QoS) in a cost-effective way
for the end users and in an energy-efficient manner for the cloud
providers, is an ongoing challenge that gathers significant atten-
tion from both academia and industry. A Service Level Agreement
(SLA) is commonly required between the end users and a cloud
provider. It is a contract between the two parties that defines the
type of the provided service, the QoS requirements, as well as the
adopted pricing scheme [1].

Compared to other data center infrastructure components, pro-
cessors typically consume the greatest amount of energy [2–4].
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A widely used power management method is the Dynamic Volt-
age and Frequency Scaling (DVFS) technique. DVFS allows the dy-
namic adjustment of the supply voltage and operating frequency
(i.e., speed) of a processor, based on the workload conditions [5,6].
Modern multi-core processor architectures incorporate voltage
regulators for each integrated core, allowing per-core DVFS, so that
each core can operate at a different voltage and frequency level
from the other cores of the same processor [7]. While this provides
flexibility and better energy efficiency, it involves higher control
complexity, especially in the case of clouds where the heteroge-
neous physical resources are usually virtualized and managed by
the hypervisor (Virtual Machine Monitor — VMM) [8].

With the rapid growth of cloud computing, there is a dra-
matic increase in the number and variety of applications processed
on such platforms. They encompass a wide spectrum of sectors
and activities, ranging from social media and big data analytics,
to healthcare monitoring and financial applications [9,10]. The
workload generated by such applications usually comprises jobs
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with multiple component tasks that have precedence constraints
among them. That is, each job forms a workflow, where the output
data of a task are used as input by other tasks of the job [11]. A
task can start execution only when all of its predecessor tasks have
been completed. Timeliness and results quality are amongst the
most important QoS requirements commonly defined in a SLA [12].
Typically, each job features a firm deadline within which all of
its tasks should be completed. Otherwise, a late result would be
useless. Such jobs are commonly referred to as real-time jobs [13].

In such a real-time setting, it is often more desirable for a job
to provide an approximate result by its deadline, than a precise
result late. Based on this observation, Lin et al. proposed the ap-
proximate computations technique [14]. According to this approach,
a real-time job is allowed to return intermediate, approximate
(imprecise) results of poorer, but still acceptable quality, when
its deadline cannot be met. In order to achieve this, each task is
decomposed into a mandatory part, which provides an approxi-
mate result of the minimum acceptable quality, and an optional
part, which enhances the result provided by the mandatory part.
Due to the possibly approximate results of their parent tasks, child
tasks in a workflow application may have error in their input data,
which may require additional processing time in order to produce
an acceptable result [15,16].

1.1. Motivation

The energy, QoS and cost-related challenges involved with pro-
cessing inherently complex workloads on cloud computing plat-
forms, require the employment of novel and effective schedul-
ing techniques [17]. In order to address these challenges, the or-
chestration of the workload execution on the virtual machines
(VMs) of the cloud should take into account the characteristics
of the underlying physical processors, such as per-core DVFS. By
leveraging such features, SLA compliance can be provided at a
reasonable monetary cost for the end users, while keeping the
energy consumption of the resources as low as possible.

1.2. Contribution

Towards this direction, this paper presents an energy-efficient,
QoS-aware and cost-effective scheduling strategy for real-time
workflow applications in cloud computing systems. The proposed
approach utilizes per-core DVFS on the underlying heterogeneous
multi-core processors, as well as approximate computations, in
order to fill in schedule gaps. At the same time, it takes into account
the effects of input error on the processing time of the component
tasks. Our goal is to provide timeliness and energy efficiency by
trading off result precision, while keeping the result quality of the
completed jobs at an acceptable standard and the monetary cost
required for the execution of the jobs at a reasonable level.

The proposed scheduling heuristic is compared to two other
baseline policies. The work presented in this paper extends our
previous work in [18]. Specifically, the proposed scheduling ap-
proach is investigated under the impact of various QoS require-
ments, expressed in the form of result precision thresholds,
whereas only one acceptable level of result precision was consid-
ered in our previouswork. Furthermore, in this study themonetary
cost required for the execution of the jobs is also considered.

The remainder of the paper is organized as follows: Section 2
provides a background on processor performance and power
states, as well as an overview of related literature. Section 3
presents the system, workload, approximate computations and
energy consumptionmodels, aswell as the aspects of the employed
SLA. Section 4 describes the proposed scheduling heuristic, while
Section 5 gives a description of the performance metrics, the
experimental setup and analyzes the results of the simulation
experiments. Section 6 summarizes and concludes the paper.

2. Background and related work

The performance states (P-states) and the power states (C-states)
of a processor core can be controlled by the operating system or a
hypervisor through the Advanced Configuration and Power Inter-
face (ACPI). ACPI is an industry-standard power management in-
terface [19]. P-states, typically expressed as voltage and frequency
pairs, can be used to save energy when running workloads on a
core. P0 is the P-state that corresponds to the highest performance
level, i.e., the highest voltage and the highest frequency (base fre-
quency), and thus the highest power consumption. Higher P-states
(P1, P2 etc.) provide lower performance levels, i.e., lower voltage
and lower frequency, and thus lower power consumption. A core
may transition from one P-state to another via DVFS. Even though
the transition between P-states incurs a latency, it is commonly at
the scale of microseconds and thus negligible when compared to
the execution time of applications, which is usually at the scale of
minutes or hours [8,20].

C-states can help save energywhen a core is idle. C0 is the active
state inwhich the core is executing instructions at the performance
level specified by the utilized P-state. C1 is the first power state in
which the core is idle. When a core is in C1, it can switch to C0
virtually without any latency. In this state, the core consumes less
power thanwhen active (i.e., when in C0). In higher C-states (C2, C3
etc.) the core is set into deeper sleep states, wheremore aggressive
power conservation techniques are utilized, such as clock gating
and power gating. However, the higher the C-state of the core, the
more significant becomes the delay to switch back to C0. Therefore,
in a dynamic and real-time setting where jobs arrive at the system
dynamically and their deadlines must be met, switching to a C-
state higher than C1 may cause poor performance [21].

In its general form, the scheduling problem in distributed plat-
forms such as the cloud, concerns the mapping of a set of applica-
tion tasks to a set of computational resources, in order to complete
all tasks under the specified constraints. Completing each task
within its deadline, minimizing the response time and tardiness
of the tasks, as well as the energy consumption of the computa-
tional resources, are some typical scheduling objectives [22]. In its
general form, the scheduling problem has been shown to be NP-
complete [23].

A large body of research has been focused on energy-efficient
scheduling heuristics [24–32]. DVFS is a technique typically used
in this context. Wang et al. studied in [33] the slack time for non-
critical jobs, extended their execution time and reduced the energy
consumption of a DVFS-enabled homogeneous cluster, without
increasing the execution time of the tasks as a whole. However,
although the jobs featured precedence constraints among their
tasks, no deadlines were considered. Mhedheb et al. proposed
and implemented in [34] a load-aware and thermal-aware VM
scheduling mechanism in a cloud platform, capable of preventing
the occurrence of over-loaded or over-heated physical servers.
Even though DVFS was utilized for the power management of the
physical machines, single-core hosts were considered.

Mizotani et al. proposed in [35] a heuristic that utilized ap-
proximate computations with DVFS, for the scheduling of periodic,
independent real-time tasks on a homogeneous multiprocessor.
According to this approach, the mandatory parts of the tasks had
always higher priority for execution than the optional parts. Fur-
thermore, the mandatory part with the earliest deadline had the
highest priority for processing. The algorithm utilized the slack
time that might occur due to the early completion of a mandatory
part, for the scheduling of the optional part of the task at a lower
processor speed, using DVFS. However, this approach is not suit-
able for workflow applications, as it only considers independent
tasks. A similar method was proposed by Yu et al. in [36]. The
target system under study was a homogeneous multiprocessor, as
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in the previous method. Even though this approach considered ap-
plications with component tasks featuring precedence constraints,
no data dependencies (and thus no input error) were considered
between the tasks. According to both of these methods, heteroge-
neous processors with per-core DVFS were not considered.

On the other hand, Lin et al. proposed in [37] scheduling algo-
rithms that leveraged per-core DVFS in a system with heteroge-
neous processors, in an attempt to achieve a balance between per-
formance and energy consumption. Two scheduling modes were
considered: (a) a batch mode, in which tasks were executed in
batches, and (b) an online mode, in which tasks with different
time constraints, arrival times and computational requirements
co-existed in the system. Even though heterogeneous processors
and per-core DVFS were considered, the workload consisted of
simple independent tasks. Moreover, no approximate computa-
tions were utilized. In our previous work in [38], we presented
a novel approach for the scheduling of real-time workflow ap-
plications in clouds that utilized schedule gaps with approximate
computations, where the underlying computing resources where
heterogeneous. However, even though our approach took into
account the effect of input error on the component tasks of the
applications, it did not utilize DVFS or any other energy-aware
heuristic.

3. Problem formulation

3.1. System model

The cloud computing system under study has an underlying
infrastructure that consists of a set H = {host1, . . . , hosth} of h
physical hostswith heterogeneous processors. Each host hosti has a
multi-core processor that consists of a set Ci = {corei1, . . . , core

i
ci}

of ci cores and supports a set Pi = {(V i
cc0 , f

i
0), . . . , (V

i
ccpi−1

, f ipi−1)}
of pi P-states (i.e., voltage and frequency pairs), where Vcc is the
supply voltage (in volts) and f is the operating frequency (in GHz).
The voltage and frequency pair (V i

cc0 , f
i
0) corresponds to the lowest

P-state (P0) of the processor, which provides the highest perfor-
mance level, i.e., the highest operating frequency (base frequency).
The pair (V i

ccpi−1
, f ipi−1) corresponds to the highest P-state (Ppi − 1)

of the processor, which provides the lowest performance level,
i.e., the lowest operating frequency.

All of the processors support the same instruction set and
per-core DVFS. This is a reasonable assumption, as the physical
hosts utilized in the data centers of major cloud vendors, such as
AmazonWeb Services,Microsoft Azure andGoogle Cloud Platform,
typically use processors that support the x86-64 instruction set
and per-core DVFS (such as modern AMD and Intel processor
architectures). All of the cores of each processor support the same
set of P-states and thus the same set of voltage and frequency
pairs. Each core can operate at a different P-state from the other
cores of the same processor. Different processors may support
different sets of P-states. All of the cores require the same number
of clock cycles per instruction. There is a set V = {vm1, . . . , vmv}

of v VMs in the cloud, where each VM is assigned a virtual CPU
(vCPU). Each vCPU corresponds to a physical core. Consequently,
the operating frequency fi of a VM vmi corresponds to the op-
erating frequency of the assigned physical core, according to its
current P-state. The VMs in the cloud are fully connected by a
virtual network. The data transfer rate between two VMs vmi and
vmj is denoted by lij and is uniformly distributed in the range[
l · (1− L/2) , l · (1+ L/2)

]
, where L is the heterogeneity degree of

the virtual network, whereas l is the mean data transfer rate of the
communication links. A central scheduler running on a dedicated
host is responsible for scheduling the tasks to the VMs in the
cloud [39]. The target cloud computing environment is illustrated
in Fig. 1.

3.2. Workload model

Real-time jobs corresponding to workflow applications arrive
dynamically at the cloud computing environment in a Poisson
stream with rate λ. Each job is represented by a Directed Acyclic
Graph (DAG) G = (N , E), where N is the set of the nodes of the
graph and E is the set of the directed edges between thenodes. Each
node represents a component task ni of the job, whereas a directed
edge eij between two tasks ni and nj represents the data that must
be transferred from task ni to task nj. The terms job, workflow
and DAG are used interchangeably in the rest of the paper. The
component tasks of aworkfloware not preemptible, as preemption
of real-time tasks may lead to performance degradation [40,41].
Each task ni has a weight wi that denotes its computational volume,
i.e., the number of clock cycles required to execute the instructions
of the particular task. The computational volume of each task is
exponentially distributed with mean w. The computational cost of
the task ni on a VM vmj is given by:

Comp(ni, vmj) = wi/fj (1)

where fj is the operating frequency of VM vmj.
Each edge eij between two tasks ni and nj has a weight zij that

represents its communication volume, i.e., the number of GB of data
needed to be transferred between the two tasks. The communica-
tion volume of each edge is exponentially distributed with mean
z. The communication cost of the edge eij is incurred when data
are transferred from task ni (scheduled on VM vmm) to task nj
(scheduled on VM vmn) and is defined as:

Comm
(
(ni, vmm), (nj, vmn)

)
= zij/lmn (2)

where lmn is the data transfer rate of the communication link
between the VMs vmm and vmn. In case both tasks ni and nj
are scheduled on the same VM or on VMs that run on the same
physical host, the communication cost of the edge eij is considered
negligible. The length of a path in the graph is the sum of the
computational and communication costs of all of the tasks and
edges, respectively, on the path. The critical path length CPL is the
length of the longest path in the graph. Each real-time workflow
has a firm deadline Dwithin which all of its component tasks must
finish execution. It is given by:

D = A+ RD (3)

where A is the arrival time of the workflow and RD is its relative
deadline, which is uniformly distributed in the range [CPL, 2CPL].

The communication to computation ratio CCR of a workflow is
the ratio of its average communication cost to its average compu-
tational cost on the target system and is given by:

CCR =

∑
eij∈E

Comm(eij)∑
ni∈N

Comp(ni)
(4)

whereN and E are the sets of the nodes and edges of theworkflow,
respectively. Comm(eij) is the average communication cost of the
edge eij over all of the communication links in the system, whereas
Comp(ni) is the average computational cost of the task ni over all of
the VMs in the system. It is noted that the base frequency of each
vCPU is considered for this calculation. An example of a workflow
application is shown in Fig. 2.

3.3. Approximate computations model

The computational volume wi of each component task ni of a
workflow is assumed to consist of a mandatory part mpi, followed
by an optional part opi:

wi = mpi + opi (5)
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Fig. 1. The cloud computing environment under study.

where 0 ≤ mpi ≤ wi. A task is completed when at least its
mandatory part has been completed. The task can either complete
its optional part entirely, partially or it may skip its whole optional
part, depending on the decision of the scheduler. The results of a
partially completed task ni are approximate and therefore the task
has output error, which is given by:

OEi =
δi

opi
(6)

where δi is the discarded fraction of the optional part opi of the task.
Since 0 ≤ δi ≤ opi, from (6) it follows that 0 ≤ OEi ≤ 1.

Since the output data of the task are used as input by its child
tasks, the error is propagated to its child tasks as input error. It is
assumed that the input error of a task ni is equal to the total output
error of its parent tasks:

IEi =
∑
nj∈Ui

OEj (7)

where Ui is the set of the parent tasks of task ni. In case a task has
input error, there is an impact on its execution time. Specifically, its
mandatory part is extended, sincemore instructions and thus clock
cycles are required by the task to handle the error and produce an
acceptable result. It is assumed that the optional part of the task is
not affected by its input error.

The mandatory part extension of a task ni due to its input error
is defined as:

mpei = mpi · IEi (8)

where mpi and IEi are the mandatory part and the input error
of task ni, respectively. Each task ni has an input error limit IELi
beyond which the error in its input is not manageable and thus
an acceptable result cannot be produced, no matter how much
its mandatory part is extended. It is uniformly distributed in the
range [1, ui], where ui is the number of parent tasks of task ni.
Consequently, the input error IEi of the task must be 0 ≤ IEi ≤ IELi.

3.4. Energy consumption model

The power consumption of a processor core corei is given by
the sum of its dynamic power, which is caused by the switching
activity of the transistors, and its static power, which is mainly
caused by the leakage current [21,42,43]:

Pi = Pdynamici + Pstatici (9)

The dynamic power of corei is given by:

Pdynamici = ai · Ci · V 2
cci · fi (10)

where ai is the fraction of transistors that switch at each clock cycle
on average,Ci is the transistor capacitance,Vcci is the supply voltage
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Fig. 2. Aworkflow application represented as a Directed Acyclic Graph (DAG) with
three entry tasks and three exit tasks. The number in each node denotes the average
computational cost of the represented task, whereas the number on each edge
denotes the average communication cost between the two tasks that it connects.
The critical path of the graph is depicted with thick arrows.

and fi is the operating frequency of the core. The static power of
corei is defined as:

Pstatici = Ileakagei · Vcci (11)

where Ileakagei is the leakage current.
Hence, the dynamic power of corei can be expressed as:

Pdynamici = Kdynamici · V
2
cci · fi (12)

where Kdynamici is the dynamic power factor of the core. The static
power of the core is typically proportional to its dynamic power
[44]. Therefore, it can be expressed as:

Pstatici = Kstatici · Pdynamici (13)

where Kstatici is the static power factor of the core.
Consequently, from (9), (12) and (13) it follows that:

Pi = (1+ Kstatici ) · Kdynamici · V
2
cci · fi (14)

It is assumed that only the C-states C0 and C1 are utilized, due
to the real-time requirements of the workload. C1 corresponds to
the static power consumption of the core, at its lowest possible
voltage level. Hence, the energy consumption of a core corei over
a period of time [t0, t1] can be defined as an integral of its power
consumption [45]:

Ei =
∫ t1

t0

Pi(t) · dt (15)

3.5. SLA aspects

3.5.1. QoS requirements
The following QoS requirements are imposed by the employed

SLA:

• The deadline of each job must be met. In case a job misses its
deadline, a SLA violation occurs.
• Each completed job must provide results of acceptable qual-

ity.

It is assumed that there is a result precision threshold RPT , under
which the results of a job are not acceptable. The relation between
the result precision threshold and the mandatory part of a task ni
is given by:

mpi = RPT · wi (16)

where wi is the computational volume of the task. The result
precision of the task is defined as:

RPi = RPT + (1− RPT )(1− OEi) (17)

where OEi is the output error of the task. The result precision of a
job is considered to be equal to the average result precision of its
exit tasks.

In case the deadline of an uncompleted job is reached, the job is
not always considered lost. Specifically, if the uncompleted tasks
of the job are all exit tasks and all of them have completed their
mandatory part, then the job is considered completed. In this case,
even though the results of the job are approximate, they are still of
acceptable quality.

3.5.2. Pricing scheme
We consider a pay-as-you-go pricing scheme, where an hourly

rate is charged for each VM utilized for the execution of the work-
load.

4. Scheduling strategy

In order to schedule the ready tasks waiting in the queue of the
central scheduler, a heuristic is employed, which consists of two
phases: (a) a task selection phase and (b) a VM selection phase.

4.1. Task selection phase

Tasks are prioritized according to their job’s deadline. The task
that belongs to the job with the earliest deadline, is selected first
by the scheduler. Consequently, tasks are prioritized according to
the Earliest Deadline First (EDF) policy. In case two or more ready
tasks have the same priority, the task with the largest average
computational cost is selected first. This tie-breaking technique
is employed, as it has been proven in the literature that when
combined with EDF, it gives better results than other methods,
such as random selection [46].

4.2. VM selection phase

Once a task is selected by the scheduler, it is allocated to the VM
that can provide it with the earliest estimated finish time EFT . The
EFT of a ready task ni on a VM vmk is given by:

EFT (ni, vmk) = max {tdata(ni, vmk), tidle(ni, vmk)} + Comp(ni, vmk)
(18)

where tdata(ni, vmk) is the time atwhich all input data of task ni will
be available on VM vmk, whereas tidle(ni, vmk) is the time at which
vmk will be able to execute task ni.

In order to calculate the term tidle(ni, vmk), we first determine
the position that task ni would be placed in the queue of VM
vmk. This position is determined by taking into account the task’s
priority and by utilizing possible schedule gaps, using DVFS and
approximate computations. The following steps are performed:

• Step 1: We first find the position at which the ready task ni
would be placed in the VM’s queue, according to its priority.
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• Step 2: In case all of the required input data of the ready task
ni are available on VM vmk (i.e., tdata(ni, vmk) = tcurrent, where
tcurrent is the current time), we check whether a schedule
gap exists. A schedule gap is formed when the VM is idle
and the task nq placed at the head of the queue is still in
the process of receiving its required input data from other
hosts. The capacity g of the schedule gap is calculated as:
g = tdata(nq, vmk)− tcurrent, where tdata(nq, vmk) is the time at
which all of the required input data of task nq will be received.
• Step 3: If a schedule gap exists, we calculate the maximum

possible discarded fraction δmaxi of the ready task’s optional
part, so that the input error limit of each of its child tasks is
not exceeded. This is given by:

δmaxi = opi ·min
{
1, min

nj∈Yi

{
IELj − IEj

}}
(19)

where Yi is the set of child tasks of the ready task ni. In case
the examined ready task is an exit task of its job, then we
consider that δmaxi = 0, since all exit tasks should be allowed
to produce precise results.
• Step 4: Subsequently, we try to fill in the schedule gap with

the maximum possible part of ready task ni, using the mini-
mum possible supported operating frequency of VM vmk. In
case the whole task cannot be inserted into the schedule gap,
we insert only a part of it, utilizing approximate computa-
tions. Specifically, for each supported operating frequency fk
of VM vmk, we check the following conditions, starting from
the lowest supported frequency (i.e., the highest P-state of the
corresponding core):

g ≥ wi/fk (20)

g ≥ (wi − δmaxi )/fk (21)

δmaxi · Pk ≥
∑
nj∈Yi

δmaxi

opi
·mpj · P (22)

In condition (22) we check whether the energy that can be
saved by skipping a fraction of the ready task ni’s optional
part equal to δmaxi , is greater than or equal to the total average
additional energy that would be consumed by the extended
mandatory part of ni’s child tasks, due to ni’s potential output
error. Pk is the power consumption of the corresponding
physical core of VM vmk for the particular frequency level,
whereas P is the average power consumption of all of the
cores in the system, operating at base frequency. In case
condition (20) holds, the whole task can be inserted into
the schedule gap and the VM can process it with frequency
fk. In case conditions (21) and (22) hold, only a part of the
task can be inserted into the schedule gap and the VM can
process it with frequency fk. The part of the task that would
be processed in this case would be equal to its computational
volume w′i that fits into the gap at the particular frequency,
i.e., w′i = g · fk. In case the ready task ni cannot be placed into
a schedule gap or a schedule gap does not exist, the position
of task ni in vmk’s queue is determined only by its priority
(i.e., as in step 1).

The pseudocode for determiningwhether a schedule gap can be
utilized as described above (steps 2–4), is given in Algorithm 1. The
utilization of schedule gaps is also performed in the same manner
for a task waiting in a queue when all of its input data become
available on its assigned VM. Furthermore, it is also performed for
tasks that are waiting for service in a queue and either the task in
service completes execution or a task is discarded from the queue
because its job’s deadline has been reached. In the last two cases,
eligible tasks are considered according to their priority.

Algorithm 1 Schedule gap utilization with DVFS and approximate
computations.
Input: A ready task ni and a VM vmk .
Output: Decision on whether a gap in vmk ’s schedule can be utilized by task ni .
1: gapExists← false
2: gapIsUtilized← false
3: if tdata(ni, vmk) = tcurrent then
4: if vmk is idle and tdata(nq, vmk) > tcurrent then
5: gapExists← true
6: g ← tdata(nq, vmk)− tcurrent
7: end if
8: end if
9: if gapExists then
10: if ni is an exit task then
11: δmaxi ← 0
12: else
13: δmaxi ← opi ·min

{
1,minnj∈Yi

{
IELj − IEj

}}
14: end if
15: for each fkp ∈ Pk starting from fkmin do
16: if g ≥ wi/fkp then
17: gapIsUtilized← true
18: w′i ← wi
19: selectedFrequency← fkp
20: return gapIsUtilized
21: else if g ≥ (wi − δmaxi )/fkp and

δmaxi · Pkp ≥
∑

nj∈Yi

δmaxi
opi
·mpj · P then

22: gapIsUtilized← true
23: w′i ← g · fkp
24: selectedFrequency← fkp
25: return gapIsUtilized
26: end if
27: end for
28: end if
29: return gapIsUtilized

The proposed scheduling approach is energy-efficient through
the utilization of per-core DVFS during the VM selection phase.
Furthermore, it is QoS-aware, as the deadlines of the jobs are taken
into account during the task selection phase, using the EDF algo-
rithm. Moreover, it is cost-effective, as it tries to minimize the idle
time of the VMs (and thus the associated monetary cost required
for running each VM), through the utilization of schedule gaps
during the VM selection phase. The provided energy efficiency,
QoS and cost effectiveness are further enhanced through the com-
bination of DVFS with approximate computations, which allows
the partial execution of the tasks inserted into schedule gaps,
utilizing lower frequencies. Consequently, less energy is required
for the execution of the tasks, more jobs are completed within
their deadline and less time and thus monetary cost is required for
executing theworkload on the VMs. These objectives are achieved,
while ensuring at the same time that all of the jobs will provide
results of acceptable quality.

We refer to our proposed scheduling heuristic as Earliest Dead-
line First with DVFS and Approximate Computations (EDF_DVFS_AC).
The proposed approach is compared to two baseline scheduling
policies: (a) EDF, which is not energy-aware and it does not utilize
any schedule gaps, DVFS or approximate computations and (b)
EDF_DVFS, which is a modified version of our proposed heuristic,
where schedule gaps are utilized using per-core DVFS (i.e., it is
energy-aware), but only if the whole task fits into the gap (i.e., ap-
proximate computations are not used).

5. Performance evaluation

5.1. Performance metrics

The following metrics were employed for the evaluation of the
performance of our proposed scheduling algorithm:
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• Total energy consumption, which is the total energy in
kilowatt-hours (kWh) consumed by all of the cores of the
system under study, during the observed time period.
• SLA violation ratio, which is the ratio of the number of jobs

that did not finish their execution within their deadline (and
thus lost), over the number of all of the jobs that arrived at
the central scheduler of the cloud, during the observed time
period.
• Average result precision, which is the average result precision

of the completed jobs, during the observed time period.
• Total monetary cost, which is the total monetary cost in US

dollars ($) required for the completion of the same number
of jobs, under each scheduling policy.

5.2. Experimental setup

The performance of the system was evaluated by conducting
a series of simulation runs, rather than by analytical methods.
Due to the complexity of the system and workload models under
study, analytical modeling would be very difficult to implement
and would require several simplifying assumptions that would
have an unpredictable impact on the results. In order to model
in detail all of the characteristics of the framework under study
and have full control on all of its parameters, we chose not to use
one of the available simulation packages. Instead, we implemented
our own discrete-event simulation program in C++, tailored to the
specific requirements of the particular problem, using the indepen-
dent replications method. Furthermore, synthetic workload was
used, in order to obtain unbiased, general results, not applicable
only to particular workload traces. The workflows were generated
randomly, using our own random DAG generator, as described
in [15]. Each generated DAGwas aweakly connected graph, having
a path between any pair of tasks, without taking into account the
direction of the edges. There was at least one entry and one exit
task in each generated DAG.

For comparison purposes, the P-states of the host processors
were based on those of real-world processors. Specifically, half of
the hosts in the underlying infrastructure were considered to be
small in terms of the number of processor cores, having per-core
P-states modeled after the Intel Xeon E5450 processor, whereas
the other half of the hosts were considered to be large, having per-
core P-states modeled after the Intel Xeon X5670 processor. The
supported P-states of the small and large host processor cores are
shown in Table 1 [47,48]. The static power factor of the small and
large host processor cores was chosen to be Kstatic = 0.3, since
the static power consumption in CMOS circuits is approximately
30% of the dynamic power consumption [44]. The dynamic power
factor of the cores was calculated based on the maximum power
consumption of the employed real-world processors, as provided
by the manufacturer [49].

We conducted a set of experiments for each combination of
values of the communication to computation ratio (CCR) and the
result precision threshold (RPT ) parameters. In terms of the CCR
parameter, we considered: (a) computationally intensive (CCR =
0.5), (b) moderate (CCR = 1) and (c) communication intensive
(CCR = 2) jobs. In terms of the RPT parameter, we considered a
wide range of values. On the one end of the spectrum, the result
precision threshold and thus the mandatory part of each task was
considered equal to zero (RPT = 0). Consequently, each task
could essentially be omitted. However, this was restricted by the
imposed input error limit, as well as the requirement that each exit
task should always give results of the highest possible precision. On
the other end of the spectrum, the result precision threshold was
considered equal to 1 (RPT = 1), meaning that each task was not
allowed to omit any fraction of its computational volumeand itwas
thus forced to always produce precise results (i.e., approximate

Table 1
P-states of host processor cores.
P-state Voltage (V) Frequency (GHz)

Small host processor core

P0 1.35 3.00
P1 1.17 2.67
P2 1.00 2.33
P3 0.85 2.00

Large host processor core

P0 1.35 2.93
P1 1.29 2.80
P2 1.23 2.67
P3 1.17 2.54
P4 1.11 2.40
P5 1.05 2.27
P6 0.99 2.14
P7 0.92 2.00
P8 0.86 1.87
P9 0.80 1.74
P10 0.75 1.60

computations were not utilized in this case). Between these two
extreme cases, the following values were also considered for the
result precision threshold: RPT = {0.25, 0.5, 0.75}. In these cases,
a task was allowed to omit a large, medium or small fraction of
its computational volume, respectively. This variety of result preci-
sion thresholds enabled us to investigate our proposed scheduling
heuristic under the impact of variousQoS requirements, in contrast
to our previous work in [18], where a fixed value for the result
precision threshold was considered.

For computationally intensive DAGs (CCR = 0.5), the mean
computational volume of the tasks was selected to be equal to
w = 1.758 · 1012 clock cycles, so that on average, a task would
take 10 min to execute on a vCPU corresponding to a core of a
large processor, operating at base frequency (i.e., 2.93 GHz). For
moderate and communication intensive DAGs (CCR = {1, 2}), the
mean computational volume of the tasks was selected to be equal
to w = 0.879 · 1012 clock cycles, so that on average, a task would
take half the time to execute compared to the computationally
intensive case (i.e., 5 min). For each CCR and mean computational
volumew, themean communication volume z was calculated from
(4). In order for the system to be stable, the job arrival rate was
chosen to be λ = 0.004. The hourly rate per VM was considered
to be $0.019, which is the average hourly rate charged by Amazon
EC2 for on-demand VM instances with one vCPU and variable EC2
Compute Units (for Windows usage) [50]. The input parameters of
the simulation model are shown in Table 2.

We ran 30 replications of the simulation with different seeds of
randomnumbers, for each set of input parameters. Each replication
was terminatedwhen 4000 jobs had been completed.We found by
experimentation that this simulation run length was long enough
to minimize the effects of warm-up time. For every mean value,
a 95% confidence interval was calculated. The half-widths of all
of the confidence intervals were less than 5% of their respective
mean values. Furthermore, in order to examine whether the dif-
ferences between the mean values obtained by each scheduling
methodwere statistically significant, a 95% confidence intervalwas
calculated for the difference between each pair of mean values.
The calculated confidence intervals did not include 0 and thus
the differences in the results between the employed scheduling
policies were statistically significant.

5.3. Simulation results and discussion

The simulation results for the total energy consumption, SLA
violation ratio and total monetary cost metrics, are presented in
Figs. 3–5, respectively, for each (CCR, RPT ) pair of values, under
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Table 2
Input parameters of the simulation model.
Parameter Value

System model parameters

Small hosts:
Number of hosts (i.e., processors) hsmall = 20
Number of host processor cores csmall = 4
Number of core P-states psmall = 4
Static power factor of processor core Kstaticsmall = 0.3
Dynamic power factor of processor core Kdynamicsmall = 2.8154 · 10−9

Large hosts:
Number of hosts (i.e., processors) hlarge = 20
Number of host processor cores clarge = 6
Number of core P-states plarge = 11
Static power factor of processor core Kstaticlarge = 0.3
Dynamic power factor of processor core Kdynamiclarge = 2.2846 · 10−9

Cloud:
Number of VMs v = 200
Heterogeneity degree of virtual network L = 0.5
Mean link data transfer rate l = 1 Gbps
Hourly rate per VM $0.019

Workload model parameters

Number of completed DAGs 4000
DAG arrival rate λ = 0.004
Number of tasks per DAG n ∼ U[16, 128]
DAG communication to computation ratio CCR = {0.5, 1, 2}
Mean task computational volume w = 0.879 · 1012 clock cycles for CCR = {1, 2}

w = 1.758 · 1012 clock cycles for CCR = 0.5
Result precision threshold RPT = {0, 0.25, 0.5, 0.75, 1}

Other model parameters

Scheduling policies EDF, EDF_DVFS, EDF_DVFS_AC

each scheduling policy, EDF, EDF_DVFS and EDF_DVFS_AC. The
comparison of the scheduling strategies with respect to all of
the employed performance metrics is shown in Tables 3–6. It is
demonstrated that for all types of workload and result precision
thresholds, the proposed scheduling heuristic, EDF_DVFS_AC, out-
performed the other two baseline policies, providing the lowest
total energy consumption, SLA violations ratio and total monetary
cost. This was achieved with only an insignificant loss of job result
precision. Specifically, in the worst case, the proposed approach
provided average result precision equal to 0.9918, which was only
about 0.82% lower than the precise results provided by the other
two policies.

It can be observed that for all types of workload – compu-
tationally intensive (CCR = 0.5), moderate (CCR = 1) and
communication intensive (CCR = 2) workflows – EDF_DVFS_AC
provided lower energy consumption, SLA violations and monetary
cost when lower result precision thresholds were employed. This
was due to the fact that lower precision thresholds allowed the
component tasks of the workflows to omit larger fractions of their
computational volume. Consequently, more schedule gaps were
utilized, since it was more likely for a partial task to fit into a gap.

The two baseline policies, EDF and EDF_DVFS, were not affected
by the variation in the values of RPT , since they did not utilize
approximate computations. For the highest precision threshold
(RPT = 1), EDF_DVFS_AC exhibited the same performance as
EDF_DVFS, since in that case both strategies filled in schedule gaps
using only DVFS, without utilizing approximate computations. On
the other hand, lower result precision thresholds favored the pro-
posed heuristic. It can also be observed that EDF_DVFS_AC did
not provide lower average result precision when lower precision
thresholds were employed. This was due to the imposed input
error limit on the tasks, as well as the requirement that each exit
task should always give results of the highest possible precision.

The average energy savings in the case of EDF_DVFS_AC were
11.01% compared to the non energy-aware policy, EDF, and 9.20%
compared to the other energy-aware scheduling method,

EDF_DVFS. The average improvement in SLA violationswas 33.98%
and 27.90%, compared to EDF and EDF_DVFS, respectively. In terms
of the result precision, the average decrease was 0.21% compared
to both baseline strategies. Furthermore, EDF_DVFS_AC provided
7.82% average monetary cost savings compared to EDF, and 5.70%
compared to EDF_DVFS. On average, the energy and monetary
cost savings were more significant in the case of computationally
intensive workflows, which required in general longer execution
times and thus greater energy consumption and higher monetary
cost. Therefore, with the effective utilization of schedule gaps, the
execution time of the workflows shrunk, since partial tasks could
be placed in the gaps using approximate computations. At the same
time, less energy was required to execute them, not only due to
their smaller execution times, but also due to the utilization of
lower operating frequencies through the application of DVFS on
the physical cores.

On the other hand, the improvement in the SLA violations ratio
was on average more significant in the case of communication
intensive workflows. Due to the longer data transfer times, more
gaps formed in the schedule of the VMs. Therefore, the effective
utilization of those gaps with our proposed approach, which pro-
vided flexibility by allowing the insertion of partial tasks into the
gaps, yielded better performance. The result precision decrease
was on average greater in the case of computationally intensive
workflows, which indicates that more exit tasks were forced to
discard a fraction of their optional part in order to meet their job’s
deadline, compared to the case of moderate and communication
intensive workflows.

6. Conclusions and future work

In this paper, we proposed an energy-efficient, QoS-aware and
cost-effective scheduling strategy for real-time workflow applica-
tions in cloud computing systems. Our approach utilized per-core
DVFS on the underlying heterogeneous multi-core processors, as
well as approximate computations, in order to fill in schedule gaps,
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Table 3
Energy savings (%).
(CCR, RPT ) EDF_DVFS vs.

EDF
EDF_DVFS_AC
vs. EDF

EDF_DVFS_AC
vs. EDF_DVFS

(0.5,0) 3.93 43.70 41.40
(0.5,0.25) 3.93 16.76 13.36
(0.5,0.5) 3.93 12.11 8.52
(0.5,0.75) 3.93 8.74 5.01
(0.5,1) 3.93 3.93 0.00

(1,0) 0.20 21.01 20.85
(1,0.25) 0.20 5.03 4.83
(1,0.5) 0.20 3.24 3.05
(1,0.75) 0.20 1.54 1.34
(1,1) 0.20 0.20 0.00

(2,0) 2.02 27.01 25.50
(2,0.25) 2.02 10.18 8.33
(2,0.5) 2.02 5.60 3.65
(2,0.75) 2.02 4.10 2.12
(2,1) 2.02 2.02 0.00

Average 2.05 11.01 9.20

Table 4
SLA violations decrease (%).
(CCR, RPT ) EDF_DVFS vs.

EDF
EDF_DVFS_AC
vs. EDF

EDF_DVFS_AC
vs. EDF_DVFS

(0.5,0) 6.90 90.91 90.23
(0.5,0.25) 6.90 34.53 29.68
(0.5,0.5) 6.90 23.50 17.83
(0.5,0.75) 6.90 16.76 10.60
(0.5,1) 6.90 6.90 0.00

(1,0) 2.08 77.40 76.92
(1,0.25) 2.08 31.89 30.44
(1,0.5) 2.08 28.12 26.60
(1,0.75) 2.08 14.78 12.97
(1,1) 2.08 2.08 0.00

(2,0) 15.84 76.33 71.88
(2,0.25) 15.84 31.95 19.14
(2,0.5) 15.84 30.91 17.91
(2,0.75) 15.84 27.82 14.24
(2,1) 15.84 15.84 0.00

Average 8.27 33.98 27.90

Table 5
Result precision decrease (%).
(CCR, RPT ) EDF_DVFS vs.

EDF
EDF_DVFS_AC
vs. EDF

EDF_DVFS_AC
vs. EDF_DVFS

(0.5,0) 0.00 0.34 0.34
(0.5,0.25) 0.00 0.82 0.82
(0.5,0.5) 0.00 0.42 0.42
(0.5,0.75) 0.00 0.14 0.14
(0.5,1) 0.00 0.00 0.00

(1,0) 0.00 0.25 0.25
(1,0.25) 0.00 0.33 0.33
(1,0.5) 0.00 0.17 0.17
(1,0.75) 0.00 0.05 0.05
(1,1) 0.00 0.00 0.00

(2,0) 0.00 0.22 0.22
(2,0.25) 0.00 0.27 0.27
(2,0.5) 0.00 0.09 0.09
(2,0.75) 0.00 0.03 0.03
(2,1) 0.00 0.00 0.00

Average 0.00 0.21 0.21

taking into account the effects of input error on the processing
time of the component tasks. We conducted a series of simulation
experiments under various QoS requirements, expressed in the
form of result precision thresholds, where the proposed heuristic,

Table 6
Monetary cost savings (%).
(CCR, RPT ) EDF_DVFS vs.

EDF
EDF_DVFS_AC
vs. EDF

EDF_DVFS_AC
vs. EDF_DVFS

(0.5,0) 4.32 34.57 31.61
(0.5,0.25) 4.32 16.67 12.90
(0.5,0.5) 4.32 12.35 8.39
(0.5,0.75) 4.32 9.20 5.10
(0.5,1) 4.32 4.32 0.00

(1,0) 0.89 7.14 6.31
(1,0.25) 0.89 3.57 2.70
(1,0.5) 0.89 3.46 2.59
(1,0.75) 0.89 2.08 1.20
(1,1) 0.89 0.89 0.00

(2,0) 1.74 9.57 7.96
(2,0.25) 1.74 4.35 2.65
(2,0.5) 1.74 3.99 2.29
(2,0.75) 1.74 3.48 1.77
(2,1) 1.74 1.74 0.00

Average 2.32 7.82 5.70

Fig. 3. Total energy consumption (kWh) for each pair of (CCR, RPT ) values.

Fig. 4. SLA violation ratio (%) for each pair of (CCR, RPT ) values.

EDF_DVFS_AC, outperformed the other two baseline scheduling
policies, EDF and EDF_DVFS. In all sets of experiments, it con-
sistently provided not only the lowest energy consumption, but
the lowest SLA violations ratio and total monetary cost as well,
with only an insignificant loss of job result precision. Our future
work plans include the investigation of the proposed scheduling
technique in cases where the employed SLA is more relaxed, so
that various degrees of tardiness are tolerated in the execution of
the jobs.
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Fig. 5. Total monetary cost ($) for each pair of (CCR, RPT ) values.
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