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Abstract

Analysis of public transportation data in large cities is a challenging problem. Man-
aging data ingestion, data storar e, da.a quality enhancement, modelling and analysis
requires intensive computing a. 1 a “.on-trivial amount of resources. In EUBra-
BIGSEA (Europe-Brazil Crilaboravon of Big Data Scientific Research Through
Cloud-Centric Application. ~ve 7ddress such problems in a comprehensive and
integrated way. EUBre BIGS.. 1 provides a platform for building up data an-
alytic workflows on tcp or ~lastic cloud services without requiring skills related
to either programmir o r cloud services. The approach combines cloud orches-
tration, Quality of ~errice and automatic parallelisation on a platform that in-
cludes a toolbox ‘or ini, lementing privacy guarantees and data quality enhance-
ment as well as adranc:d services for sentiment analysis, traffic jam estimation
and trip recommen.' ~t"on based on estimated crowdedness. All developments are
available und :r Op.n Source licenses (http://github.org/eubr-bigsea, https:
//hub.docke. com/a/eubrabigsea/).

1. Introa.~t’.n

Pub.’~ transportation in large cities is a major source of high-valuable data to
understand and improve the citizens’ lifestyle and to dynamically react to unplanned
events. Multiple heterogeneous data sources are available, and different data ana-
lytics tools do exist. However, processing such data requires downloading the data,
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installing processing tools, managing the resources and developing processing soft-
ware.

EUBra-BIGSEA! (Europe - Brazil Collaboration of Big Data Scie" tific Research
Through Cloud-Centric Applications) is a collaboration aimed at dcvelop. g conve-
nient data analytic services based on the cloud mainly tailored :o. public trans-
portation data, able to process data under several restriction. s.ch as Quality
of Service (QoS) constraints and privacy-awareness, by mean. of ¢.venient and
auto-parallelisable programming models. EUBra-BIGSEA .. devi'oped and im-
plemented a software architecture that addresses a significant aun.ber of software
requirements for three main use cases on public transportation Jata analysis.

1.1. Requirements

Three main global use cases have been identifie 1n r»blic transportation data
management. These three use cases refer to main *,ues 1) Data Acquisition -
ingesting heterogeneous and medium-quality time- =ry.ug data; 2) Creation and
execution of Descriptive Models - models that derive additional information and
knowledge from raw data; and 3) Creation an’ exe. **.on of Predictive Models - to
anticipate future events on a variety and diversitv . € scenarios.

Each use case imposes a set of requiremen.

e Data Acquisition:

— Integration of GIS, public trai.zp. ~tation and meteorological /climate data
sources, supporting CSV 'S SON, Shapefile and NetCDF formats at
least.

Integrating and deali.g \.*th metadata from previous sources.

— Data quality improve ment oy cross-correlation of data.

Supporting differ ent Access Control Levels for the data and metadata.

e Descriptive Models One .andamental abstraction of the descriptive models
is the computatica o1 "rajectories, that is, the path traversed by each public
transportation *.sc. while using public transportation:

— Develoring . ndels to extract and characterise trajectories from vehicle
mover .ent data. Trajectories comprise not only dynamic spatial data but
also otu. - tyes of data that enrich the trajectory information.

— Deermirn'ng correlations and cluster trajectories to improve quality by
inte rrati* g multiple sources.

- Defin.'ng areas of interest to limit the boundaries of the data to be pro-

~esse ..

e F.=d.ctive Models, involving the whole life-cycle and focusing on the trip anal-
ysis 'nd trip selection.

'EUBRa-BIGSEA is a project funded by the European Commission under the Cooperation
Programme, Horizon 2020 grant agreement No 690116. Este projeto é resultante da 3a Chamada
Coordenada BR-UE em Tecnologias da Informagdo e Comunicagao (TIC), anunciada pelo Min-
istério de Ciéncia, Tecnologia e Inovagao (MCTTI)



— Training, validating and building Predictive Models based on geographic
(static and dynamic), social, and meteorological data.

— Recomputing Predictive Models periodically.

— Estimating the performance of the Predicted Models fr  different input
data.

— Project Predictive Models as a service.

— Specifying data sources and regions of interest fo a1 s of the operations
mentioned above.

1.2. Platform architecture

According to the requirement elicitation and the an.':'s of state of the art
(included in section 7), EUBra-BIGSEA has propos:d a'. .. frastructure (see Figure
1) that addresses the following needs:

e Efficient and convenient development of de*a analy sis applications for different
access profiles (application building base.' on  .phical interfaces, use of gen-
eral purpose programming languages, nse ot 'ata-analytic specific APIs and
use of data-analytic specific languages s.~h as Spark).

e Application characterisation and pei“or.mance prediction under different sce-
narios (larger or smaller number « *~eso. rces) in parallel data analytic applica-
tions. This is achieved using a log . na.yser, a performance prediction service
and an optimizer module, whic™ ica. .8, projects and backsolves the problem
of finding the resource requirements for reaching a given deadline.

e Horizontal and vertical el «sticity at the level of the cloud resources that run the
data analysis applicatirns v - r.eans of fine-grain monitoring, which triggers
the deployment, powr c-o7 , contextualisation of computing resources and the
dynamic allocation >f 1. 0w ces to the jobs executed.

e Being able to cha.acte. se sensitive data thanks to policies with a granularity
at the level of “.ei's in a dataset, by means of a framework that annotates
parts of the du.“as ¢ and implements privacy enhancement policies.

Each compon nt 5 described in the following sections. A comparison of the com-
ponents in EUBra- ¢IGHEA and other reference implementations in the literature,
as well as the descriotion of the innovation, is included in section 7. Summarizing,
the innovatio. is sus.ained in the following key points:

e Pla form escribed in the infrastructure-as-code approach in a standard lan-
guag > and managed by a platform-agnostic orchestration service.

e A. cptimisation service to estimate the resource allocation needed for meeting
a sp cific deadline and a proactive service to dynamically tune resources to
correct deviations.

e A workflow execution framework which extracts the tasks directly from code
dependencies, linked to the infrastructure provisioning services.

e A scalable OLAP system with policy-based privacy preservation techniques.
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Figure 1: EUBra-BIGSEA sof‘warc ~r~"atecture.

e A user-friendly, graphical workflow creati.n system to build up data analytic
pipelines which are translated into . ma. . » COMPSs code.

e A toolbox with services for differe. v 1at. analytics components, such as Entity
Matching, Sentiment Analysis traiic congestion estimation or crowdedness
prediction.

2. Programming Models

The programming abstre ction 1., er offers developers the functionalities needed
to satisfy the requirements for che implementation of the applications scenarios on
top of the Big Data layer of the ¥ UBra-BIGSEA platform. In the next sections, we
focus on the descriptio: o. the components that enable the development of mod-
ules and libraries (bui' ng blocks) which abstract the data layer intricacies to the
applications. EUBr: -BIsSEA provides two programming models by means of two
frameworks (COMPSs 'l and Apache Spark |2]) that provide the developers with
complementary f.inc’ion~lities. The implementation can be done from scratch by
adopting the most . npr opriate model, or through the Lemonade (Live Exploration
and Mining Ot a Mon-trivial Amount of Data from Everywhere) platform [3], by
composing ex sting ! uilding blocks to generate the code.

2.1. Lem made

Visual w.~'.1ows tools provide a higher level of abstraction than general-purpose
progra.m .y languages, even those created explicitly for data processing, such as
the “R” 1. nguage. Currently, the increased capacity and reduced price of existing
processing infrastructures, as well as the availability of large amounts of data, has
democratised the development of new applications, previously restricted to large
companies and organisations. However, to fully exploit such opportunity, a team
should deal with different expertise, such as business domain, programming skills and
infrastructure maintenance. Sometimes, researchers just want to test a hypothesis



about the data. If performing such tasks requires a complex learning process to use
a specific technical solution, the solution will not be effective and useful.

Lemonade is a visual platform for distributed computing, aime { at enabling
the implementation, experimentation, testing and deployment of data rocessing
and machine learning applications. It provides high-level abstract.o. 3, called oper-
ations, for developers to build processing workflows using a grap..~a’ web interface.
Lemonade uses high-performance and scalable technologies fo. disc.ering inher-
ent concurrency (such as COMPSs for automatic paralleliss..cn o1 vorkflows and
Ophidia, providing parallel analytic functions) to enhance Spe k code. Lemonade
can process vast amounts of data, hiding all back-end comvle..**v to the users and
allowing them to focus mainly on the construction of tb : solu.‘on.

The Lemonade architecture is composed of seven cc mpor nts, built as micro-
services, which handle tasks including the user interf .ce, the data management, the
security, and the execution of processing jobs. Dat> .ourres meta-data (location,
permissions, formats) are stored in Limonero, while meto-data of the available pro-
cessing operations are kept in Tahiti. Operations are t . smallest processing units
and include Extract, Transform and Load (ETT)) ¢, ~ ations, data mining and ma-
chine learning algorithms, input/output, and visu.''sation abstractions. The infor-
mation stored in Tahiti includes configuration , arameters for the algorithms, privacy
and security constraints, visualisation an ® “)~S requirements. New operations may
be easily created by adding the appropria.~ meta-data to Tahiti. The users’ web
interface is managed by Citron, where ti v .= ca 1 be built, instantiated and inspected.
Juicer controls the actual execution of flc vs and instantiates it in the cloud execu-
tion environment observing the user c. nhiguration parameters. The communication
between Citron and Juicer is controlled by Stand, which ensures their independence
and facilitates the use of differ .nt p.ogramming frameworks. The visualisation of
results through different metap. ~rs is provided by Caipirinha. Finally, the security,
privacy and access control is managed by Thorn. The interaction of the components
is illustrated in Figure 2.

tahiv ~— citron 2, stand N juicer
7 %6
| 4
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¥ Jthorn- - g cap

r._ re 2 Communication between Lemonade components.

During ~»ei1.. un, Citron determines the available operations, their parameters
and the a’ceady \ reated flows by accessing Tahiti (1). It also accesses Stand to deliver
the descrip “"on - [ the flows to be executed and to receive feedback information about
their ¢ «cc_*~n (2). Stand, in turn, feeds the flow descriptions to Juicer, which is
responst, "¢ for generating the actual COMPSs/Spark code that will be executed
and starting it by means of the available cloud services (3), as well as returning the
execution information that will be displayed by Stand (2). Juicer uses information
from Limonero to locate and access the available data sources, as well as to register
new datasets that are created as a result of a flow execution (4). Limonero also
interacts with Caipirinha to enable data visualisation (5) and back with Citron to
make the new datasets available to the user. Visualisations can also be requested by



the user directly from Citron (7). Finally, Thorn encapsulates all security control,
regulating user access, providing security keys, etc. (8).

2.2. COMPSs

COMPSs [1] |4] is a framework composed of a programming mc ae. and a runtime
system, which aims to ease the development and deployment o. dis.ributed appli-
cations and web services. The core of the framework is its p. cra. ming model,
which allows the programmer to write applications in a sequ’ ..'al wey and execute
them on top of heterogeneous infrastructures by exploiting ‘he .nherent parallelism
of the applications. The COMPSs programming model is tasn hased, allowing the
programmer to select the methods of the sequential ap licatic1 to be executed re-
motely. This selection is done by means of an annota.>d in’erface where all the
methods to be considered as tasks are defined wit'. ap=ntations describing their
data accesses and constraints on the execution of re.~.rces At execution time this
information is used by the runtime system to build « depcndency graph and orches-
trate the tasks on the available resources, whick can be nodes in a cloud cluster or
containers in Mesos.

One important feature of the COMPSs runtime "~ the ability to elastically adapt
the amount of resources to the current workloa." When the number of tasks is higher
than the available cores, the runtime turr - '~ the cloud looking for a provider which
offers the type of resources that better meeu t.e requirements of the application and
are most cost-effective. Similarly, wher .“e 1 intime detects an excess of resources
for the actual workload, it will power ofi unused instances in a cost-efficient way.
Such decisions are based on the infor.. ation about the type of resources, that con-
tains the details of the software images and instance templates available for every
cloud provider. In the EUBra- 3IGL™A project, this elasticity has been extended
to support Mesos clusters. As J-nicted in Figure 3, the implementation includes a
scheduler for the COMPSs T.un*ime chat receives the offers from the Mesos Master
and an Executor that runs ~n .he ,lave nodes to execute the COMPSs tasks. Both
components are executed . Doc.. . containers and automatically deployed by Mesos.
The black lines in the 1gu.~ represent the communication amongst COMPSs and
the Mesos Master to .c.=ive the updates on the offers, and also among the Mesos
Master and the slax s t, deploy the containers. Once the resources are offered to
COMPSs, the run‘ime « nloys its workers and establishes a direct connection (blue
arrows) to send ‘e *ask-.
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Figure 3: Integration of COMPSs in the EUBra-BIGSEA Platform
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The deployment of COMPSs in EUBra-BIGSEA is complemented by the PMES
service, which is a tool that eases the management of COMPSs applications. PMES
is a service that takes care of the deployment, configuration and execut” »n of COMPSs
applications on distributed infrastructures. PMES has also been cxten~d with a
Mesos connector and acts as bridge between COMPSs and the res’ 0. the QoS plat-
form. To this aim, a set of specific methods has been added tc *+hr PMES REST
interface to monitor the execution of the applications in Meso. In e figure, the
interactions of PMES with COMPSs and Mesos are depicted ., “lacs and blue lines,
respectively; the interactions of PMES and COMPSs with ~ ne “Jo> services are de-
picted as dotted lines. When the monitoring system detects . need for additional
resources in Mesos, it adds new nodes that are eventually offerc 1 to COMPSs, which
takes the decision to profit from this change at runtime, d.»nend’ 1g on the parallelism
and the actual number of tasks (horizontal elasticity ). O» the other hand, vertical
elasticity is completely transparent to the COMPSs ~ ccut on because a change in
the size (both at CPU speed or memory capacity) « ¢ tle virtual resource does not
affect the scheduling policies but improves the nerform nce of the execution of the
single task on a given node.

2.3. Ophidia

Ophidia [5] [6] 7] is one of the main Bi; ™~ta technologies involved in the EUBra-
BIGSEA project to address the issues relw‘¢d to the data processing applications
(e.g. descriptive models for routes from . = ra v data of public transportation) built
on top of the project platform. It revrese.ts a framework that provides a complete
environment for the execution of scien. fic uata-intensive analysis, exploiting parallel
computing techniques, data distribution methods, jointly with a native in-memory
engine to perform parallel I/O ¢ pera.fons. Ophidia provides an array-based storage
model designed to handle mui.” dime asional scientific datasets, implementing the
data cube abstraction typic . of U.-Line Analytical Processing (OLAP) systems.
From an architectural poii.- o vie v, an Ophidia instance consists of the following
components:

e some client mo~-les, like the CLI Ophidia Terminal and PyOphidia, the
Ophidia Pythca biadings [8];

e the Ophidic Server, a front-end server to submit the execution of analytics
tasks or we kfows. It also manages jobs scheduling and monitoring, as well
as user -~...henu. ation and authorisation, integrating several AuthN/AuthZ
method : as the one developed in the project, the token-based AAA as a Service
(AAAaay, -

e the Analyt cs framework, providing a wide set of parallel MPI-based operators
(hoth 1. data and metadata) executed over the computational resources (i.e.,
n. 't ple compute nodes);

e a set of /0 servers performing operations over the data partitioned on the
storage layer.

More details regarding the overall architecture and the single components are
provided in [7]. In the context of the EUBra-BIGSEA project, an Ophidia cluster
is composed of: (i) a single server node dedicated to the front-end and (ii) multiple
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I/O & compute nodes used to host both the framework and the I/O servers (the
so called super-node configuration). The storage resources are shared among the
various I/O nodes. This deployment schema is shown in Figure 4 an’ guarantees a
good balance between the scalability of the cluster and deployment simp " ~ity.

Ophidia Operator &« * @t st tessssesesteseeseant ettt s e .

Devel / Request . OPr.. ' CLUSTER
evelopers : Ophidia Server Execute .
End-users - , .
: Jobs .

: | SLURM Scheduler I :

App. .

Server Node

Job : |
Request : |
|

| I ——
1/0-Compute Node 1/0-Compute M _ . I :

1/0-Compute Node
Ophidia Ana'vtics riamewor | .
QoS Architecture . .
: Ophidia 1/0 Nohidia I/0 Ophidia 1/0 .
: - ver Server .
Resources : - :

Request Deploy : o A 't T 1

)
&
2
8

Horizontal Elasticity

Shared file system

Figure 4: Ophuia deployment schema

In the context of the projecv, Ophi lia is mainly used to extract statistical aggre-
gate information for public t» ansmoriution data and to provide a Dashboard for a bet-
ter planning (the City Adu. nitra’ion Dashboard). Moreover, it has been strongly
integrated with the other service. and technologies provided by the EUBra-BIGSEA
platform to tackle data pro.-ssing in QoS-based scenarios on cloud TaaS infrastruc-
ture, as well as secu.. and data privacy. Additionally, Ophidia has been inte-
grated with the CO 1P¢ s programming framework into Python-based applications
through the combi-.atiown ~f PyOphidia and PyCOMPSs (COMPSs Python bindings)
modules. This i teg aticn allows exploiting the features provided by Ophidia and
COMPSs for concu.wer ¢ data processing, offering, at the same time, an increased
programmabi ity tc the end-users.

To addres: QoS-)ased scenarios, the framework has been extended from several
points of v.ews, i.e. to support the elastic deployment of the cluster, monitor the job
and insta ce sta us, ease the scaling of the resources through a better decoupling of
the I/O frou. lue storage layer and provide a more balanced scheduling of the jobs
at the . e o1 the resource manager. Additionally, Ophidia has been integrated into
the cloua =ervices provided by the project to fully support QoS guarantees. To this
end, an Ansible role has been developed [9] to automate the dynamic deployment of
an Ophidia cluster. Such role is managed by the FC3 and the IM (see section 4.1).
The initial deployment of the cluster starts from a request issued to the pro-active
policies services (i.e., the broker API), while the optimisation service provides the
initial configuration size.



3. Security and Privacy Model

Static and dynamic data analysis require complex infrastructures which are al-
ways a challenge in terms of security. The type of applications to Fe . nported in
this work is also a challenge in itself, as they deal with large amo ~ts of neteroge-
neous and complex data produced very quickly by a high number of c.verse sources.
Traditional treatment of data, from security to transformatior mnic;” be inefficient
and inadequate. Thus, the system requires efficient mechanisms . ensure privacy
and security, in a scalable fashion.

It is well known that the security concerns of a large and « ~ nplex system should
not be addressed individually or in an ad-hoc manner, &, tnis may result in insuffi-
cient solutions.

The defined solution is based on three key pillars: ‘1) A. ..uthentication, Autho-
risation and Accounting (AAA) solution, flexible er ouc.i t» provide functionalities
both at the infrastructure management level and “o serv- the end users of hosted
applications; 2) a security assessment of key infrastruc ‘ure components, leading to
the development of solutions for the uncovered isswu <. ar d the characterisation of the
trustworthiness of the system; and (3) two disti.~t privacy control barriers, which
are responsible for protecting the anonymit, o1 potn the raw data to be used and
the data resulting from the predictive and desci. tive models built.

The trustworthiness characterisation "uypoits security measurement and in-
cludes the assessment and improvement ~f ini. astructure components [10], the bench-
marking and improvement of intrusion a tec‘ion systems, and the proposal of met-
rics to characterise the trustworthin. .~ . "1e system. The techniques of field mea-
surement, robustness and security testu.;, vulnerability and attack injection were
applied in the assessment of the ... nonents of the architecture shown in Figure 1,
that are most exposed to attac s and aults, namely: COMPSs, OpenStack, Docker,
virtualisation layer, Intrusio. Dewc -t on Systems (IDSs), and NoSQL databases.

The results showed that CC MPSs mostly provides a robust interface, except for
very rare situations; Ope’.Sta.'- Fas most of its concerns related to insider threats.
Docker is still prone to i* 5. =s of privilege escalation and bypass, while the virtualisa-
tion layer is mature and secur. nowadays, but some problems still arise when users
have complete contrc. ovi r one machine. The analysis of IDSs showed the continuous
need for evaluation, <. aparison and improvement of the adopted solutions. Most
of the experiment ; or NoSQL databases revealed integrity issues in the data. These
results supportea ‘v e id :ntification of better configurations in terms of security, the
potential miti javion 0. some of the identified vulnerabilities, and the estimation of
the level of tiustwor hiness of the assessed components. The information obtained
also allows *he o) .stment of the quality of protection established from the provider
point of ~iew, 1 us obtaining a realistic measure of what level of security can be
promised. The - valuation of the final solution showed an estimation of a high level
of truc w. *hiness.

The .- chniques developed towards achieving the goals of AAA and privacy re-
sulted in t.wvo specific tools, which have been named AAA-as-a-Service (presented
in Section 3.1) and Privacy-as-a-Service (presented in Section 3.2) respectively.

3.1. Authentication, Authorisation and Accounting as a Service (AAAaaS)

AAAaaS (Authentication, Authorisation and Accounting as a Service) provides
the general functionalities of traditional AAA and Identity and Access Management



(IAM) services. Additionally, it is possible to include interfacing with external
identity providers. The software is deployable and manageable according to three
fundamental cloud principles: scalability, elasticity and resilience.

The solution is based on a RESTful service developed in Pythor. ana -ses Mon-
goDB database because it is open source, document oriented and i rides fast per-
formance. It does not use schema and therefore it provides m. e iexibility than
relational databases. CloudFlare SSL (CFSSL) is the tool selec.~d to zenerate and
manage the certificates that can be used for communication .. twee.. the RESTful
service and the database. This way, all internal communice .ior 1s cacrypted.

EUBra-BIGSEA provides the following security functionai.“ies through an Ap-
plication Programming Interface and the web pages:

e Authentication — sign in, token verification, r~ad nser information, sign up,
sign out, update user information, delete user « =~ ,unt change password, reset
password, resend account confirmation email.

e Authorisation — create rules, update rule. si.~w 11 1e, delete rule, use resource.

e Accounting and other features — tradi*i~=~' - _counting (i.e. read accounting

of a user) and also other available action. ~uch as creating email associations,
reading email associations, deleting “i.."' ~ssociations.

Figure 5 presents an overview of t.e del.ned AAA architecture. It has been
designed in such a way that is suitehle to be maintained or further developed in a
DevOps. This web application handles ~11 the HT'TPS requests made to the service.
Every request is then validated nsing secure methodologies. For instance, pass-
words are encrypted with salt “anctic1s to safeguard the storage of the passwords.
Passwords must fulfill three ouv ~f fcar conditions (e.g. minimum length, letters,
numbers, capital), they can .ot be tue same as the user name, as well as other cri-
teria. As mentioned before, *'.e v .lidation process which queries the database can
also be secured with SS™. certi.cates. The service is based on tokens, which are
randomly issued at eac.i sig. in session and have an expiry date that can be up to
seven days (when th . tay signed in" option is checked). After the expiry date,
tokens are no longei val’d. Thus, a new sign in is required.

The front-end ayer 1. based on an Nginx web server, acting as a reverse proxy
redirecting all ¢ mn anir ations to the web application. With Nginx, we introduce
an additional 1=ver .~ Jhe service, that provides load balancing and resilience ca-
pabilities. It 1s pos. ible to load SSL certificates to ensure secure communications
with all client. thrcagh HTTPS. By providing the location of the web application
instances. che roquests can be redirected according to the introduced settings (e.g.
instance \ eights least-connected or other settings).

EURra-bisSEA provides all services as containerised solutions. In the case of the
AAA, v is mcludes three main components: web server, web application container
and dataL se containers. The architecture of our service (Figure 5) represents the
interaction between the containers in the Cloud. The Front-End block includes a
Docker container with Nginx acting as a reverse proxy and redirecting all the traffic
to the web application container back-end. In turn, the web application container
queries the database container represented by data storage. The use of containers
allows several instances of our components (e.g. web application) to provide a
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scalable solution. Also, the possibility to pe. orm health checks internally (through
Nginx) or externally (e.g. Marathon) allows us to ;rovide a resilient solution capable
of monitoring the components.

AAAaaS also provides the 1AA (i1 “astr. cture Authentication and Authorisa-
tion). iAA deals with the authenticaticn «ad authorisation of infrastructure ac-
cesses instead of applications, servic~s o. :nd-users. It also provides a graphical
user interface, as well as a RESTful Ab. The iAA module provides an end-point
so Mesos agents or frameworks _ain. authenticate themselves and gain clearance to
access certain resources. The module is working as a middleware between Mesos
agents or frameworks and tFe Mes < Master. It can be easily adapted to support
different frameworks execu’ed “romr the CLI and it allows changes (e.g. updates) to
be made to the Mesos sys em ».*t! .out having a disruptive effect on the iAA process.

The iAA control is ¢ u.’~d out in accordance with the authorisation mechanisms
(i.e. credentials and Arcess Coatrol Lists (ACLs)) available on the Mesos Master. In
order to achieve this ,cer irio, a mapping between the credentials created by the user
and a set of credentia.. vreviously loaded on the Mesos Master is provided. This
means that each reg’stered user is assigned a pair of Mesos credentials (principal
and secret in the . "2sos terminology). This action is completely transparent to the
user.

3.2. Privacr as ~ “ervice (PRIVAaaS)

Privacy mangement is a key issue when dealing with citizens’ data. Privacy
preservatic ~ ar . knowledge extraction is typically a trade-off, so it is important
to unc .. = the risk of privacy leakage when processing data. In this context,
PRIVAa. 5 (PRIVAcy as a Service) [11] is a software toolkit that allows controlling
and reducilig data leakage in the context of Big Data processing and, consequently,
protecting sensitive information that is processed by data analysis algorithms. PRI-
VAaaS is based on anonymisation policies, i.e. it performs data anonymisation
by enforcing the rules specified in the predefined policies. This allows improving,
throughout the anonymisation process, the privacy laws compliance as well as the
compliance of the privacy requirements provided by the data source owners.

11




PRIVAaaS provides multiple anonymisation phases and its integration in big
data analysis platforms allows performing data anonymisation at the several stages
of data processing, properly targeting data privacy regulations and - olicies during
the whole data life-cycle and smoothing the trade-off between data privac,  and data
utility. Figure 6 shows the PRIVAaaS general architecture.
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Raw Anonymization 1 Data Analytics & Mining

Data A jzation Operation Anonymization 3
Anonymization 2 OSI fput . ‘dentification risk

et (6] ) ate _J Anonymization models
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Figure 6: PRIVAaaS generc' architec sure

In Figure 6, anonymisation policies surro.~d what type of data fields must be
anonymised and how. These policies ma; * ~ hased on privacy principles and laws
(e.g., General Data Protection Regulation - © DPR [12]), as well as specifications by
data source owners.

Anonymisation 1 is the phase where 1 ww data is anonymised. Before anonymi-
sation, a conjunction of the anonymisc“ion policies is determined. The conjunction
consists in verifying the set of policies field by field and sorting out those requiring
anonymisation. Then, an AND operc“ion is applied to group similar fields that re-
quire anonymisation as a whole. "his - peration is applied only if all the fields require
anonymisation. This conjur ctive process results in the less restrictive anonymisa-
tion, maximizing the data .*il'¢y i1 this phase.

Anonymisation 2 is *ae pha. @ where anonymisation is applied during the data
analysis and mining p oce.es on intermediate results. Before anonymisation, a
disjunction of the po'.c.>s is performed. The disjunction also consists in verifying
the set of policies fi ld Ly field, sorting out those requiring anonymisation. How-
ever, at this time an O." operation is performed, which implies that all the fields
must be anonynr sed according to the policies even if a single policy has done this
configuration. This Ji- junction process results in most restrictive anonymisation,
guaranteeing chat t. e protection established by the policies is accomplished in this
phase. Data 1. -iden’ fication is the practice of matching anonymised data with pub-
licly availr ole irtformation, or auxiliary data, in order to discover the person the data
belongs t. . Ever when data is anonymised, some privacy attacks (e.g., background
knowledge avoack) can lead to data re-identification.

In v>e nunymisation 3 phase, the final output data produced by the data anal-
ysis is eva'nated regarding the re-identification risk and, if necessary, its anonymity
level is increased in order to reduce this risk. This is done through the application
of anonymisation models (k-anonymity, l-diversity, etc.) before data is available for
visualisation.

PRIVAaaS provides a library and a REST service to perform data anonymisation.
When implemented as a service, it may be adapted to different platforms with less
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effort, addressing interoperability issues, and it may take advantage of the EUBra-
BIGSEA infrastructure to scale.

In the case of Anonymisation 1 and 2, the two phases are similar ¥ om an imple-
mentation standpoint, so the same tool is used in both cases. The libi.v/service
receives two files as input: the dataset to be anonymised and the a-.o.. 'misation pol-
icy (which can be the result of conjunction or disjunction process, “r ach respective
phase). The policy must specify the fields to be anonymised and *he «.~onymisation
technique that must be applied to each field. Then the libr<., /serv.ce applies the
anonymisation techniques according to the policy and pro- «des, as output, the file
with the anonymised data set. The techniques that have heen . »plemented in PRI-
VAaaS are generalisation (attributes are replaced by sc ne mc -e generic ones, that
are faithful to the original); suppression (attributes are c. mple ely removed to form
the anonymised dataset); encryption (cryptographic schemes are applied to replace
attributes with encrypted data) and perturbation/m.~<ang (attributes are replaced
by dummy data).

The Anonymisation 3 phase implementatior also re eives as input a data set to
be anonymised (resulting from data mining ar.? anc';".ics, which would be released
from the platform) and the anonymisation policv. In this case, the policy must
also define a re-identification risk threshold. The re-identification risk means the
highest risk (in percentage) that a record .-» nresent among all records in the data
set; in this work, it is calculated based o .RX tool functionalities [13|. So, the
threshold will be used to decide wheth<: “he . =-identification risk of the input data
is acceptable or not.

After receiving the inputs, the re-i'~utuication risk of the data set is calculated.
Then, a verification is performed: if this risk is higher than the threshold established
in the policy, the value of k, fro a k-« onymity algorithm [14], initially set as k = 2,
is increased and k-anonymity is ~oplie 1 with this new value of k. This is performed
iteratively, until the re-ident dcation risk is equal to or lower than the threshold (the
higher the k, the lower the -is’.). "Vhen the threshold is reached, the data is made
available for visualizatior outsi.  the platform.

4. Cloud services

4.1. FElasticity

The EUBra-B"GS™A architecture implies a large set of components that interact
together in a dis. it ate'. infrastructure. For the convenience of the deployment, it
has been auto ..ated u.ing Ansible [15] recipes as Ansible roles and using the Infras-
tructure Mar ager |1 7] to interact with the cloud IaaS. The Infrastructure Manager
is a TOSCA [1.! - mpliant platform-agnostic cloud orchestrator. By means of the
Elastic Chmput  Clusters in the Cloud (EC3) tool [18], a complete cluster can be
set up wit. mir 'mal intervention. The client and server applications, as well as the
recipe. .- =vailable as a Docker image ? and in a GitHub ® repository.

The ™ JBra-BIGSEA platform provides off-the-shelf automatic horizontal elas-
ticity base.l on Cluster Energy Savings (CLUES) [19]. CLUES powers on and off
resources as requested by an agent that polls the resource manager queues (Mesos?

2Docker Hub reference
3https://github.com/eubr-bigsea/ec3client
‘http://mesos.apache.org
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in the case of EUBra-BIGSEA). This elasticity is combined with the vertical elas-
ticity provided by an actuator at the level of the hypervisor and a similar actuator
at the level of the Marathon and Chronos frameworks [20]. Data i stored in an
HDFS distributed storage that can grow horizontally. Masks jobs a.e co. nected by
means of a Wave overlay network. In these cases, a fine-grain mo .1 ring evaluates
the progress of the application (which can be automatically ob ~ired from Spark
runtime) and changes the allocation of resources at the level ¢ the "PU CAP or
the framework request, speeding-up or down the jobs to opti..'se re.ources and fit
the deadline.

4.2. Performance Prediction and Optimisation Services

The Performance Prediction Service (PPS) is a key ~omp mnent in the EUBra-
BIGSEA architecture both for planning and manag’ag rrposes. Indeed, the PPS
is used by the optimisation service to identify the ~’aim an number of nodes or
cores to run an application within a specified deadh..~ anu it is also triggered by the
proactive policies module to estimate the residal exec 1tion time of running jobs.
This way, proactive policies can drive the autc. atic -7 stem reconfiguration to meet
the applications dynamic needs, avoiding Service 1.« =1 Agreement (SLA) violations.

The PPS goal is to efficiently estimate the ~verage execution time of a target ap-
plication (implemented on COMPSs or S; ..-'"' o1ven the available resources. Given
a target application, specified by a directed . c yclic graph representing the individual
tasks and their parallelism and depenac.. -ies, the purpose is to predict how long it
will take for the application to run (on .verage) on a given resource deployment
(described in terms of numbers of cor > or nodes for instance).

PPS is based on an analytical queuing network (QN) model originally proposed
in [21] for performance predic’ion ¢ parallel application, which extends an Ap-
proximated Mean Value Analy.’s (ATIVA) technique by modeling the precedence
relationships and parallelisn be*wee. individual tasks of the same job. This model
explicitly captures the ovei ~r n ¢ xecution times of different tasks of the same job
to estimate the average 7 pplicav. m execution time.

In [22], we demons’rate! that the PPS is very accurate (the average absolute
percentage error is ar- . d 2-8%) and can provide estimates in the order of millisec-
onds.

The Optimisat on Sc vice of EUBra-BIGSEA is aimed at pursuing the respect
of QoS guarante’ s a’.d r~ducing the resource usage costs (e.g., due to energy).

Given an apnlic. o ., we characterise its deadline as hard or soft. Hard deadlines
must be fulfil’ :d. Sc‘ deadlines have an associated priority and can be violated if the
system does 1.0t ha e enough capacity. The Optimisation Service implements two
main func onalities: (i) it is able to provide the initial minimum capacity configu-
ration for an apy ication in a way that its QoS objectives can be achieved, (ii) under
heavy load, .. can determine how to re-balance the applications capacities (by real-
locatin, tre ciuster nodes) by minimizing the weighted tardiness (i.e. the weighted
sum of ap. »lication exceeding time wrt. deadlines) of soft-deadline applications. In
both cases, the optimisation service implements a hill-climbing-like parallel local
search, which adds/removes capacity or moves capacity from one application to an-
other in the minimum tardiness scenario; it also evaluates the impact on the total
application execution cost/tardiness by relying on PPS to estimate the performance
impact.
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The preliminary analyses on the EUBra-BIGSEA case study demonstrated that
the optimisation Service is effective to identify the optimal application capacity and
can efficiently support the Proactive Policies module (heuristics algs rithms run in
few minutes on an eight cores commodity server).

4.8. Proactive Policies

As ensuring QoS is one of the goals of the EUBra-BIGSE:. arcu.‘ecture. The
services that estimate the resources needed to complete a .. by « desired dead-
line (described in the previous section) are orchestrated by a s stewr that monitors
progress and can trigger immediate adjustments when johs a.. running late. The
main components of the system are the Broker, the N onito. and the Controller.
The components are described below.

The Broker component receives requests from a «omr ~ud-line interface or from
the Lemonade GUI and interacts with other service. ‘o reuest an estimate of the
necessary infrastructure resources and to check au.horwsation levels. It also trig-
gers the start of the application, as well as mo~itoring the execution and reacting
to delays in the execution. The Broker is cc.ofigu. " with the execution plug-in,
which indicates the type of Big Data framework t« . Spark or COMPSs) and the
underlying infrastructure (OpenStack and Op nNebula).

Next, the Monitor component is res ..~~ihle for mapping application-specific
progress to a normalised progress metric. '.e Monitor is triggered by the Broker,
receiving an endpoint for collecting a, v'"cac’'on metrics in a generic (e.g., using
Spark progress interface) or custom (e.g. querying an application-specific log or
API) fashion. The progress is then pohlisned in a standardised form in the cloud
monitoring system (Monasca [23]). The formatting of the progress metrics is defined,
for example, through the plug-i-. spec’fied in the job description in the case of a CLI
submission.

Finally, the Controller ¢onsime. publications disseminated by the monitoring
system referring to its appl at.on according to information received from the asso-
ciated instance of the Br ker). e Controller will then react when the application
progress is deviating frc.m 1.~ expected progress. By default, the Controller will use
a hysteresis control th .. triggers a vertical scaling to the next instance size (consid-
ering 10 capability ¢ °\d €.PU speed). Nevertheless, the Controller can be customised
through three plurins: . » Controller plugin, which defines the actual control algo-
rithm, such as t! e b steresis control mentioned above; the Actuator plugin, which
defines how the sca.m¢ actions will be implemented in the infrastructure; and the
Metric Sourc: plug.n, defining the source for the monitoring information. The de-
fault Metric S. nrce “lugin is Monasca. Two different actuator plug-ins are available:
the actuator that works at the platform level (adjusting the resource allocation at
the frame vork) nd the actuator that works at the level of the infrastructure (ad-
justing the CT°0U cap of the Virtual Machine). Examples of Actuator plug-ins are the
followi. 7: Curonos (framework level), for repeatable tasks; Marathon (framework
level), for 'ong-living tasks; and KVM-over-OpenStack and KVM-over-OpenNebula
(infrastructure level), when the adjustment of application performance will be done
by adjusting the performance of the underlying VMs (e.g., disk IO per second and
CPU speed cap).
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5. Applications

The increasing urban population sets new demands for mobility ¢ lutions. The
impact of traffic congestions or inefficient transit connectivity direct.y ~ffect public
health (emissions, stress, for example) and the city economy (deaths in rvad acci-
dents, productivity, commuting etc.). In parallel, the advances  f te -hnology have
made it easier to obtain data about the systems which make up the ty information
systems. The result of this scenario is a large amount of data, grow. o every day and
requiring effective handling in order to be transformed int, in _-rated and useful
information. Related applications may include speed limit c. ¥ rcement, wheelchair
route planning, traffic accident diagnosis, noise studies, -.uong oJhers.

For example, the Brazilian traffic enforcement legi: 'ation 24| [25] states that
before and after installing the devices, technical studi~s 1. -lving the accident his-
tory should be carried out to assess their necessity ans eiiciency on site. Similar
regulations [26] can be found in other countries as weil 127, 28|.

As a second example, consider that the mobility < ta is integrated with traffic
accident diagnosis, in order to understand whicn ~egio« in a city has the majority
of historical record of accidents.

The computation of this information in & vy (using historical data) may prevent
accidents. Several other considerations might be “nggested in order to reduce traffic
accidents (not only in the area, but in ger.-ra ).

1. Building a trustable database of ., ‘rie.

2. Implementing the same methe o105 of approach by the entities responsible
for collecting data, so that homoge. 2ous information can be generated;

3. Including road signs whe e they are missing, and building and improving the
infrastructure available to , ~de‘ crians;

4. Providing regular ins, ec’.ons so that the regulations are followed; and

5. Promoting popula’. n awareness.

The results unveil .. allenges to overcome regarding file formats, reference sys-
tems, precision, acc ‘rac; and data quality, among others, that still need effective
approaches to ease open lata exploitation for new services.

5.1. End-user app” ati ns

On top of che FUBra-BIGSEA platform, several applications have been devel-
oped to proce s city transportation data.

5.1.1. Rcutesjt ~ople

The Rites for People Web application demonstrates the capabilities of our
jointly -iwc. '~ned infrastructure by directly or indirectly using the work done in other
parts ot “ae project. It consists of multiple services embedded in containers that
communicate with each other through a Load Balancer proxy. Figure 7 displays
the general architecture of the Routes for People Web application that runs on
EUBra-BIGSEA infrastructure, along with its dependencies. We only present direct
dependencies to simplify the schema.

The Routes for People web application runs on the user’s browser. It connects
our infrastructure to different services:
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Figure 7: General architecture of th» Rou. s for People Web and dependencies

e The authentication service respons.’le for managing user identities;

e The traffic jam and sent’.nent  nalysis services that can be invoked on sup-
ported cities, showing e lay.~ o' intensities;

e The Java webserver 1.7 nsile for the rest of the services.

The Java web server re’ric7es information like the transportation stops, the actual
routes, and their schednle froia PostgreSQL GTFS database instances. These in-

stances are load bal mce 1 by Marathon-LB, a utility that connect HAProxy with
Marathon.
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Figure 8: The first tab of the Routes for People Web application
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The web application contains four tabs (Figure 8). The Trips tab shows an
OpenStreetMap (entered on a city we support in the project) on top of which the
local transportation stops are drawn in clusters. This tab offers addit” »nal function-
alities by means of the buttons in the top-left corner: user’s geolc:atio. creating
trips between two stops, viewing layers on the map, re-centering t¥ ¢ . ap, sentiment
analysis layer, and traffic jam layer. The Routes tab lists the tre~sportation routes
available for the selected city. Our users can also draw the 1c te ¢ the map or
view the schedule for each route, using the buttons on the .. ht s.le. The third
tab, Favorites, becomes available once the user logs in. Thi . tal! coutains the user’s
selected routes and trips for a city, along with the option to el ‘nate them. Finally,
the More tab holds some additional features like city se ector, language switch, log
in, help, contact, and feedback. The last two features «-e on’y available after the
user has successfully authenticated.

5.1.2. Municipality Dashboard

The City Administration Dashboard application is a1 1ed at identifying aggregate
statistical trends in the bus usage that can be nov ~ti.lly exploited by the munici-
pality for urban management and planning purpos. - (the application focuses on the
city of Curitiba, in Brazil). Several compone..*s from the EUBra-BIGSEA platform
are used to process the raw input data ~»d create aggregate statistics by taking
security, data privacy and QoS constraint. iito consideration. Figure 9 shows an
overview of the system architecture re...~d 1 the City Administration Dashboard
application, the core building blocks and L w chey interact with each other, the secu-
rity and privacy big data services exte.<ious as well as the links both to the QoS and
AAAaaS infrastructures. Given its compiexity and the high number of components
involved, this application repre ents 2 comprehensive example to demonstrate the
data platform features and the '~vel ¢ integration among the different modules. In
particular, the components e .ploitec oy this application are: Ophidia, Spark, HDFS,
COMPSs, the EUBra-BIGI KA QoY infrastructure (e.g. Broker API, EC3/IM, etc.)
and the security and dat’. prive~ services (i.e. AAAaaS and PRIVAaaS).

The input data of tF ¢ U'*v Administration Dashboard application are related to
the city of Curitiba. M e in aetail, they are: bus cards database, bus GPS position
database, General T' ins’. Feed Specification (GTFS) shape files and GTFES bus stops
files. The applicat’on p.-forms several steps. First, the anonymisation stage on the
bus cards input r.ate (so called level-0 data) is carried out through the PRIVAaaS
tool. The output ¢« th's step, along with the remaining level-0 data, are used for
the executior of tk~» DQaaS and EMaaS to produce intermediate data (hereafter
level-1 data). The scorage layer used by this application is provided by an HDFS
cluster, whica stores a heterogeneous (e.g. in terms of data format, data model) set
of level-0 lata sc urces.

Various ;7 s of intermediate data (level-1) are produced before the execution
of the Hes ... tive analytics model in the first stages (like pre-processing or ETL
steps) ot he application. The DQaaS [29] produces data quality-enriched bus card
data by adding additional fields to the original data sources to annotate the qual-
ity of the data. This information is used by Ophidia, in subsequent steps, to filter
out, from the statistics computation, records which do not comply with the quality
requirements. The data quality information annotated by the application includes:
timeliness (the extent to which data are temporally valid), completeness (the degree
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to which all values are registered in the ¢ataset), and consistency (highlights if the
data dependencies are satisfied). The “munS (see 5.2.1) produces Enriched histori-
cal bus GPS Data instead, by applying enuvity matching algorithms to the input data
(to identify the bus trips) and cnriching them with the bus stops as well as with
the number of passengers boar.‘ng at ach stop. These data provide, among others,
information about the bus r utes, ! eir position and the number of passengers per
bus stop along the route. / fte an additional ETL stage, the intermediate data are
used as input for the desc. iptive <nalytics component developed with COMPSs and
the Ophidia framework w@ich in turn produces the aggregate statistics (so called
level-2 data). Finally *hese aata are subject to an additional anonymisation step
through, once again thr PRIVAaaS tool (re-identification risk component) before
being made availarle te *he web application of the City Administration Dashboard
for visualisation urr oses. Various types of output (level-2 data) can be produced
according to the ty, e ¢ aggregation and metrics of interest:

e Bus lin -aggre ate statistics include aggregate information about the bus lines
usage Fo. ~~ch bus line and time range, the minimum, maximum, mean and
tote 1 num er of passengers are computed. Statistics can be computed over
diffe. ~nt t7.ne ranges, such as the whole month, week, weekday (i.e., Monday,
Tw.dav. ete.), day or hour, or with different level of aggregations, such as for
eact bus line or over all bus lines (to get an aggregate view of the entire bus
trans portation system).

e Bus user-aggregate statistics include aggregate information about the bus
users’ usage. For each bus user, the minimum, maximum and total num-
ber of times the passenger took the bus and the number of days he/she took
a bus in the given time range are computed. Statistics can be computed on a
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Figure 10: COMPSs simplified execution graph exa.. nle (set of statistics computed by the ap-
plication). Each circle represents a task executr on the remote node. Different colours denote
different task types. Tasks in the same horizon. "l !:ver can be executed concurrently. Arrows
denote dependencies among tasks. A descript'~n is , *ven in the text.

weekly or monthly basis.

As stated before, data privacy ! as bee, addressed at multiple levels using the policy-
based PRIVAaaS component Mo.~ 71 detail:

e some anonymisation v ~'.nic ies (e.g. encryption) are applied to those level-0
data (i.e. bus card fata) tuat expose sensitive information, in order to remove
the direct reference to “he actual bus card user;

e the k-anonym’ v e gorithm is applied to the output data produced by some
types of stat’stica. aggregation to reduce the re-identification risk; these data
can actuall; irlude fields that might be used (even in combination) to re-
identify the ¢.-oiral user.

In terms of w er aut) entication and authorisation, all the data components and ser-
vices used b tul- pplication (i.e. Ophidia, EMaaS and DQaaS) verify the validity
of the tok :n ana the authorisation rules through the AAAaaS module, before grant-
ing permis.ion for the actual requested processing. Before running the application,
the Q. , .- “astructure services are contacted, to perform the initial cluster deploy-
ment an' setup, as well as during the application execution for the monitoring and,
eventually, the dynamic resource adjustment to fit the QoS deadlines. In partic-
ular, in the case of Ophidia, the request is managed by a specific plugin for the
Broker, which deploys the cluster through EC3 and IM based on the output of the
Optimisation services.

The output of the descriptive analytics component is produced by applying a se-
quence of multiple and parallel Ophidia operators. In particular, the key exploited
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operators are related to: data subsetting, time aggregation (for statistics compu-
tations), dimensionality reduction and data import/export. At the level of the
programming models, the COMPSs parallel runtime engine is used t . concurrently
run the code calling the Ophidia operators. The descriptive analycics « ~mponent
is developed in Python using the PyOphidia and PyCOMPSs mroa ‘les. In terms
of benefits, COMPSs transparently parallelises applications exp.~itiag their inher-
ent parallelism without the burden of parallel code implement« ‘on, .-hile Ophidia
provides support for a wide set of efficient parallel data ana',.’s op.:ations. Their
integration into the QoS framework allows addressing QoS- >asr d scenarios.

Figure 10 shows an example of a simplified execution sraps. ‘from the COMPSs
perspective) of a set of statistics computed by the applice .ion (i.». bus line-aggregate
statistics). Each circle represents a COMPSs task executi 2 a b ock of code with one
or several instructions. The first phase relates to the «ppli~ation of data anonymisa-
tion to the input data (blue circles), followed by the ~.crac ion (yellow circles) and
the transformation (orange circles) steps of the E17 puase, whereas the following
10 stages refer to blocks of Ophidia operators /oreen c rcles). Each of these set of
circles represents the computation of a differer.” typ. ~. aggregation (both temporal
or based on the bus line), while each circle represe. *s a specific statistics computa-
tion (e.g. average for Monday, Tuesday, etc., A more comprehensive benchmark
and experimental results on the applicati - ~re out of the scope of this paper.

5.1.3. Melhor Busao

Melhor Busao (a Portuguese expressicn tor Best Bus) is an application designed
to present the results of the Transporu. *1ou Jata Processing and Analysis performed
by the EUBra-BIGSEA infrastructure to transit users. It is implemented as a mobile
application so as to simplify ac_ess . nd notifications when relevant information is
available.

In its essence, Melhor Bvsao is w.. Advanced Traveler Information System, help-
ing passengers to make a "ett:r vse of the city Public Transportation System by
providing both static informauv.> 1, such as routes and bus schedules, and — most
interestingly — dynamic m.. mation about predicted trip duration and crowdedness
for a planned trip. B- ~redicting such trip features, the app allows users to make
a more informed de isic1 on which itinerary to take according to their priorities.
Ultimately, forecas‘ing . ultiple criteria about trips aims to help users increase their
degree of satisfac t1on during the trip, a trend which has received increasing attention
in the literature |oc, 137}

In order tc provi-e the user with these trip feature predictions, Melhor Busao re-
lies on severau applic ttions and high-level services developed throughout the project.
Such servi_cs have been implemented on top of the above mentioned data analy-
sis services of E\'Bra-BIGSEA. The application sends a request with user trip plan
information “~ . Web Service named Best Trip Recommender (BTR). This Web Ser-
vice ha~ t1 o .a0st up-to-date version of the prediction models and runs the model
with the eceived user info, returning the prediction results to the app in order for
the user to visualise them. BTR is also responsible for updating the models on a
regular basis. For that purpose, it dispatches Spark jobs to the cloud data process-
ing services of EUBra-BIGSEA with a deadline to be met in order to attend the
model update frequency requirements. The models are trained with features built
on top of the result of the Entity Matching service which processes the raw GPS
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and Ticketing data.
Figure 11 shows some screenshots which depict login, route map, nearby stops,
top bus, and bus trip features prediction.
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Figure 11: MelhorBusao A, » Sc. - .shots

The application is available in Portuguesc language for the Brazilian cities of
Campina Grande and Curitiba, and dir ...;= information obtained from several
data sources, including: Bus GPS stream., data, City GTFS file and Ticketing
Records from city buses. GTFS is the .oain source for the static data presented
in the application (e.g. routes, shanes, L1s stops, etc.). The GPS and Ticketing
data is processed by back-end applica.*ons which run in the cloud using a parallel
architecture to achieve faster processing.

Melhor Busao is, thus, hig'ily n."egrated into the whole project architecture.
It uses the security solutions t. nerfc m authentication in the app and to provide
security to users transactior s. Meluor Busao uses the Entity Matching algorithms
to match bus GPS records .~ “5TF 5 route shapes and thus to estimate when a bus
passed by each stop duriig the Cay, and to match passenger boarding to bus GPS
records, identifying whch 1< each passenger boarded on. It uses the data analysis
solutions to provide tr ¢, assenger with estimated trip duration and bus crowdedness
for a given trip plar by calling the Best Trip Recommender API. Finally, Melhor
Busao runs on toy of the ~loud infrastructure back-end services.

5.2. High-level ser. res

The appli ation: described in the previous section rely on a set of services imple-
mented on top of ET, Bra-BIGSEA services that provide a higher-level functionality
for applic.cion huilding, such as static and dynamic route matching, route extrac-
tion, crov dedne: s estimation, etc. The most relevant services are described along
this section.

5.2.1. Eirtity Matching as a Service

Geographical coordinates and maps (digital or paper-based) are a common fea-
ture of our daily life in order to provide a two-dimensional representation of geo-
graphic features in the real world, such as parks, bus stops, roads, rivers, buildings,
and places. Such information is often referred to as geospatial or geographical data
and plays an essential role in many governmental, economic and social domains,
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such as disaster response, urban planning and tourism [32]. Since the quality of life
in a city greatly depends on the well-being of its citizens, the municipalities invest
in information systems that assist the citizens (e.g., regarding urban » 10bility or the
identification of points of interest) directly or indirectly [33]. In this sensc the large
amount of data collected by municipalities and map projects (e.g u, enStreetMap)
may be used to improve the efficiency of public transportation ~nc infrastructure
investments taking into account the proposition of new solutics o1 ~odifications
to the current infrastructure. However, since geospatial date «.= proae to inconsis-
tencies and quality issues, it is important to apply data qus ity app.oaches, such as
Entity Matching, before using them in order to take valuahle s.-ategic decisions. In
fact, an analysis based on incorrect information can lear. to w.-ng decisions [34].p

In the context of EUBra-BIGSEA services and resou “es, a’. Entity Matching as
a Service (EMaaS) has been developed to address ir.iportant problems of the data
acquisition and descriptive models of geo-spatial tr. - ctor es use cases. The data
acquisition problems tackled by EMaaS refer to the 'acs of accuracy and precision
of official and non-official municipality data sources, wt ‘ch causes incoherences and
unalignment of buildings, streets, and bus st.ns. ™" .aaS can support the detec-
tion and measurement of matching problems prese. *ed in the linkage of these data
sources. Regarding the descriptive models, . fundamental abstraction are trajec-
tories, i.e. the path traversed by each er ! -<er while using public transportation.
Trajectories comprise not only dynamic sy *.al data, but also other types of data
that enrich the trajectory information. Cila ng such trajectories is a challenge by
itself, since matching the various types ot 1ata to a specific end user trajectory may
be tricky and demand advanced ana .~mpiex techniques. Thus, some EMaaS ap-
proaches have also been developed to deal with trajectories matching and provide
high-quality integrated geospat’al-te. poral training data to support the predictive
machine learning algorithms fo. *he p edictive models utilised by the Melhor Busao
application.

The Entity Matching «~ 2 Service (EMaaS) is capable of performing efficient
(data-intensive) matchin-, tasks . ,ing the programming models (described in Section
2) and includes the imy ien. ntation of the following main approaches:

e BULMA (BUs Lin . MAtching)

Briefly, BU” MA nhc: been developed to address the task of identifying bus
trajectorie: frcm t'ie sequences of noisy geospatial-temporal data sources. It
consists i» per.. ~ ning the linkage between the bus GPS trajectories and their
corresp mding road segments on a digital map (i.e., predefined trajectories or
shapes). ™ tF.s sense, BULMA is a novel unsupervised technique capable of
mat _hing 2 bus trajectory with the "correct" shape, considering the cases in
which ther : may exist multiple shapes for the same route (usual cases in many
Rraziliau cities, e.g., Curitiba and Sao Paulo). Furthermore, BULMA is able
te drcect bus trajectory deviations and mark them in its output.

e BUSTE (BUs Stop Ticketing Estimation)

In order to enrich the BULMA output, BUSTE (BUs Stop Ticketing Estima-
tion) is used to perform a time interpolation over the shapes (based on the
BULMA output). Furthermore, BUSTE positions the bus stops over the in-
terpolated shape and groups the passengers boarding according to each bus

23



stop. In other words, the idea of BUSTFE is to provide an estimate of the
number of passengers boarding at each bus stop. BUSTFE also provides rich
and high-quality integrated geospatial-temporal data to suppor’ the City Mu-
nicipality Dashboard application and predictive machine leari.ing .'~orithms.
Note that BUSTEFE receives anonymised ticketing data as in yu. and produces
enriched historical bus GPS data. This means that the BL €T 4 computation
is not influenced by the presence of anonymised values in 'icke,ing data.

e MATCH-UP (MATCHing of Urban Places)

Regarding polygons (for instance, buildings, residentia. regions, parks, and
forests) and points records (for instance, bus stop', poir.“s of interest, vehicle
coordinates) matching, the similarities between th. geos’ atial records can be
measured through linguistic and geographic me .cners. In this sense, MATCH-
UP provides alternatives to execute efficiently t* ¢ m wtching of polygons and
points between official and non-official data s.ree..

The EMaaS architecture is depicted in Figurc 12. /.s we can see, the execution
of all the approaches can be made through a Sp.-rk or COMPSs job (through the
COMPSs interface). The BULMA output {7 5 are partitioned into n files assigned
to COMPSs workers to be computed in paraller. The first step of BUSTE enriches
the historical bus trips (generated by BULMA , vy positioning the bus stops over the
interpolated shape selected by BULM/ Aftc-wards, BUSTFE groups the passengers
boarding at each bus stop. Regarding he ~rowdedness prediction, i.e., a feature
of the Bus Trip Recommender appi. «..>» it is also generated based on historical
bus GPS data (generated by the EMaa. approaches BULMA and BUSTE). The
prediction model is trained using ... “ate-of-the-art machine learning technique based
on Spark over the BUSTE ouv out. i hus, the trained predictive model is used to
predict future trip duration .nd c.~ dedness. MATCH-UP is used to address the
problems of geospatial polvzon . and points matching.
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5.2.2. Trip duration and crowdedness estimation

Trip duration is a fundamental aspect of the user experience and it is often used
as main goal when choosing how to use the transportation system. J - other words,
most people will try to get to the desired destination as fast as possible. Therefore,
known applications like Google Maps® and Here®, already prov.dac trip duration
information in order to support the user decision. Although tl.- i".formation can
be helpful, in some cases the provided information is based on sc>edu. d timetables
which may not represent the true state of the system give . '%s dayaamic nature.
In order to improve the quality of the information that ‘< proviaed to the user,
machine learning techniques were used to predict the dur=tion ~nd crowdedness of
future trips based on past system performance.

The information used to build the predictive modei is from Curitiba, Brazil.
The data can be classified into three categories: (i) t-ansi* ~outes and schedules, (ii)
realtime vehicle location and (iii) passenger boarding * .ta. [he first one is available
in GTFS format” and contains specification on how “he service is expected to work
under normal circumstances. The other two are <ollecte 1 on a daily basis while the
system is working and can be used to assess “he s.7.ice performance. Real time
vehicle location is available in GPS format and co. prises the location of all buses
every few seconds. Passenger boarding data ¢.ntains information about every time
a user boarded using a smart card.

All data goes through two preprocessin, steps, where the first one is an entity
matching process that is performed by “'TLLIA and BUSTE, described in section
5.2.1. The second step focuses on featnre e, gineering and data formatting that builds
the datasets used to create the predict, = models. These datasets include categorical
information such as trip route, shape, vehicle id, period of the day, weekday, week
of the year, day of the month, »1ont1n. and also contains numerical information such
as distance and number of pass. ~gers that boarded at the origin stop.

Three machine learning gcrithias have been tested and compared in order to
choose the one with best . «1.ts. The tested algorithms have been Lasso regres-
sion, random forests and gradie... boosted trees. The best result has been achieved
by the model built usir.g g. dient boosted trees with mean absolute error (MAE)
of approximately 40 .c.onds for trip duration and almost 70 passengers for trip
crowdedness.

5.2.8. Traffic co.ges 1on estimation

Traffic congestic~ ic a frequent event in urban centers nowadays. It is often a
consequence ¢ { the « rban infrastructure not being able to keep up with the growth of
the number o. vehic':s. Thus, it causes many drawbacks, such as stress, delays, and
excessive f.ci consumption. This application aims to identify traffic jams using data
provided >y Wa e, an application widely used by drivers to obtain trajectories to
destination - ..otifications regarding unusual traffic behavior, such as traffic jams,
acciderns c. c.osed roads. To that end, we formulate a probabilistic graphical model
equippeda wvith Gaussian latent nodes.

In order to exploit spatio-temporal patterns associated with traffic congestion,

Shttps://maps.google.com
Shttps://wego.here.com/
Thttps:/ /developers.google.com /transit /gtfs /reference/
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we first discretise spatial and temporal dimensions. For the spatial dimension, we
split the area of interest into an NxN grid. The temporal dimension, on the other
hand, is discretised hourly. Here, we denote our variable of interest as v, = —1, +1,
identified by the spatial grid cell s and the temporal index ¢, with s = * 2,..., N?
and t = 1,2,...,T, where T is the total number of hours from the au“aset available
for training. As indicated, Y}, can assume two values: a negative l .e denotes that
there is no traffic jam at cell s during time ¢, while a positiv. valu. denotes the
opposite scenario.

We model this binary variable through a regression th't o .tpucs a class prob-
ability using a response function, in our case a logistic reores. ~n, that “squashes"
its argument into the range [0, 1], allowing its interpre ation as a probability. In
practice, with each variable Y;;, we associate a latent ‘unol served) variable Z,
that models Y5, as a logistic regression:

1

P(Ys,t|Zs,t = Z) =

1+e = (1)
Letting x; denote the proportion of neighboriro cel's ~xperiencing some traffic jam
at time t, the latent values from each grid cell Z, ., on the other hand, are modeled
as a zero-mean Gaussian process (GP) equipp. 1 with a covariance function (between
input pairs ¢ and t’) that may be expresse? as the sum of three components: a local
(Ktocar), & periodic (kperiodic) and an adjacer = (kqq;) component:

Zs,* ~ gP(0> klocal(t> t,) + "Tﬁerwdic(ta t/> + kadj (xb 372/)) (2)

The first component (kjoear(t,t')) is exp.~ssed as a Matérn covariance function and
is used to enforce some smoothne<< over the time dimension:

2
’ T
t) = 0% coplsr) 8
B

L

kloc é(T -

The second component is >xp. “sse 1 as a periodic covariance function (kperiodic(t,t')),
which exploits the peric . ~ity over the time dimension observed within data:

kp vioar (T=1—1") = 0% * emp(—QW) (4)
E

The third compo ent (k.4(x¢,2},)) is used to enforce spatial dependencies between
neighboring cells, ©- as-aming a linear association between the proportion of neigh-
boring cells e periencing traffic jams (zy and the probability of observing a traffic
jam at a give cell 1 :

Kadjaoey) = O - 1 - (5)

The covas.ance functions used by the proposed model require the specification
of hype ns rameters = {04,0p,0c,0p,0r,0r}. Here, we obtain them via likelihood
maximisa.‘on using a Laplace approximation for each likelihood function 6;. For
more information regarding covariance functions, see [35], chapter 4, and, for a
complete description of this process, see [35], chapter 3.

Note that, in order to estimate the probability of experiencing a traffic jam at
time ¢, the proposed model requires knowing which neighboring cells are experiencing
traffic jams at the same time ¢, since we are interested in forecasting them within
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one hour intervals. Therefore, our estimate z; of z; exploits the daily periodicity in
data, as shown by the expression:

1 D
Ty = 5 jzl Tt—245 (6)

where D denotes the number of days available for training and +; 15 ~ssumed to be
the average of x; for each hour of the day ¢ considering all days ~vaii."le for training.

5.2.4. Sentiment analysis

Sentiment analysis deals with the computational d _cectirn and extraction of
opinions, beliefs and emotions in written text. It combir =s thec ries and methodolo-
gies from a diverse set of scientific domains, such as _3sycuo.ogy, natural language
processing and machine learning.

In the context of the EUBra-BIGSEA project ai. 1 smar* cities, sentiment analysis
is used to transform social media data (textual) into  quantitative estimation of
the citizens expressed sentiment. Such analysis . ay *arget a specific subject, for
example, traffic situation or city services, or a po, 1lation of a region.

To obtain the data, a Twitter account is =quirea and API access and a Twitter
application must be created. In the site http:/, ~pps.twitter.com, as soon as an
application is created, Twitter will gener te a set of credentials (keys and access
tokens).

The sentiment analysis problem has bYec~ addressed through two different but
complementary strategies: lexicon-b. «d (- ing sentiment dictionaries where expres-
sions have sentiment scores) and machinc learning techniques.

When using lexicons, a semi ., ~rvised model is built from a list of previously
created expressions, targeting, n genes al, a specific language. It is interesting to note
that a particular characterist .c ot v. “ay’s online communication may be explored in
order to create language in «ep’ ndent models: emojis and emoticons.

Emojis are ideograms usec. iv electronic messages and Web pages. Emojis are
used like emoticons anr. _~ist in various types, including facial expressions, com-
mon objects, places and types of weather, and animals. An emoticon is a pictorial
representation of a fvcial expression using punctuation marks, numbers and letters,
usually written to exp °ss a person’s feelings or mood. Being a smaller set when
compared to the .nti-e language vocabulary and language independent, emojis and
emoticons may b “sed in the sentiment analysis task without requiring great ef-
fort. On the c.ner hand, they are subject to misinterpretation in different cultures.
There are ap, roxim tely 1139 emojis, disregarding their variations. Most of them
are rarely »-=d.

Classi icatioi a machine learning technique, may be used to perform sentiment
analysis. U'assi’.cation is a supervised technique and, as such, it requires a labeled
input -a.. "ot for training and model construction. In order to build the training
data, a 1. man must evaluate and label a set of examples. In this case, the human
must evaluuate whether the text is positive, negative or neutral. In some cases, more
than one evaluation is performed for each text. For example, three or more people
may evaluate each tweet and after that, a final evaluation emerges.

There are different classification algorithms implemented through different learn-
ing methods. For example, it can use random forests, vector machines, gradient
boost trees and others. Their performance and accuracy vary in each case and none
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of them achieves the best results in every scenario. An alternative is to combine
different classifiers into ensembles of classifiers. The goal of the ensemble is to in-
tegrate algorithms and generate more robust, precise and accurate s vstem results.
On the other hand, ensembles require more space, processing tirie a..? are less
comprehensible. Training data consists of a lexicon list with 118 . jis with score
varying from -4 (most negative) to +4 (most positive). A manu. v classified data
set is available, formed by texts of 4000 tweets in Portuguese, ranu mly selected
from those collected with geospatial information. These twe ... weic read by users
and classified as positive, neutral or negative. We are not vsing any special context
information or target entity. Thus, for example, a tweet with - positive sentiment
for an entity and a negative one for another, could be c’assific ' as neutral.

The sentiment analysis for online social data is built a. an e".semble of classifiers.
We are using both approaches, lexicon with emojic and emoticons, and machine
learning with 3 (three) different algorithms. Even *,ugh the use of ensemble of
classifiers increases the storage and processing tin.~ reguirements, this is a good
strategy under the project perspective. The different ci ssifiers may be executed in
parallel, followed by a final ensemble synchror.’'<ati. ~ _cep, which is a good test for
infrastructure scalability.

6. Experimental results

This section shows some experimer. ' res 'lts of the cloud services described in
section 4, covering platform deployment <na horizontal and vertical elasticity.

6.1. Platform deployment

Platform deployment is base « on Ansible roles and configuration recipes. Details
are given in section 4.1. The ~vster. first deploys the static nodes (a front-end
with the master services for vlesos, *.[arathon, Chronos, Wave overlay network and
Hadoop namenode), a usc -dsdne i number of data nodes (including OpenStack
Monasca agents) and a Monasce. * 1aster node. Then, working nodes are dynamically
deployed as frameworks re rest resources.

New nodes are der' ved and configured from scratch. There is no need to build
neither pre-existing virt’.al machine images nor Docker containers. As this process
may take several "ainu. <, EUBra-BIGSEA provides two alternatives to speed-up
the deployment:

e On the iy creat.on of a reference virtual machine image (golden image) with
the first workii g node, to be used for the next working nodes to be deployed.
This »~duc.~ .ne contextualisation phase, and it can even take less by tailoring
the -onfig. ration recipes.

e “tonping the VMs rather than destroying them. This is especially interesting
it rapid elasticity is required, although it implies a higher consumption of
reso. vces than powering off them.

Scalability is a main issue in the configuration of large infrastructures. Figure
13 shows the deployment time requested for a large-scale cluster with 100 cores and
50 Working Nodes.
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Figure 13: Deployment time for 50 Working Nodes. The verti al - «is i 1dicates the number of VMs
ready and the horizontal axis the time in seconds.

6.2. Performance Prediction and Optimisation Sc nces

The Performance Prediction and Optim.. ~tion Services (illustrated in section
4.2) have been validated considering the ®TTT.MA application (see section 5.2). As
accuracy metric, assuming to optimise the T . LMA initial deployment with a dead-
line D to meet, we focus on the execi: .~ v me T measured in the cluster provi-
sioned according to the number of VMs (etermined by the optimisation procedure
and quantified the relative gap wrt. e acadline. Formally:

Yok cor = #,

note that, possible misses wouil * ield a negative result.

Overall, we considered 56 cases, varying the deadline between 5,500 sec and
11,000 sec with step 10C sec, ~rd ran the optimisation service to determine the
optimal resource assign» 1ct to meet the deadline constraint on Microsoft Azure D4
v2 instances. Figure 1/ olots vne results we achieved.

We experienced 7 de: dline miss only in 5 out of 56 cases (8.9%) of cases. More-
over, the relative =rro. is always below 35%, with a worst case result of 35.12%
and the average < psc ute error settling at 18.13%. From the plot, we observe some
abnormal behavio. s (r.pid jumps) which are related to the change of the configu-
ration deployr .ent (nunber of required VMs) suggested by the optimisation service.
In particular, the gi: p in terms of number of VMs required to fulfill the deadline
D (evaluat- ' a ooteriori) is at most one VM and the accuracy is higher when the
deadline s tighu i.e., for larger clusters. Since the initial deployment can also be
updated by the pro-active policies module (described in section 4.3), overall we can
conclu "¢ .. * the optimisation service is effective in identifying the minimum cost
initial de toyment, guaranteeing that deadlines are met as well.

6.3. Horizontal elasticity

The experiment consisted in submitting 20 parallel jobs to an infrastructure that
initially had only two nodes powered on. These jobs were submitted at different
time steps as shown in 1. The infrastructure had to detect the registration of a
Spark framework, to realise that there are not enough resources and power on one
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Figure 14: Optimisation Service validatio.. on BULMA application
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Table . € _hed ding of the jobs to be executed.

additional node per gueued ;.b. Jobs were prepared to run for approximately 11
minutes and were ab’e tc¢ use up to 4 cores each. If Mesos offered them 2 cores, jobs
will anyway start.

Figure 15 shov s t} 2 evolution of the status of the WN along time. IDLE indicates
powered on nodes v ch ro allocated job. USED means nodes running jobs. POWON
means nodes *.Liat are oeing powered on and they have not yet become eligible for
running jobs (the c ntextualisation process has not been completed). POWOFF
refers to neodes *» ¢ are being powered off as they have been idle longer than a
predefine . threshold. Finally, OFF nodes are those that have not been powered on
yet. The .~axir.um capacity of this experimental cluster is 20 nodes of 2 vCPUs
each.

6.4. Verti al elasticity

Figure 16 depicts how the CPU adjustment and disk performance limitation im-
pacts in the performance of applications. By adjusting the performance of both CPU
(by controlling the mapping between virtual and physical CPUs) and IO operations,
a large range of applications will react with an improvement in performance. The
default initial values of 50% capacity are selected and it is dynamically adjusted
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Figure 15: Evolution of the status of th. WM v, °r time

as the application progresses. Choosing such a v. e ilso enables a homogeneous
performance when the cloud combines machines v.*th different peak performance.
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Fig ure 16: ."zamples of the usage of CPU and disk IO scaling

In order t)> have a closer look on the impact of controllers and actuation, and
validate the p.~acti- e vertical scaling based on progress metrics, we performed ex-
periments considering the EMaaS running in a OpenStack infrastructure with a
strict dea lline t' at was not achievable on a static infrastructure. Thus, in this ex-
periment we consider the progress metric from the EMaaS and for the controller
compol.~n’, we consider a hysteresis control and the KVM-over-OpenStack actuator
plug-in, which adjusts the CPU-IO cap (a combination of individual adjustments of
CPU and IO cap compared above). Figure 17 shows the CPU-IO cap configured
(first row) and progress of the application and time (second row) over time for two
scenarios of controller configuration. The MIN-MAX approach adjusts the CPU-10
cap only with two values, a minimum and maximum level (50% and 100% for this
case). The second scenario uses a proportional-derivative approach, that calculates
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Figure 17: Two executions of the EMaaS servi. > with different controllers.

the quantity of resources to be adjusted w...? ~n the progress error and the error
variation, provided by the last adjustment. .' s can be seen, the MIN-MAX approach
(Figure 17a) enabled the EMaaS to ex>c te with an acceptable runtime, meeting
the deadline, with the second half ~f the “ime progress curve above the expected.
In comparison, the proportional deriva'ive (Figure 17b) ran the application always
under the expected progress, leading to a small delay regarding the programmed
deadline. Note that although *ae de. vative controller missed the deadline, it also
actuated much more smoothly ¢~ th . infrastructure, which is also a desirable be-
havior.

6.4.1. PRIVAaaS Experi nenta, ".esults

A case study with F RI1v"aaS was performed in the context of the City Admin-
istration Dashboard v .« ~ase (see Section 5.1.2). The anonymisation policy specifies
that the bus card ic mti ier - the unique ID number identifying the bus card user -
must be anonymis' d (A “nymisation 1 phase). Then, the anonymised version of the
input data under 20e, sorae ETL steps in the Ophidia platform, which provides the
resulting output fro.~ cata analytics. As in this first stage less restrictive anonymi-
sation was ay lied » provide better utility for analytic process, the resulted output
may contain ¢ "asi-ic entifiers fields (birth date and gender) and additional anonymi-
sation is r_quired using the PRIVAaa$S re-identification risk component (Anonymi-
sation 3 hase).

In this caoc study the k-anonimity was applied to achieve risk thresholds between
1% to «%. rigure 18 presents the information loss throughout the Anonymisation 3
phase. Ti ~ outputted dataset starts without data loss and the re-identification risk
is 100%. For the risk threshold we adopted for these experiments (1% to 5%), the k-
anonymity reaches k=2 and the data loss increases to approximately 25.5%. Just for
illustration, we represented in Figure 18 smaller thresholds (0.5% and 0.1%). This
last threshold demands a higher value of k (in this case, k-anonymity reaches k=301)
but implies a data loss of 100%. This k value increased considerably the anonymity
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Figure 18: Re-identification Risk X . ata Loss in the second stage.

level and the probability of re-identificatic ~ goes from 0.003048 to 0.000322 (i.e.
it improved 946%). It is important tc ..~te that for this dataset from 5% down
to 0.5% of risk threshold there is ne noss:ble data anonymisation that renders the

k-anonymity algorithm to reduce the . ~-identification risk and it remains the same
value (0.00304878).

6.4.2. Entity Matching Ezrperu, ~ntal esults

In this section, we evalua e the b JLMA technique against the BoR-tech (a state-
of-the-art approach [36]). " 7= an sur experiments on a commodity server machine
that has one Intel 17 proc :ssor w’ h four cores, 16GB of RAM and 1TB of hard disk.
Among the softwares iistal'~d at the machine, Ubuntu 64-bit and Java 1.8 were
utilised. Two data so’ .. s are used: DS-GPS contains one day of GPS information
(2016-10-30) from t' e ¢’y of Curitiba (Brazil), and DS-shapes contains the GTFS
specification from ’ he sa. e city. As a gold standard for the evaluation, ground-truth
data was manua'.y (/isvally) labeled by a human data specialist with all the trips
of nineteen routes | ~rformed by the buses of Curitiba at 2016-10-30. It contains
215 trips per ormed by 15 buses. These trips comprise 147 trips by 9 buses on
complementai - sha'es and 68 trips by 6 buses on circular shapes. To the map-
matching -nectiveness measure the effectiveness, we applied the three traditional
quality m ~trics: ) recall; ii) precision; iii) F-Measure (FM).

Regardi, .ne map-matching effectiveness of the two techniques, Table 2 show
the ma -1r avcning effectiveness values of both techniques. The evaluation is organ-
ised in tw » scenarios. The first one is related to the classification performed by the
techniques regarding the two types of shapes (complementary shapes (i.e., shapes
that must join other shapes to form a complete route) and circular shapes (i.e.,
shapes that describe a complete route by itself). The second one is related to the

classification performed by the techniques regarding the problematic routes existing
in the DS-GPS dataset.
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Table 2: Comparative table of common cases

Type of EXECUTION TIME (s) F-MEAS JRE
trajectory BULMA BoR-tech BULMA 30." -tech
Complementary 21 13 0.98 0.94
Circular 19 13 0.87 0.26

Overall 25 17 0o~: 0.70

Thus, Table 2 shows the observed execution times alor g with tue number of buses
and F-measure collected values for the execution of the t 7o tecl aiques over common
routes existing in the DS-GPS. As we can see, in all _.ses, ..one of the approaches
achieve the (highest) F-measure of 1.0. The main re so . to this result is related to
the significant amount of sparse and missing GPS 'ata wit.iin a few bus trips. Such
situation leads the techniques to make erroneous deci.’ons during the detection of
start and finish points. In particular, there is a > ighe. gain in effectiveness when
using BULMA for map-matching circular shapes. BULMA achieved an F-measure
of 0.87 against 0.26 of BoR-tech for the circw. «v routes. This result shows the lack of
robustness of techniques that do not acconnt for 'etecting the correct shape among
multiple shapes that refer to the same roue.

Table 2 also shows that BoR-tech he = shoi “er execution times than BULMA, as it
has employs no computation to treat the nicblem of multiple trajectories in a same
route. On the other hand, BULMA ..~ higher map-matching effectiveness than
BoR-tech in all cases. Since BULMA seic-ts the best sequence of shapes associated
with the entire trajectory perfo ... by a bus during a day, it is able to optimise
the “best fit” sequence of shap s acco: ding to the trajectory performed by the bus.
More details about BULMA appro. <1 can be seen in the work [37].

Regarding the scalability e alustion, we analyse the scalability gain of the two
Spark-based approaches. Ve ¢ -l .ate S-BULMA and Spark-based BoR-tech aim to
investigate how they sce.c vith the increasing number of available executors (nodes)
n. To achieve this, we ran ou. experiments on a cluster composed of eight virtual
machines. Each one 1as our cores, 8GB of RAM and 500GB of hard disk. Among
the product of softwa. » installed on the machine, Ubuntu 64-bit and JAVA 1.8
were utilised. Fo' ea h round of the techniques execution, a new instance of JVM
was created to ai.~Hle “aformation reuse (in memory). We utilised DS-GPS2 and
DS-shapes for cuis eva.uation.

As shown in Fig re 19, we can note that the approaches scales almost linearly
up to five e=2cuoc . showing its ability to evenly distribute the workload across the
workers. The I ad balancing was properly treated when the blocking key based
on the con.hina"1on of the route identifier and bus code was utilized as a partition
splitte ~ T™~ usage of the route identifier promotes a significant reduction in the
number . shapes to be compared (at most six shapes). Such strategy increases
the granularity of parallel tasks favoring thus the load balancing. However, with
about seven workers, the parallelism was compromised due to the presence of a
much larger amount of executors needed to process all workload generated. Note
that the execution time stabilises when more than six workers were utilised. Also
note that the execution time (of S-BULMA) decreases from almost 160 min (for one
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Execution Time vs. Speed up for the Approaches
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Figure 19: Execution time and speedup “r the approaches.

worker) to about 18 min (for 15 workers).

7. Discussion

In this section we perform a review ¥ the state of the art in different technologies
that have been developed in EUBra-BIGSEA and described in the paper.

7.1. Deployment and Operatio.. of Clud Services

The deployment and con’.gu ation of scientific applications in cloud resources [38]
has been tackled before by <.ver. authors, both for specific disciplines such as
physics [39] [40], astrophr sics [41, biomedicine [42] [43] and for general purpose [44] [45] [46].
Several open source orchesu. “tion tools and services exist in the market, but most
of them come with t}c . mitation of only supporting their own Cloud Management
Platforms (CMPs) (= tliey are developed within those project ecosystems. (e.g.
OpenStack Heat ~.nd hOT [47], OneFlow [48]). Efforts on supporting platform-
agnostic orchestr atic.a teols are Cloudify [49], which provides TOSCA-based orches-
tration across differc >t Clouds, OpenTOSCA [50] and Apache ARIA [51], although
any of them c irrent. » support OpenNebula. Other projects add the compatibility to
multiple provil'ers b/ supporting the Open Cloud Computing Interface (OCCI) [52],
such as C'hmpa*ibleOne [53], although the project has not been active in the last
years. Ini-astruc cure Manager (IM) [54] supports TOSCA-based deployments over
a varietv of ciuud backends including OpenNebula and OpenStack, the most impor-
tant co.ar ercial cloud providers, and the EGI Federated Cloud [55], a large-scale
and pan-¢ ‘ropean federated IaaS Cloud to support scientific research.

The solution for Deployment and Operation of Cloud Services described in this
article supports a wide range of public and on-premise cloud IaaS backends (includ-
ing the OCCI standard) and uses standard descriptions of the application topologies
in TOSCA and Ansible. IM also supports different contextualization modes depend-
ing on the number of resources to be simultaneously managed.
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7.2. Big Data Analytics

Nowadays, several tools and frameworks are available to address the various chal-
lenges related to Big Data analysis. Some well-known Big Data fram -vorks include
Apache Hadoop [56] and Apache Spark [2]. With respect to these gener.' purpose
solutions, Ophidia is more oriented towards multi-dimensional arrs y-b 1sed data ana-
lytics, joining together high performance database management a..1 OLAP aspects.
Additionally, being more tailored to scientific applications, Ophi’*a supports scien-
tific formats, metadata management and numerical libraries

On the other hand, as for eScience data management sc ‘nitions, SciDB [57] rep-
resents an array-oriented distributed DBMS for scientifi~ appu ations, while Ras-
daman [58| is an array database suitable for storing ar 1 quer -ing scientific multi-
dimensional array-oriented data. These systems are sim.'ar t, Ophidia since they
both rely on n-dimensional arrays; yet, Ophidia (i) i aple . ~nts a datacube abstrac-
tion (with related algebra and OLAP operators) thus concealing the low-level array
layer, and (ii) it provides a framework for the execuu. n ot parallel (MPI-based) op-
erators with native support for in-memory, paral’~l (Op¢ aMP-based) data analytics.
Ophidia is a highly scalable and efficient data procoosing environment tailored for
multilayer datacubes, such as Geographic Infor=~ "5n data, where Ophidia’s per-
formance is very high. Through the extension described in this article, it provides
self-managed elasticity to scale up and «,w. »rocessing nodes on top of the dis-
tributed parallel data management system. it also provides an API and a CLI to
easily manage the resources allocated.

We consider work related to the integ1 tion of application frameworks or work-
flow management systems with contaiu - engines. Skyport [59] is an extension to an
existing framework to support containers for the execution of scientific workflows.
This framework differs from ov  prop »sal both in the programming model, because
it requires to explicitly write the wor .flows’ tasks in the form of JSON documents
and in the integration with - ont iners technologies; in COMPSs, besides Docker ex-
tensions to Singularity, ana 2T sos are also provided. In Makeflow [60] workflows are
represented by chained calls to e<ecutables in the form of Makefiles and is tailored
to bioinformatics application. - it does not provide any tool to build container images
from the workflow co .e 'nd the supported elasticity is done per task thus creating
a new container an. nc¢ reusing existing containers for different tasks. Similarly
to Makeflow, Nex dow |'| proposes a DSL language that extends the Unix pipes
model for the cc np ssiti n of workflows. Both Docker and Singularity engines are
supported in Noxthe - but it has similar limitations to other frameworks, such as
the manual i1 1age c. =ation, a limited programming model that resembles command
line execution. of ¢ ripts and a limited elasticity provided only for Amazon EC2.
COMPSs programming model is also infrastructure-agnostic, so the independent
tasks can be exccuted on different types of resources, including batch queues and
GPGPTUIs. "11us provides the application developers a high degree of flexibility.

7.8. Mon *toring and Vertical Elasticity

Monitoring applications and infrastructures is an essential step in other to con-
trol the behavior of systems and applications. In traditional cloud-based systems,
monitoring is typically used to control infrastructure and applications, making pro-
visioning decisions (e.g., autoscaling), balancing load, monitoring health status, and
taking other actions related to quality of service and availability.
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In EUBra-BIGSEA, monitoring goes far beyond typical metrics such as CPU
and network usage. The proactive policy component offer services that facilitate
the usage of any metric or of the consumption of any observable reso rce to control
a running system. Having adaptable monitoring and actuation iafras.-ncture is
not a trivial task. Guidelines to define and formulate performar e metrics across
services with different purposes and types of resources to give . hcistic view of a
complex system remains an open issue [62]. Thus, the traditiona’ requ.~ements from
a monitoring system, including performance monitoring, custe ... mou. ‘oring metrics,
infrastructure monitoring, networking monitoring, and enc-to- .na monitoring, are
just a starting point. The proactive monitoring, combined wiv. the actuators ends
up with an innovative solution to implement Quality of { ervice in terms of allocated
CPU to meet execution deadlines. The combination of 1 e actaation at hypervisor
and container model are versatile and leverage the lcad rehalacing services that the
infrastructure solutions provide.

When considering complex Big Data systems, s.~h «s the ones expected to be
deployed in a EUBra-BIGSEA platform, desirahle feati -es are expanded to include
the following [63]: (1) autodiscovery, capability o a. .~ ver and identify new services
automatically, adding the respective monitoring ar mts on the fly; (2) system-wide
health management, detecting problems out o1 “he scope of an individual component,
such as system-wide latencies; (3) artific’.’ ‘ntelugence and predictive monitoring,
machine learning approaches are needed .~ separate minor performance glitches
(e.g., due to irregularities in data proccs.‘ng, from an actual issues (e.g., workload
incompatible with allocated resources), an 1 tor early detection of upcoming resource
bottlenecks; finally, (4) support for n.terogeneity, supporting different clouds plat-
forms and different kinds of target goals (e.g., request response time regulation,
deadline enforcement for batch jobs, throughput regulation), different kinds of in-
put metrics (e.g., CPU usage, ac*abas bandwidth, result quality or accuracy in case
of tunable algorithms), and .ifferen. kinds of actuators (e.g., control the number of
VMs/containers in a layer, ~or.rol ¢he contracted limiting rate of a remote serviced
API, control the quality or tun. hle algorithms).

At the same time taar “UBra-BIGSEA supports some of the features by de-
fault, such as the car .. ility to incorporate heterogeneous platforms, metrics and
controls, and the ab ity ¢o integrate these with machine learning techniques for re-
source estimation .nd p. active adjustments, it also creates hooks that enable even
more sophisticat .d s, lutions to be easily plugged in. For example, a sophisticated
predictive control a.>or.thm can be plugged into a deployed system, without much
dependency cn hov the metrics are collected or how the actuation on a specific
platform wou.1 be.

Althovgu there are many popular tools for monitoring, most of them target
simple, t.aditior al infrastructures. For example, a popular monitoring system is
Zabbix [64], . Lich offers a rich set of agents for collecting metrics targeting metrics
from n twoinng, servers, clouds, and even generic KPIs and SLAs. Zabbix also
includes (ne ability for building a diverse set of dashboards. Similarly, the combi-
nation of Sensu [65]|, InfluxDB [66] and ELK [67] (which stands for ElasticSearch,
LogStash and Kibana) enable the collection of a diverse number of infrastructure
metrics (Sensu), the storage of this metrics in a time-series database (InfluxDB), and
the collection, aggregation and indexing of logs (through ELK). This combination of
tools leads to a comprehensive, but complex system. Even though these systems are
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large deployed in production, both Zabbix and the Sensu-Influx-ELK combination
lack features for fine-grained control over the metrics dissemination and also features
based on artificial intelligence to mitigate the problem of metric over oad.

One of the monitoring systems supported in the EUBra-BIGSEA ec system is
Monasca [23], which started as the Monitoring-as-a-Service com 0. »nt for Open-
Stack (the major open-source cloud management platform) and ~o'ved to be used
in other cloud-driven platforms such as Kubernetes [68]. Monas. ~ is «. open-source
multi-tenant service that aims to be highly scalable, perform ...“, fau't-tolerant ser-
vice. It uses a REST API for high-speed metrics processin an 1 querying, and has
a streaming alarm engine and a notification engine. Monasca .1so aims to provide
artificial intelligence components such as the anomaly a 1d pre liction engine.

7.4. Applications on Traffic Data Analysis

Several applications are already available for mc*> uty, such as Crowdbus [69],
Bus Brasil®, Cadé o Onibus?, Itibus!® and Moovit* .

Crowdbus uses resources of crowdsourcing technoi»gy to provide data about
the public transportation in Recife and Mace' s wi.>  the crowdsourced data are
collected by users support and user’s smartphone  functionalities (e.g., compass,
GPS, and accelerometer). Crowdbus uses aca from speed, routes to generate a
quality standing for each route of publ’ *r~nsportation, processing the data to
provide, in the future application, measu.~ nents of time to travel between bus
stops [69].

Bus Brasil uses an application for Andioid smartphone that stores bus time tables
from various cities in Brazil. The app..-ation provides schedules for the buses, with
the closest bus coming from a determined place, such as a Bus Terminal. The
application can store data in t'ie de -ice, providing some functionalities while the
device is not connected to the .. *erne ..

Cadé o Onibus was deve oped iu cross-platform modal (Android, IoS and Win-
dows Phone). This applica o de ects the position of buses in real-time, allowing
a variable number of sea ch req. csts by the user. This allows a user collaboration
(feature that is only shwel in the Moovit and the Crowdbus apps), thanks to the
use of the real-time tr..'-ing can also predict the arrival of the bus on the bus stop.

Itibus is a web-p ata orm application which provides the schedule of lines, lines
by its code or lab I, itu. rary of the lines in a map, real-time location of the bus,
near location of ous steos and lines by stops. Besides that, the application can
provide news and 1.~ Falance of the client’s transport card.

Moovit is anotl.>r example of application which uses GIS and processes data
from externai sourc:s to generate knowledge. The application operates in more
than 2,507 cities, with more than 200 millions users. Under the concept of Urban
Mobility \nalys ; and Mobility as a Service (MaaS), the system provides a list with
buses lines, ...i1ous types of search, lines by stops, route creation, and buses that
accept ‘rar.sport card. The system can predict the arrival and departure times of
the lines .~ stops and terminals.

8http://www.busbrazil.com.br/ — Last accessed on Ago 22, 2018.

9 http://www.cadeoonibus.com.br/Co0/SiteV2 Last accessed on Nov 4th, 2017.
Onttps://www.urbs.curitiba.pr.gov.br/mobile/itibus — Last accessed on Ago 22, 2018.
" https://moovit.com/ — Last accessed on Ago 28, 2018.
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Compared to these online applications (listed in Figure 20), our approaches
present the following advantages: open source licenses, integration with several data
sources (e.g. Waze, twitter, mobility open data) along with Big Data s« rvices (among
others).
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Figure 20: Home Screen of the applications: (A) Bus Bra.’l. (B) Cadé o Onibus?. (C) Google
Maps. (D) ItiBus. (E) Moovit. Source: [70]

For the case of a broad scope platform "uc. as EUBra-BIGSEA, composed from
different entities, built over different t. ~es ¢ applications, on different cloud plat-
forms, no one production solution prese. ts ‘he desirable features. Even worse, no
existing solutions can be easily exte. twea © cope with the challenges proposed. As
highlighted by Natu et. al. [71], analytic. -driven approaches need to be built, and
they need to consider aspects tb .. . *nge from the scale and complexity of the mon-
itored system, to the need to ope w -h sensitive metrics and incomplete views of
the system. The EUBra-BIC3EA | '“.cform facilitates these developments.

7.5. Privacy Managemen*

One of the features t'.c ~latform offers is a way to handle sensitive data preserving
data privacy and making the results compliant to laws and regulations such as
GDPR. Some privacy-pr :serving frameworks for big data analytics platforms can
be found in the litera. re. Drogkaris and Gritzalis [72], using hashing techniques
to transform per-one’ identifiers into digitaldata. Al-Zobbi et al. [73] proposed a
framework for big “ata anonymity, implemented for data analytics, which provides
an authorizat’ yu method by applying anonymization in a finegrained access control.
Basso et al. | 74| prc posed a framework which addresses anonymization challenges
in a typice! big l..a scenario. In those previous work there were no purposes for
the analysis and implementation of a framework that uses policies to guide the
anonymiza ‘on » rocesses of all components and a Data Utility /Re-identification Risk
compc w... ~~ting in the final step of the analytics like the one proposed in the
project. "3y using the policies and components the data utility is enlarged while
data privacy is preserved.

7.6. Performance Prediction

From the performance perspective, big data applications have to share physi-
cal resources (processors, memory, bus, etc.). Competition for computational re-
sources can occur among different applications (inter-application concurrency) or
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among tasks of the same application (intra-application concurrency). Given system
resource limitation, performance analysis techniques are important for studying fun-
damental performance measures, such as mean response time, syste 1 throughput,
and resource utilisation. In this context, Queuing Networks (QNs) have heen suc-
cessfully used for studying the impacts of the resource contentior a. 1 the queuing
for service in the applications running on top of parallel systew.~ |71, 75, 76| and
have been adopted as reference models also in EUBra-BIGSEA.

The parallel execution of multiple tasks within higher lev . ‘obs .. usually mod-
eled in the QN literature with the concept of fork/join: iob, aic spawned at a
fork node in multiple tasks, which are then submitted to cmeu.. ~ stations modeling
the available servers. After all the tasks have been served, { ey synchronise at a
join node. Unfortunately, there is no known closed-forn. solut on for fork-join net-
works with more than two queues, unless a special <.ructre exists [77]. The work
in [21] considers the issue of estimating performance .~ crics in parallel applications.
The proposed method is computationally efficient ai.' accurate for predicting perfor-
mance of a class of parallel computations, which ~an be 1 odeled as task systems with
deterministic precedence relationships represe-tea .~ series-parallel DAGs. While
the models proposed in |78, 76] assume a fork-ioin = bstraction to represent parallel
behavior, here the authors focus on the preceu.nce relationships resulting from tasks
that must run sequentially, combined wit'. *hase vhat may run in parallel.

An extension of this model, capturing n. t only intra-job, but also inter-job over-
lap to evaluate application response tit. v is bresented in [75].

In our work, we apply the models p.oposed by the authors in [78] and [21],
given that the parameters of both mc 'els are easily obtained (for instance, service
demands and task structure) and results are obtained with low complexity cost.
In [22] we demonstrated that C.N m. dels are accurate (we can predict average ap-
plication execution times with 25% re.ative error in the very worst case and about
7% on average across both 5QJ -likc and machine learning workloads). Moreover,
models can be evaluated v.vv qui kly and hence are suitable to support run time
adaptation decision of la- ge Big ata clusters.

7.7. Data Analytics Interfaces

One of the goals of JUBra-BIGSEA is to provide a simple interface through
which data scientists .. »v describe their processing tasks. This is achieved through
the integration o' a .isual data flow tool with the programming models and the
underlying architc > are Many data mining and machine learning tools support the
creation of da’a dows visually by using building blocks on Graphical User Interface
(e.g., RapidN iner [7)], Orange [80] and KNIME [81]). Most of these platforms do
not include “ist.." Lced execution features. Others, such as Microsoft Azure Machine
Learning ML) "tudio [82] and ClowdFlows [83| allow tasks to be executed in dis-
tributed fa. hior, but do not include functionalities to exploit parallelism, manage a
cohere v .. “hentication and authorisation model or provide data privacy annotation
and enhw - cement tools. Moreover, they are bound to specific cloud deployments and
providers.

Finally, it is important to state how the platform has been qualitatively assessed
with respect to the requirements identified. The evaluation of the usability by final
users is typically performed through standardised questionnaires [84|. For example,
project VENUS-C deeloped a scientific PaaS and performed an analysis of the re-
quirements fulfilment by collecting a set of CSUQ questionnaires from the 27 pilot
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projects [85]. As BIGSEA platform have a reduced set of users (considering as users
application developers and cloud offering administrators), a qualitative analysis was
performed requesting the evaluation of each one of the 18 technical reo .irements [36].

8. Conclusions

The partners in the EUBra-BIGSEA collaboration have develo,. ~d cloud-based
services mainly focused on data analytics for public transportav.. n data. These
services, employing auto-parallelisable programming models prc .. < the data under
restrictions such as Quality of Service constraints and Privac - awareness.

The partners addressed a significant number of softv are rrquirements for three
use cases on public transportation data management th -ough heir solution at dif-
ferent levels of the collaboration.

The first use case, Data Acquisition, dealt wi:h ‘ne integration of multiple
datasets types and formats (like GTFS from Go.le en” Open Street Maps raw
data used to create trips). It also sports support for ac. =ss control level (in the case
of the actual data and metadata) similar to we he e i plemented inside Lemonade
using Thorn. Finally, in the context of the sani. use case, we have improved the
data quality by enriching the existing data i -¢ vne City Administration Dashboard
application, which generates data quality-enrichc ! bus card data.

The next use case, creation end executicn ¢ Lescriptive Models, included models
supposed to extract and characterise t ~iect. ries from vehicle movement data. We
have also improved the quality of the moc=ls by determining correlations and cluster
trajectories, as explained for the Ei.. vy 2* tching as a Service (EMaaS) case with
its approaches (BULMA, BUSTE, and "ATCH-UP). Finally, we have defined the
areas of interest in such a way t'.w. “he models still made sense and were useful but
we have reduced the burden ¢ data icquisition and processing. This last case is
best evidenced in the Traffic Cong. *t.on Estimation and Sentiment Analysis, where
we split our data on a grid abc e the selected cities.

The final selected use :ase, *h . creation and execution of Predictive Models, in-
cluded the training, vali .."*on, and building of the models based on multiple sources
of data (geographic, social, a.d meteorological data). For instance, in the case of
trip duration and cr wd dness predictions, we created a model based on historical
bus trips information, | assenger boarding information, and points of interest. Due
to the continuou: mr dification and evolution of the environment, the models are
continuously upa.* d o. our infrastructure, taking advantage of predictable execu-
tion time fror earlier ouilds and data information. These models would be useless
on their own. There ore we expose them to external access. Two demo applications
developed i the __atext of the project, Melhor Busao and Routes for People exploit
these moc els by ‘for example) proposing a list of three best trips between two stops
using prea.-~tive models in the supported cities. Finally, this use case also includes
the sp «w.l ~*ion of the data sources and regions of interest, like the GTFS data
which is -onsidered for a certain number of cities (not the whole planet) from both
the EU anu Brazil.

In the frame of the EUBra-BIGSEA collaboration, we offer a simple interface
for a data scientist to describe their processing tasks. Our advantages against the
competition include functionalities to exploit parallelism, a coherent authentication
and authorisation model, and tools for data privacy annotation and enhancement,
all in one package.
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To satisfy the use cases and achieve our goals, we have proposed the infras-
tructure detailed in Figure 1. We address the need for efficient and convenient
development of data analytic applications by allowing application bui’ding based on
graphical interfaces, using both general purpose and data-analytic speciti. nrogram-
ming languages. Furthermore, we offer the capability to predict . > performance
and characterise parallel data analytic applications by leveragin, a .og analyzer, a
performance prediction service, and an optimizer module. Ada."ona.'y, our infras-
tructure possesses the ability to scale elastically both hori-o. tally and vertically
(cloud resources level dealing with the data analytic applic tior 3). Finally, we offer
the means to characterise sensitive data using a framework thav ~ermits annotations
of parts of datasets and also implements privacy enhanc ment nolicies.

We managed to address all our use cases, with a res *1t co sisting of an infras-
tructure capable of running services in a scalable wey, ard that offers value for the
scientist, the regular citizen, and municipality entitic -
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Highlights
- Vertical and horizontal elasticity are combined to meet a given execution
deadline.
- Visual programming models and inherent parallelism for data an- «vtics.
- Applications for demonstrating capabilities in public transportation a. ~lysis.
- Enhancement of privacy through policies.



