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Abstract

One of the more challenging issues in Smart Grid (SG) comm, wmications is in handling the
ever-increasing number of new SG applications that «. ~ bei.g provisioned by the utility
companies. These applications are resulting in an .~oonential increase in the amount
of data that utility companies are collecting. A-7--, '__: communication infrastructure
and its management is vital for providing this u.*a to unlock the full potential of the
SG. Typically, these applications generate " “~rent types of data traffic that can be di-
vided into multiple traffic classes with differ. nt QoS parameters (priority, throughput,
latency etc.). Traditionally, these classe: ~ve h ndled with static network configuration
based on individual application policies. h »wc er, due to increasing network dynamism,
the problem arises as to how to ad’ ~* the. = configurations, based on changing traf-
fic situations. In this paper, a softwai. detined networking (SDN) based solution for
distributed and dynamic Smart Grid network management is presented. Proposed solu-
tion responsiveness to complex < yna. icity of Smart Grid communications is evaluated
on a developed evaluation pla’ orm for the following cases: (1) Automatic Generation
Control (AGC) during peak 'oaa, ‘?) Volt/Var optimization (VVO) during peak load,
(3) steady-state operation -/ith static (background) traffic load, (4) stress-state under
continuous background tra.”~ ver] ad and (5) dynamic prioritization of traffic for data
disaggregation. The pres mted s ' ¢ion provides significant benefits, when compared with
traditional networking a . ~sted scenarios, including: over 70 times lower latency for the
most time-sensitive traffic (AL C), 25% increased VVO system observability and 5% to
7% decrease in unp 1vil ged traffic bandwidth consumption whenever privileged traffic
QoS is threatened. A« ditionally, it is shown that dynamic prioritization can provide
requested QoS o' . dema. 1 as long as overall capacity is larger than the privileged traffic
offered load.

1. Introd\ ~tion

St art Gr. ! is the next generation power grid. It is expected to be efficient, reliable,
easily . xtenda’ le, secure and able to support the ever increasing number of devices [1] as
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well as growing energy demands [2] in the not so distant future. Since +'.. nrerequisite
for successful Smart Grid implementation and deployment is in bi-dir ctio' al informa-
tion flow (i.e. from utility to field devices and customers and vice versa,, ‘he existence
of appropriate advanced communication infrastructure is essential |3 "1 |b; [6]. Pro-
viding quality of service (QoS) for Smart Grid communication tre uc while taking into
consideration dynamic re-prioritization, is addressed in this papr ..

The Smart Grid communication infrastructure will have to cope rith a large number
of communication subsystems and be highly adaptive in order "o supnor. (growth) trends
that are similar to what was observed in the last decade. In the ear s days, power grid
communication systems were used to connect a relatively sma.” numer of devices using
leased lines or point-to-point radio links [7], often throu- a lov: rate serial protocols and
early SCADA systems. That was followed by the deplt v :nt « { Power Line (Carrier)
Communication technology providing communication .. ~stly +» ough power lines at high
voltages with modest increase in data rates. More recenti, a number of different tech-
nologies are increasingly used in power grid commu. ‘cation subsystems - from cellular,
Wi-Fi, Zigbee, broadband Power Line Communic. “on |}, and leased IP links to novel
approaches such as Random Phase Multiple Access 1. “hnology that has already been
selected by Riverside Public Utilities for deplo, ment [9]. At the same time, the public
internet has reached almost every household in firs. -vorld countries and has improved
regarding quality and bandwidth. The publ - inr :i..ct will be increasingly used for data
acquisition, since a majority of end-user equip. .ent can be trivially connected to it and
deploying and maintaining a dedicated co. 1. *nic.tion network is prohibitively expensive
for individual utility companies. In additio. even for the equipment owned by specific
utility companies, creating dedicated .. twu.... on a large scale to ensure peak response
can turn costly. Utilities will rely on the p.blic internet infrastructure for at least some
of their future communication ne~ "~ 110].

Another change that is like.y to e.erge is the push of both aggregation and fast
control (SCADA, phasor measu. ment unit (PMU), advanced metering infrastructure
(AMI), electric vehicles (EV", ete.) 1..ch closer to the consumer in order to achieve fine-
grained bandwidth utilizat’ m ¢ 1d v anagement similarly to how Netflix [11] and Google
[12] are pushing their ser ices 'os r to the network edge.

One of the top resea” " topics in Smart Grid is observability and control [13]. Missing
a timely response can aave » “ious consequences [14], with the estimated annual cost of
power outages reach’ .z "150 billion (which is equivalent to a kWh price increase of 4 cents
[15]). Additionally a s!,w response time of the grid devices is the most common cause
of blackouts and bur.. mts [3]. Also, the grid itself is not controlled by a single entity
(i.e. 3500 parti ipar ts are involved in North American system stability [16]), resulting
in increasing c¢. mp exit- of grid observability, analysis and control.

At the sa~= tin.  he number of devices will only continue to grow, and increasingly
these devir as will have to be addressed individually to achieve full manageability and
cost saving  The ‘ mart Grid communication network can be classified as: Home Area
Networ!- “HA..,, Neighborhood Area Network (NAH) and Wide Area Network (WAN)
consis ing of a Backhaul Network and a Core Network [3], [17] with a number of industrial
protoc. 's and echnologies including: DNP3 [18], IEC 61850, C37.118.1/2 [19], [20], etc.
Tbe focus u: this work is on IP based networks because: a) utilities currently rely heavily
on P | 1] and b) it is expected that IP will become even more dominant [22]. TP based
netwo «s typically provide best effort service meaning there is no guarantee that data
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will be delivered, and whether it will be delivered inside a certain tims . ‘ndow. The
time needed for message delivery depends heavily on the network load eca  se of traffic
multiplexing.

The Smart Grid should support a number of applications, each poten. ~lly Laving spe-
cific network requirements with respect to three major parameters. . -iority, bandwidth
and latency. While a number of these applications require real .ime pei.ormance (e.g.
SCADA, OMS, DER and PMU [23]) or near-real time like AMI |1.] chere are a number
of cases where real time performance is not needed (e.g. cor.guration data, data gen-
erated by equipment while testing it, or historical data). Re sardless time-aligned data
can have have significant impact [24] not just on the perforn. nce ' at also on the way
SG applications are implemented (i.e. state estimation Jata ~an be received from the
field without executing non-linear algorithms typically ‘s . for this purpose and with
synchronized clocks, devices can execute time lined svw *ching ~“ans [16]). An additional
variable that has to be taken into consideration is that thes. requirements can change for
the same data source depending on the application . ng it [.5], i.e. AMI data has lower
priority when polled for electricity billing than w. ~n u..u for demand response (DR).
From a communication point of view, each of them can . ~ treated as a separate flow with
its requirements. Based on this, certain Quality f Service (QoS) has to be provided [26]
and priority of service is crucial [17]. There are mu. *iple approaches in computer net-
working for fulfilling these requirements: a) = anc w..ch over-provisioning, b) application
level optimization, and ¢) implementing QoS ¢ a communication infrastructure level.

Using bandwidth over-provisioning, a “1./"ty nstalls or leases maximum bandwidth
statically. This approach is expensive espec. lly if there is a high difference between the
typical and maximum bandwidth req. remwc...s. For example, in SCADA the systems
consumed bandwidth varies during the day. From the authors’ experience, nightly con-
sumption is typically only half of ** ~ bandwidth consumed during peak hours. It should
be noted that Smart Grid cov .nunica ion trends are quite similar to Internet trends.
This can be easily illustrated w."h da’a presented at CAIDA for the Chicago passive
network monitor A, where t! e differe..ce between minimum and maximum bandwidth is
78% [27]). In order to gua antr : a - sasonable level of service, WAN links are typically
provisioned with 30-40% .vera, ~ " cilization” [28]. Additionally, peak network consump-
tion is reached during I b filed activity or during critical events with highest impact on
QoS fulfillment.

Even with expen’.v. over-provisioning, once bandwidth requirements reach hard lim-
its due to growth higl priority traffic could be jeopardized by lower priority traffic.
Taking into consider.. n floating traffic priority and grid state, ensuring high perfor-
mance and effe tive cominunication flow could be extremely difficult with traditional
networking me. ~lv pecs ase provisioning is not dynamic and does not scale easily.

New Interet 0, T ings (IoT) deployment with large numbers of sensors (smart me-
ters, envirc ament. ' sensing, etc.) is increasingly becoming a part of the SG deployment
and by det. nition 1 :lies on the transport over the public internet. Also, the number of
geograp' “cally lstributed sub-systems (such as solar or wind farms, EV stations, etc.)
that a e conn. ~ted to SG is growing. These sub-systems are increasingly connected over
the pu. lic intr /net to the dedicated utility network. Both of these cause traffic interfer-
enre betweeu power utility traffic and the 3rd party network traffic which is typically not
con voll .a vy power utility company.

A: e from QoS, each data flow has its own priority compared with other data flows.
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Depending on the situation, this priority can change dynamically [2], w'._ implicit de-
pendency on both application state and the grid status.

All of these factors: natural SG traffic variability based on field eve. s, growth in
number of devices due to SG evolution and IoT integration, growth in SG  nplications and
an increase in network heterogeneity, are the significant contribut (> “o con.munication
network traffic variability, resulting in a six-fold increase in netr ork .raulc [29]. Static
over-provisioning based on this extreme case scenario would resu. in significant cost
increase of dedicated network deployment. Similarly, the Qr . onlyv based provisioning
lacks situational awareness of the SG. To address these shortc mings, his paper proposes
an SDN based solution for the Smart Grid communication infra. “ruct .re that is providing
dynamic traffic prioritization and support for requested JoS ~rarantees across a range
of typical traffic situations. The proposed SDN contro.'er .s ti' htly integrated with a
power distribution management system and is fully & =re of “cployed SG applications
and their requirements. Proposed solution advantages agai. "t traditional networking are
shown on the execution of AGC and VVO Smart G..? functi mns, data acquisition during
peak and constant load and data dis-aggregation. The _.aluations using the proposed
solution show that, as long as high priority traffic ban.’vidth does not exceed available
bandwidth, peaks and massive background tra. - loads will not have significant impact
on critical system performance. Using this anoroach, .- is possible to manage the dynamic
nature of Smart Grid communication traffic as vc.. as enable the introduction of new
Smart Grid applications at run time without « wn time, or the need for communication
infrastructure reconfiguration. The nover < “triLation of this paper is in managing the
SG communication network based on the « mamism of SG applications by using SDN
capable infrastructure.

The remainder of this paper is organi. ~d as follows: related work is discussed in
Section II, requirements are pre- *ed in Section III, proposed solution architecture,
design and implementation are -overea in Section IV, while the performance results are
presented in Section V. Finally, . ~~tior VI concludes the paper and describes directions
for future work.

2. Related Work

A number of papers using 'ifferent communication architectures with application level
optimization for mir ... 7ing bandwidth utilization in Smart Grid communications have
been introduced ir the .ast couple of years. One notable solution, based on UDP and
decentralized applicav. n execution, is presented in [30]. As is the case with a majority of
application leve apr roaches, this work, while addressing some of the QoS requirements,
doesn’t take in. ~ as cour . bandwidth increases and dynamism that is due to power system
growth, addi**~n 0. ~«w devices and/or SG applications.

Anothe set o. approaches is based on QoS implementation at the communication
infrastruct. ve leve! A typical example for this class of approaches is the use of Multi-
protoce! " abe. = v itching (MPLS) to support QoS by using traffic engineering and divided
Smart Grid t1 ffic in four classes [6]. The use of MPLS Traffic Engineering with DS-TE,
active  11eue r anagement algorithms and RIO showed significant traffic delay reduction.
Ore drawuvack of using MPLS, as stated in [31], is a) the time it takes to reconfigure the
net or} wuich might be prohibitive for a highly dynamic network and b) that adding new
servic s includes implementing them on each router. When compared to SDN, MPLS
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TE suffers from two typical problems: (1) poor efficiency because ser- .. s send data
when they want without taking the network state into consideration a» d (2 poor shar-
ing since achieving global utilization optimum needs information from the nole network
[32]. Also, the proposed solution carries 60% additional data comparea ~ Mr oS TE for
the inter data center WAN. An additional drawback of MPLS is ir .. wperacility - there
are no facilities for combining configuration between different I¢'2s [ o], .or the case of
independent autonomous systems.

SDN is being supported significantly by network provids.s such as Microsoft [32],
Google [28] and Amazon, employing it in their data centers & 1d equi} ment vendors such
as NEC, Juniper and Cisco as stated in [31]. Tt is being used fo. ~ent- alized network con-
trol and monitoring, traffic engineering capable of respo’ ding “*~ dynamicity of network
requirements in normal and irregular operation modes, ax 1+ .crea ing network utilization
to avoid over provisioning, scalability and security. T. ~re ar~ . number of publications
pointing out the benefits of using SDN in power system ma. agement [31], [33] including:
providing global view and control, software define’ networ < configuration, and band-
width on-demand. Similarly in [21] the authors s “w n... SDN can be used to fortify
Smart Grid communication network resilience. The san. work also points out that, with-
out SDN, IP based communication in grid cow. munication networks are in most cases
hard-set when the system is designed and, eiving ro.4ing as an example, re-configuring
the network once deployed, can be quite head. ... benefits of using SDN in SG is to
streamline network management and sinenlify "« addition of new functionality through
controller programmability as shown in |71. '34] focuses on network resilience by using
redundant links and using SDN for link sele tion in case of link failure. [35] presents an
SDN based solution for collecting PM ™' aav.. Network bandwidth is saved by filtering
generated data based on subscribed party = ate requirements. It does not cover priori-
tizing different traffic types but o7 ' "mization at the packet routing/switching level. [36]
presents industrial internet of t}.ngs wi.1 focus on providing QoS using appropriate rout-
ing. Dynamic priorities are not « ~verec in case available bandwidth is insufficient. The
approach presented in [37] p ovides a proposed solution for guaranteeing a deterministic
practice for IEC 61850 bac »d r :twe ks for substation automation purposes while using
static QoS assignments. The it} ors in [38] developed the SDN4SmartGrids test bed
with four switches, one . DN controller, two servers for load generation and one client for
traffic receiving. This cestbel was used for implementation and performance evaluation
of a fast recovery al-,u.."hm and showed promising results regarding using SDN for fast
recovery. This wor < als» implemented QoS guaranties by using predefined (and static)
bandwidth allocetion - v a number of SG applications.

A comparisc a be 'ween MPLS and OpenFlow was presented in [31] with a conclusion
that OpenFlo.. sv.tchrs can perform as well as MPLS when deployed in Smart Grid
communicati~» ne. ~ -ks. Similarly, a Smart Grid communication solution based on
implement ag ME ™S features in OpenFlow proposed in [7] shows that it outperforms
MPLS alor. ~.

An N ba.cu solution for Smart Grid communication infrastructure presented in [16]
define data « livery requirements for a wide area measurement system for data delivery
(WAM -DD). which is designed with the same motivation as the Dynamic Prioritiza-
tion It 1ucutifies five requirements for data delivery: (1) Hard end-to-end guaranties
ove. the cudre grid; (2) a long life-time, future-proof solution; (3) use Multicast as the
norm. mode of communication; (4) Provide ultra-low latency requirements (8-16ms)
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over hundreds of miles; (5) Provide extremely high throughput, needed ' , devices such
as synchrophasors and digital fault recorders.

A number of relevant inter-domain aspects of SDN networks are als. =searched by
the community. One example of such research, is the Software Defined 1.. ~rnev Exchange
prototype [39] that is successfully scaling to hundreds of particips . and policies, and
providing a flexible solution for packet routing between indepenc ent < oni.ins.

3. Requirements

As stated earlier, in this paper we present an SDN basea ~~I'"";on for Smart Grid
network management supporting QoS and dynamic re prior’ ation. A proposal for
Distributed Real Time Data Collection and Managemer. € yster . for Smart Grid based
on SDN is presented with five usual test cases to prove ‘ts uc - "ulity.

The following requirements were considered in the desig :

1. Smart Grid communication traffic can be C'vide. ='0 traffic classes: Traditional
software for grid observability and control is us. !y divided based on data source
types such as SCADA, AMI, PMU, Elec. ¢ venicles, Video surveillance, etc. [17]
(and as time goes on, this list will only con. ~ue to grow). At the same time, a
number of other applications, that ar. uo. "~~ctly related to power grid manage-
ment, are also consuming networking re. -~ urces. This paper, assumes that the SG
communication traffic can be assiy’« 1. w ‘hout loss of generality, to one of the
following classes: (a) SCADA, (b) PA'U, (c) AMI, (d) Corporate traffic. The first
three belong to SG application. “u... > ication traffic that is associated with op-
eration of the power network. In co. *rast, Corporate traffic includes other utility
traffic that is generated by annlications but is not received from the field nor sent
to field devices or custom rs. k. amples of this are replication data, data sent to
client applications, web t. *fic, da a backups, etc.

2. Each communication raff': class has dynamically changing priority: while each
traffic class has nomn. ~a’ pri rity, it is important to emphasize that these can
change dynamicall [2], |~"". One example of this dynamism is explained in [2]
where low priori'y .' MI measurement should be given higher priority and lower
delay allowance if they .re in the area where DR is executed. Similarly, higher
priority is give a t¢ PTT or video traffic during an emergency or after an incident
has been det. “ter. The need for prioritization during field devices commissioning
is another xamp. of a need for changing nominal priority. Misconfigured RTUs
sending ¢ ymp’te rhange history whenever there is a connectivity issue can result
in significa. * unr :cessary network traffic endangering regular operation. This sug-
gests *La¢ any ..2wly installed equipment still in the testing phase should be added
as a separat. low priority flow with significantly limited bandwidth allocation.
Once . new sevice is ready for production, it can be promoted to its respectable
t-anuc class.

3. '\raffic ¢ ass bandwidth requirements can change dynamically: Typically, band-
widiu requirements depend on a number of parameters. As stated earlier SCADA
br nuwidth significantly varies by the time of day. Similarly, a number of appli-

ations that run intermittently result in highly dynamic traffic. One use-case is
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on-demand data disaggregation. Applications of non-intrusive appl’ ... e load mon-
itoring are multiple, as stated in [41]: gaining a better understan .ng .f consumer
behavior in order to achieve more precise load forecasting, tracking . “ consumption
by devices, better customer participation in decision making a..' veriication of
DR execution. Consumer disaggregation can be helpful in tF - v ansition period in
Smart Grid while not all devices can provide power consv apti m .._formation by
design. It can also be used by law-enforcement systems for . -veillance of activi-
ties inside a particular housing unit. Disaggregation sir.uncarce .n Smart Grid is
thoroughly elaborated in [42] and states that optimal : oproact for disaggregation
information collection is through the AMI.

4. SDN Control Framework Design and Impleme. _atior

The communication subsystem model used in this wo. " is based on a typical com-
munication deployment of a power utility consisting ~f a nuv nber of edge-networks that
are connected to the utility control center though ~ bac..one network (typically WAN
based). An additional level of abstraction can be in. ~duced by observing that each
edge-network essentially acts as an autonomous. ~vstem (AS) (directly following the In-
ternet organization as a collection of a large numbe. of autonomous systems). Each of
these AS can be utility owned, leased or eve, prc ./ ..od by third party companies such as
broadband, cellular or telecommunication inte. et providers. Similarly, an AS could be
completely owned by a third-party comp.n, to «utsource data aggregation. Therefore,
a communication network is modelled as du ~cted graph G = (V, E) where V is a set of
nodes and E is a set of directed links. “'acu ..k is defined by endpoints I(x,2’) € F and
capacity ¢(x,2’) while z € V|, 2’ € V. Au. nomous systems, including core and utility
networks, are disjoint sets of nod~ Fach node x € V belongs to only one autonomous
system, meaning V = US; , whr ce .S; 1« oresents autonomous system.

The initial modeling assump..n is * aat the core network is under the administrative
control of the utility compe 1y hecau.e the utilities are typically not comfortable with
networking infrastructures cher do .ot own [17], claiming: (a) that they need priority
access over consumers e’ peci.''v ‘a critical situations (such as natural disasters, bad
weather, etc.) [17], ar_ (b) that their own deployment is significantly more resilient
since it is based on piopriew v systems [17]. The second modeling assumption is that
the equipment insta’.c. at both in the core and utility premises is SDN capable. This
assumption could asily be extended to autonomous systems for the increasing benefit
of greater contro'labu. v (but is beyond the scope of this work).

The proposr 1 sc'ation has typical SDN, three-layer architecture - application layer,
control layer a. 1 ¢ uta ) ;yer. The data layer is assumed to be using standard SDN-based
forwarding m~chawn. ~ 3 to move application generated data traffic through the network.
A dynamic set of G applications are sources and sinks for that traffic and live in the
application layer. 1 inally, the control layer is a logical entity that is used to manage the
network’ 2 co...ponents. In this work, it is assumed that it is managed by the Smart
Grid ¢ DN co. troller (SGSDNC) that, in addition to standard SDN control functions,
include - the ir ;plementation of the SG decision module (DM).

The Su craffic model is explained as follows. A = ag,...,ax is a list of running
pri.ileg .a uG applications ordered by priority, from the most important to the least
impor ant application. Each privileged SG application a; € A is specified as a(bq, E’, pa).
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b, is the bandwidth required for the application, E/ is a set of links - <ted by the
application and p, is unique application priority. Available bandwi-.th v er link [ is

calculated as shown k; = ¢; — > b,|l € E!,. K| contains available cavaci.” s for links in
acA

4.1. Dynamic Prioritization Algorithm

Algorithm 1: Update rules on switches if possible.

Input:
G(V, E): communication network model;
A: Smart Grid applications running, sorted by prior1 -
@, (b, EV pm): SG application requesting dynam.. nric. .y increase;
Result:
1 Switch rules are updated according to traffic pric. **v an . bandwidth constraints.
Data:
Ap: Privileged applications sorted by prioritv
A,,: Unprivileged applications sorted by prio. v

2 begin

3 A, = EmptyList()

4 A, = EmptyList()

5 A.add_sorted_by_priority(a,)
6 foreach a € A do

7 if FlowCanBeAddedAsPri. 'egeu\Ap,a) == True then
8 | Ap.add(a)

9 else
10 | Ay.add(a)
11 end
12 end

13 DeleteRulesFromSuw. "~h s(A’
14 InstallPrivilegedR Jde(Ap,

15 InstallUnprivile: . ule(Ap)
16 end

Static bandwidth . ‘ocation lacks adaptive mechanisms to combat network dynamics
[43] and under ¢ srtai 1 traidc conditions, static provisioning results in violation of delivery
deadlines for L._~h - rior’y traffic. Dynamic prioritization is used to ensure that the most
important trofic w1 pe favored and the QoS is respected [43]. The core idea of the
dynamic p ioritize "ion is to dynamically reassign network traffic priorities increasing the
importance of high value traffic as the the overall network traffic worsens. Algorithm 1
represer’  how .. request for dynamic prioritization is processed. Changing priorities of
currer , applic tions and/or adding new privileged application consists of creating a list
of app.'~ations sorted by priority, and then checking if the network links can withstand
the additivual load, from the most important to the least important application. If so,
the pp wadion is added to the list of privileged applications, otherwise it is added to the
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Algorithm 2: FlowCanBeAddedAsPrivileged(): Decide if request for < yu. mic pri-
ority increase can be executed:

Input:
A’: privileged Smart Grid applications currently running;
@ (b, BV pm): SG application requesting dynamic priority i cre o
Data: K] : available capacities for links in E, .

. [ 0,3K],,by, >k
Result: P(a,,) = L3K b < &
available and 0 otherwise.

: returns 1 if requs sved capacity is

begin
foreach k € K/, do
‘ if(k < by,) return 0
end

return 1

(<23~ SN R

end

list of unprivileged applications. Algorithm 2 is usc ' to determine if adding a privileged
flow is possible.

The resulting set of SDN forwarding rules 't is produced by Algorithm 1 is sent to
the networking fabric at the end of each .-

4.2. SDN Smart Grid Controller Imy “i...*» ion

OpenFlow with POX controller! was . osen as an SDN implementation platform.
POX is a modular SDN applicati~ development platform written in Python [44].

The controller has the respo sibility to receive requests from the SG application layer
and, based on decision modules -spor se, installs/modifies/deletes forwarding rules on
an SDN network element (st 1tch /rou er). It consists of the following components:

1. TCP server receives re -~ ests rom the application layer. It exposes the following
interface (through oinary p.otocol):

bool AddMod.fyFlo. ‘app_type,
priority ,
requested_bw ,
links)

2. Decision .~ wle OM), is responsible for calculating if the request for QoS increase
can br wchieved and implements decision algorithm explained in the previous sec-
tion.

3. O» aF1u.. (bDN) Control layer is responsible for installing SDN rules at the switches.
Jontrol "ayer uses POX to communicate with switches.

Auuw. - onsidered using OpenDaylight controller but determined to use POX since it is lightweight,
simp: ¢ 1d well documented.




Interactions between Controller components are shown in Fig. 1.

Figure 1: Interaction between framework components

Application Control plane (SGSDNC) l | Da. . plane
plane
Smart Grid Decision POX Contros .
L TCP Server Switch
Application Module lav .
I I I | I
. I | ' |
i -AddModifyFlow() I | |
| | r 1 |
| loor .ora switches) |
| . |
| loop for all ! |
| applications to | |
| | |
| J | |
| C if flow, | l
can bg. ‘=u‘
| | | |
| —U. *eSDNrules. |
| Update SDN rules.—»]
| ! |
| |
| |
| ! - |
| < —————= 0 K ———7- |
<———H-—-- ! | |
| | | | |

The DM implements both A, _~rithr. 1 and 2 in Python. It has low time complexity,
O(n), where n is the number f affectc] links. The SGSDNC, among other things, receives
and processes requests for r 1iori y cb .nges, issued by a specific application or other actors
in SG. A request consist; o1. apr.cation type, priority, bandwidth requirements and
affected links. Based on hat information, the DM calculates if all the links can withstand
the additional load wishout '~grading currently provided QoS. If so, a rule to treat the
requested traffic as - .. ‘leged is made and installed on the switches by the Controller.
The OpenFlow rule s cr ated based on the source and destination IP addresses and ports.
The collection of app.. ations is stored in a sorted list, while privileged and unprivileged
applications are stor>d in a pair of sets.

Flow rules re .ssur.ed to be updated relatively infrequently, based on the operator
decision or the sta.> «( the Smart Grid. Therefore, two OFPT_FLOW_MOD messages
are sent tc all sw. ‘ches for each flow. One to delete the flow (with OFPFC_DELETE
command) ‘nd anc her one to add the flow with appropriate priority (with OFPFC_ADD
commar . U, '.ees to flow tables are assumed to be on the order of 160 bytes per rule
resulti 1g in a 10dest control traffic that does not significantly impact other (data) traffic
flows?.

2 “e immplementation supports both proactive and reactive flow management.
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Figure 2: Evaluation Architecture
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Controller treats each tic - 1s a ,eparate traffic class and can handle various types of
traffic flows. This is hov the firs. requirement from Sec. 3 is addressed. The Controller
covers the second requ ren. nt by allowing promotion of certain flow as privileged using
the AddModifyFlow f-nction. And finally, to support the third requirement, each flow-
level bandwidth de’ 1anc can be changed by issuing additional calls to AddModifyFlow.

5. Performan .e F valuation

In this sectiow., we provide details on the performance evaluation platform and the
set of test rases that were used to evaluate DM implementation.

5.1. Evalua.” ~n P atform

To verify t"e solution, the Smart Grid Communication Evaluation Platform (SGCEP)
based . Min aet [45] was developed as shown in Fig. 2(a). Mininet® is a network

5, sid s from Mininet, authors considered fs-sdn [46] simulator for performance evaluation. fs-sdn
provide resource light network simulation suitable for large networks and simulation faster than real
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simulation platform written in Python that uses OS-level virtualizatio. =d provides
a high level emulation environment. It uses Linux native networking ,tacl and allows
applications to execute on simulated hosts. Since executed test cases excec ' »d processing
power of a single computer, they were run on a Mininet Cluster editi. ~ tha., supports
running simulations on multiple computer nodes.

The SGCEP has the role to: automate node configuration, » onfir are . Mininet en-
vironment based on requested SG topology and data flows, execuv. the evaluation test
and collect results. The size of the test case, as deployed b tne SGUEP, is typically
constrained with the hardware resources (nodes in the underi 7ing cor puting cluster and
links between them). However, the solution can be tested on a1 - set - . appropriate Linux
boxes - such as dedicated high-performance cluster harc ware ~~ VMs provisioned by a
cloud provider. The evaluation platform consists of:

1. Environment Configuration: Emulation is execu. >1 on multiple computer nodes
requiring the environment to be configured ¢+ all of t 1iem. This is done by a set
of scripts receiving a file with a list of node~ the .~<t yill execute on, and includes
the following;:

(a) Exchanging public keys between nou.~ to enable SSH log-in without pass-
words. This is needed since Mini~~t Clusicr relies on SSH tunneling between
nodes in a cluster.

(b) Distribution of executable an. ~onfig ‘ration files on all servers on the cluster
to ensure that all servers are ex. ~u. g up to date code.

(c) Start network monitoring . ., M= Flow. This includes starting the NetFlow
capture process, nfdump, on e. ~h server to capture traffic-specific statistics
NetFlow provides. NetFlow is a network protocol released by Cisco for collect-
ing IP traffic informe ,1on a. 1 is used by the SGCEP as primary performance
measurement source. 't can e used to determine the traffic source and des-
tination, number Jf pacs. ~:s, bytes transferred and similar information per
data flow. It crasis’s of the following components: (i) The NetFlow data
source which can © : a ¢ witch or router. (ii) The NetFlow collector, a node
that saves the NetFlow data it received from the data source. (iii) Application
for data an‘ cysis.

2. Test Execut’on: Smart Grid communication topology needs to be implemented
in Python d.--ri’ ng the topology and data flows. Smart Grid Communication
Network tc polog, =nd experiment description is provided as an input file to the
SGCEP i .itia".zation Python code; it executes the following phases:

(a) Creatio.. ~f Mininet Cluster topology based on the described Smart Grid com-
aunica ion topology.

(b) (onfigu' ation of link bandwidths of the Open vSwitches [47]. Link bandwidth
was wunited with traffic policing for ingress traffic, while queuing is used for
egr. ss traffic because Mininet Cluster edition does not support Linux Traffic
Cor trol.

time 46" It hooks its own functions instead of actual OS specific networking APIs. However, Mininet
based . ‘lution was chosen mainly because it is much more widely accepted in the research community.
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(¢) Creation of Open vSwitch queues used for QoS provisioning. C ~en vSwitch
supports creating queues with minimum and maximum tra’.ic r- ce. Queues
for each priority class are created for limiting minimum and n.. imum traffic
rates. The controller is responsible for installing appropriate . es to. directing
data to the appropriate queue based on class type an . 1.3 curicnt priority.
Flow information was obtained using NetFlow, a feat .re s .pp._ted by Open
vSwitch with sampling frequency of one second.

(d) Starting traffic generators on appropriate nodes.

3. Traffic Generators: To test scenarios of interest, appro, “ate .etwork C program-
ming language based Traffic Generator (T'G) was d velor~1. Traffic generators are
used to measure the Controller performance. Ther ~ » ¢ tw, types of traffic gener-
ators - (a) stream and (b) command traffic gene. ~tors. P _ch have generator (data
source) and sink (data destination). Stream traffic . -nerators are meant to gen-
erate traffic at a certain rate (i.e. 100KBps) . v time slice. This traffic generator
was used for SG applications communication ‘rathe . hen generating at a constant
rate or corporate traffic at a constant or variable -te, depending on the test case.
A command traffic generator issues comm. ~ds in bulk and receives responses from
the simulated field while measuring ronnd trip “ime. Depending on the test case,
the command traffic sink will send a 1.3po’ sc after a certain time interval to sim-
ulate command execution. Both tynes o1 enerators receive all information needed
for execution as command line argu mic °ts (such as sink port, drain port, drain IP
address, bandwidth to consume or coi. mand specification depending on generator
type). The TGs are configurea ~t 1u.. time (i.e. instructed to generate stream
flow at 100KBps rate) through comn.. 1d line arguments while the communication
between generators is base” - a client-server model (and implemented through
BSD sockets). The SGCF ? initia ‘zation script is also in charge of starting TGs.

4. Results Collector (T.C): .. <:t of scripts for data collection with a primary
function to stop Netl iow collection on individual nodes, convert binary NetFlow
data on each node #na - pyir g them and traffic generator logs from all nodes to a
local machine as 2 chive fic, for further analysis.

The test application, as a .epresentative dynamic Smart Grid Application, was de-
veloped to connect ¢o 11e controller TCP endpoint and send requests for adding the
application and/or -2 .ging priority of the existing application (i.e. for the AMI traffic
priority increase decrea. .

The SGCE” all- ws for tests to be executed multiple times and results to be collected
from multiple no! s for analysis. Using traffic generators it is possible to emulate needed
communica’.on flows with different load functions thus creating environments to test the
SGSDNC or all ti ree requirements. Lastly, the SGSDNC behavior can be verified by
looking at t. ~ Net ‘low data or traffic generator logs.

It <.ould be noted that it is possible to use the same SGSDNC directly with the
SDN « apable ) hysical switches without the SGCEP as shown in Fig. 2(b) and that the
implemc *+od Ccontrol plane supports multiple controllers. However, in this paper only
re. u.. “°r a case with a single centralized controller are reported.
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Smart Grid communication topology (collection of switches, data flov . ~nd links) is
static, meaning that it is not possible to change the topology during th . rur time of the
test.

Source code for the SGCEP and SGSDNC is publicly available at |.”14.

5.2. Results and Discussion

The SGCEP was executed on the ORBIT testbed [49] at Ru._~rs University. A
network test topology was deployed in the Mininet [45] emul- cion e’ vironment with the
Mininet Cluster edition (shipped with Mininet 2.2.1) runnin - on the Ubuntu 14.04 OS.
Each entity (traffic generator, switch and controller) was ru.. ~» a separate physical
machine (quad core Intel i7 class CPU, Gigabit Etherne and Z *o 16 GB RAM) with a
resulting evaluation cluster consisting of 34 machines.

Based on [17], it can be concluded that a large portic. of d.a collected in the (future)
Smart Grid is not needed for imminent grid control. This me ns that only traffic with the
highest priority has to be favored (regarding netwoir. hand- /idth and/or latency) while
lower priority data will be sent to a control cente. =t a pace consistent with available
capacity. Resulting Smart Grid dynamics were evalote with respect to two parameters:

1. Data dynamics: Smart Grid data volume can < mend on many factors such as time
of day, day of week or month (working ay: .. weekends vs holidays), weather and
similar environmental factors.

2. Limited network capacity: Over pro -isic ~ing is avoided and network bandwidth
consumed is maximized while p .. *"inc critical application data needed for execu-
tion.

Based on the evaluation parar.... s specified in Section 3, the traffic was divided into
four classes, each belonging to  specit. * priority group. The traffic for each group was
generated by a number of TGs w. \ th . following patterns:

1. SCADA traffic at are e of .KB s for each transformer area, based on the experience
of the authors.

2. PMU traffic esti» 1av. 1 at 10 KBps per transformer area, which was based on re-
ported values in [50].

3. AMI traffic ate .alculated using the formula presented in [51], where A is the
number of bytes ~er second, Z is the number of smart meters, P is the size of
smart me’er 1 «cket and ¢ is the rate of data generation represented in minutes:

Z x P
)\:
60 x ¢t

(1)
This tc 'muls assumes that smart meters will not simultaneously (i.e. synchronously)

¢.nd deta but will rather have uniformly distributed packet transmission start
imes. £ s stated in [51], packet size P is 512 bytes in current standards and the

4 Mite Adal for the environment setup, test execution and collecting results is available at the same
locatio. Results presented in this paper can be reproduced using the source code available.
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data generation period t is 5, 15, 30 or 60 min. In this work, for t . cases 1-4, a
5 min generation period was used. For the last test case 15s wa use . for a part
of the network. Table 1 sums kilobytes per second for different nu.. er of meters
depending on data generation period, used for testing purposes.

Generation period [mi~|

Number of customers 5 15 30 ™

5000 83 28 14 u7
10000 16.7 55 28 14
20000 33.2 11.1 55 278
40000 66.7 221 '.1 5.5

Table 1: AMI bandwidth in KBps depending on number of customers a- d data generation period

4. Corporate traffic, with different bandwidth foot, “nt, d :pending on simulation case.

Since network topology was based on a couple of mu “icipalities in Serbia, the number
of customers was estimated based on the numbc. of households [52], while the number of
transformers was calculated under the assumption «“ 10.000 customers per transformer
area (typical numbers for SCADA for pov-r s ...m and ADMS). The resulting AS
assignment is shown in Table 2.

City name Customers Trasto.mer areas Autonomous systems
Novi Sad 120.000 12 4
Zrenjanin 45.000 4 4
Sombor 35.0n" 6 2
Sremska Mitrovica 27 100 4 2

Table 7 Estin.. "=  number of customers per area

Based on the data in Ta.’» 2 ap . assumptions regarding the Smart Grid communica-
tion network, the test to' ology 15. 1own in Fig. 3. There are 12 autonomous systems that
cover four geographice ai. s of four cities: Novi Sad, Zrenjanin, Sombor and Sremska
Mitrovica.

The following tv pica test cases are simulated:

1. Measuring AGC . ~mmand execution delay with constant corporate traffic load.

2. Measuri: ~ t} 2 dv ation of executed commands and command execution time for
Volt/Var opu. mi ation with constant corporate traffic load.

3. Meas wring th : variable corporate traffic load influence on SG applications commu-
nicatic. trafic.

4. "easuri g the constant corporate traffic load influence on SG applications commu-
n. ~atior craffic.

< L . Jlisaggregation using dynamic prioritization.
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Figure 3: Test network topc'ogy
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Measuring the maximum AMI aggregation frequency is based on the .. ilable band-
width using dynamic priorities to provide data for disaggregation. Gene atec bandwidth
for a complete communication network based on model and test cases .. 'wn above is
summed in Table 3. Note that AMI traffic for 15s generation period is , "oviacd only for
AS11 and AS12.

AMI
SCADA — PMU 5min generation period 15sec _~nera. ~n period
212Mbps  2.12Mbps  3.1Mbps 7.4

Table 3: Generated traffic

Each test scenario was run with the two SDN contro.'~ type s i.e. with and without
dynamic traffic prioritization support.

5.2.1. Test Case 1: Automatic Generation Contro. 'wring v aximum load

When imbalance between power consumption « ~d pic.uaction occurs in a power sys-
tem, the frequency drops or raises, e.g. when producti. > decreases because one or more
generators trip, or the load in system increases. ¥ a system can absorb this change, it is
called self-regulation of consumption by fregnency. 1. ‘mbalance between production and
consumption cannot be self-regulated - it is . =ces >a. , to issue control commands to gen-
erators by increasing or decreasing frequency in rder to return frequency to normal value
to minimize production costs and operate t. ~vsiem at an adequate level of security [53].
The role of Automatic Generation Control ‘AGC) is to automate this process. It can
be executed on a single (isolated) are. v w...ciple connected areas [53]. When AGC is
executed on multiple connected areas, it is 1. andatory to execute AGC simultaneously on
all areas [53]. As stated in the sa~ maper, a typical period for data acquisition and the
decision cycle is 2 or 4 seconds This . eans that keeping communication performance
needed for data acquisition and « “ntro! is crucial for successful AGC.

This test case presents : simulav. m of AGC executed on multiple connected areas
from the communication pint of v ew by sending 120 subsequent commands within a
period of 2 seconds. It v s es.'me .ed that the command execution time was 1.8s. The
test was executed witl ‘raditional network and SDN based QoS during a maximum
background load.

Therefore, for th'»  =st case to succeed, it is needed to treat AGC commands and
their responses as - rivi! .ged traffic, thus allowing commands to execute with the period
of 2 seconds to provi. nrompt response to the power system. 120 commands execution
should finish in 240 seconds.

Fig. 4 com, ~re the turation needed to execute 120 AGC commands when using SDN
Based QoS a» tra + onal networking. Under a maximum background load, while using
SDN based QoS, &' 120 commands are executed under an expected period of 240 seconds,
respecting . e com™ 1and period of 2 seconds. When using traditional networking for AGC
under t* sam. conditions - time constraints are not met and 283 seconds are needed to
execu! : all th  AGC commands. A delay of 43 seconds (around 358ms per command)
is intrc Tuced. Since a delay is introduced per command, it will be accumulated during
time. If we vake into consideration that delay can vary in different parts of the network
(i.e. av ouumous systems), commands will reach late and out of sync between different
gener. "0ors
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Figure 4: Execution time for 120 AGC commands
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If generators are receiving outdatea ~mmands, the system will never reach an op-
timal state because commands are sent based on system state that is not up to date.
Depending on the power systerr stav. - it can lead to system outage. It is shown that
AGC communication time and atency « an be kept as low as possible using the proposed
solution without influence of backy ~u .d traffic load.

5.2.2. Test Case 2: Volt/v.~ recv on during mazimum load

This test scenario pr wvides s.. alation of the Volt/VAR Optimization (VVO) execu-
tion. VVO is a Smart (.r1.. ~nplication for decreasing losses and increasing grid efficiency
[54]. It is one of the core appi.cations used for control in a power distribution network
operation. It can br saic that this is one of the Smart Grid critical applications because
any failure in it’s ¢, »v .tion can cause load shedding (thus causing planned outage and
leaving certain ¢ .stome.. without electricity). If a load shedding application is not avail-
able, it could ¢ ven "cad *o an unplanned outage or in the extreme case to a full system
blackout. SCAL." nro ides field data to the ADMS VVO module, which uses it for cal-
culations ar u proviaes SCADA with the switching sequence that needs to be executed
on the fiel. . The ¢ vitching sequence consists of commands that should be executed on
one transfoi ~er » ea and then the system is observed for effects of commanding until
the cur.ent control period passes.

As stated i [55], control frequency varies from 1 to 15 minutes and during this period
the tran. “>r _r area usually receives a series of subsequent commands. In this simulation
ca. -, . ~*ral frequency is scaled down to 30 seconds, issuing a series of bulk commands
per . < therefore simulating full grid VVO. Command response time was set to 1 second
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Figure 5: VVO test results
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(i.e. the time interval between the mechanical actu. *or eceiving the command and
reporting execution back to the issuer was 1 second). The number of commands per each
sequence is 10 consequent commands. The net _.l.. ... continuously loaded as much as
possible with corporate traffic.

It is important to execute planned comm: ..~ =< soon as possible in order to maximize
the system observation time (until next comi. a- ding iteration). The irreducible part of
command execution is the time the devi. . neea. to execute the command itself, but the
communication time of sending the comn. n. and receiving the response needs to be
kept as low as possible.

Fig. 5 presents the comparison of a s. ole VVO switching sequence under maximum
load while using SDN based QoS and traditional networking. Typical results are shown
for one transformer area covere . wi.. AS1 (other areas are having similar results and
were thus omitted for lack of s; ~ce). Tl 2 most important observation from these results
is that there is an order of m .gnitu '» .ifference in VVO command communication time
reduction as well as a sigr dca’ ¢ latency reduction in VVO command delivery to the
actuators. The accumulat. » of ir creased communication times is seen on the figure
as well, based on the ar iilable (" servation time. Test results show that when using a
traditional, IP-based, r etv. vk there is 14.9s available for system observation while when
using the proposed, SDN basew., approach observation time is 20.5s resulting in increase
of more than 25%.

Fig. 6 presents ~vrrage communication time per command when using traditional
network and SD"¢ basea "oS. When using traditional network it is 603.43ms while when
using SDN bas .d C)S, i* is 47.92ms. Using traditional, IP based, networking has shown
1200% longer ave :ge ommunication time than when using SDN based QoS.

Not bei" g able to successfully execute VVO would (potentially) lead to devastating
consequent =s for t1 2 distribution network as mentioned earlier. It should be emphasized
that when u. e ST)N based QoS, VVO commanding frequency can be decreased if needed
as mur 1 as the communication network can respond in ideal conditions.

5.2.8. 1+ -t~ .se 3: Load influence on data acquisition
L. '~ case covers a usual operation mode when the variable corporate load reaches
10x v maximum available capacity at utility edge. This test case demonstrates how the
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Figure 6: Average command communication time

700

600

500

400

300

Average command
communicationtime [ms]

200

100

0 I

Traditional network SDN Based Qo5

load management behaves with peak lnad an.' how it affects Smart Grid communications.

An increase in background traffic ¢ v vue maximum available bandwidth must not
impact the guaranteed QoS for the privileg. 1, SCADA and PMU traffic.

The traffic was generated as .. -mu in Fig. 7 (a). The load was increasing for the
first 135 seconds until it reache + 30 M, ps, followed by the maximum intensity load for
25 seconds. Then it decreased ac m te 3% of available AS bandwidth at the end of the
experiment.

Corresponding SCADA traic b .ndwidth consumption is shown in Fig. 7 (b). It is
scaled to provide better 7 isigi. 0 che influence of the load depending if QoS is applied.
Dotted lines represent .. ~ffic when using traditional network, while traffic when using
SDN based QoS, is represent. ' with full line. For traditional, IP-based networking, once
the link is saturate” w th the background traffic - the SCADA bandwidth decreases,
while it is maintair ~d fr r the SDN based network. Fig. 7 (¢) and Fig. 7 (d) are showing
PMU and AMI t-affic. ™ can be observed that AMI traffic QoS was not preserved since
it is not treate . as privileged traffic compared to background load traffic while PMU
traffic has mai. “2’ 1ed xpected QoS in the SDN case. Such a drop in bandwidth will
significantly "-crea. atency.

This te t show. that during peak load, a traditional approach results in a bandwidth
decrease ra ging " om 5% to 7% percent while using the SDN approach shows no drop
in thro» JL.put .ur the privileged traffic. A peak in communication could happen when
there s an in\ ~ease in events taking place on the grid or it could be related to certain
busine: * actio .s. Either way, during this period, information needed for critical actions
co'1 arrive too late if guaranteed throughput is not met.
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Figure 7: Load function and bandwidth consumption
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5.2.4. Test Case 4: Mazximum loo” influence on data acquisition

This test shows the impact - [ a sua 'en and continuous high load of corporate traffic
on privileged traffic which is ty, *~al d' ring maintenance (e.g. network based backup)
or certain administrative ar.ions (e._. inventory, payroll periods, etc.). If the these
peak corporate loads last “r a sign'ficant period of time, they have potential to cause
prolonged ADMS control oute_es.

Privileged traffic m1 + not be mfluenced by background traffic to ensure guaranteed
QoS for privileged SG appl. “tions.

Results are prese .. 1 in Fig. 8. Background traffic was generated with maximum
load as shown in F'2. 8 (a). Fig. 8 (b) shows comparison of SCADA traffic when using
traditional netwerkin, and SDN based QoS. PMU traffic bandwidth consumption when
using proposed olution aund traditional networking is presented in Fig. 8 (c) while AMI
traffic is show. in ig. 8 (d). For the proposed architecture, the best-effort class (i.e.
AMI) is inflvenceu ™ the network load while privileged traffic (SCADA and PMU) is
not. In the case ¢” traditional, IP-based networks, the SCADA traffic is reduced by 5%
while the 1 MU th' bughput is reduced by 6%. Open vSwitch does not decrease flow to
zero. T~ tes. l.ows that with SDN based network control, bandwidth can be utilized
at ma 1imum Had continuously without jeopardizing critical applications.

5.2.5. Teso wase 5: Data disaggregation
This veot case shows how disaggregation of a customers load profiles can be made
possiL e by using dynamic prioritization. Usage of data disaggregation is explained in
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Figure 8: Load function and bandwidth consumption
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chapter III. The sampling rate was inc.~asea from 5 minutes to 15 seconds, for areas
covered by AS11 and AS12, and AMI traffic priority was increased above load traffic. It
was assumed that increasing the aw. ~le rate for disaggregation would linearly increase
the AMI bandwidth requireme’ ts.

For data disaggregation it is n.~des to receive data as soon as possible. While AMI
traffic is not usually privile ed, “ssuing a request for the traffic priority increase should
succeed as long as there is o .gh r :sources.

Constant load pressv.e was » plied and targeted QoS was achieved. Fig. 9 shows
AMI traffic comparisor v *h and without a proposed solution. When using SDN based
QoS, consumed bandwidth b, AMI traffic is maintained, it is not fluctuating, as seen
when traditional ne’ woi -ing is used.

It is possible t. inc . ease the sampling rate on any part of the network as long as
it can be identif :d as . separate flow and there is enough bandwidth available for all
the privileged raff :. The capability of smoothing traffic performance suggests that
employing SDIx ~r A’, control can further improve performance of networking in the
power syste .

It can " e noteu that when using traditional, IP-based network, bandwidth is fluctu-
ating. This '~ a co” sequence of a congestion avoidance algorithm and was verified during
this i siementation. This behavior is observed and discussed thoroughly in [56]. The
conge: sion ave ‘dance algorithm used during testing is Ubuntu default Cubic. When
using SN b sed QoS this is not happening because the network is not congested for
pr . '-~ed Hows.

22




Figure 9: AMI traffic bandwidth consumption
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6. Conclusion and Future Work

This paper describes an SDN basea . cuuive.cure for providing QoS for Smart Grid net-
work management and control. It explains -hy an efficient, controllable and extendable
communication infrastructure for @ ~art Grid is necessary. Smart Grid traffic is decom-
posed into classes, assigning to ~ach of \hem an appropriate priority. With test scenarios
executed it is proven that the p.. -entes approach for Smart Grid network management
based on SDN does meet re juirrmen.s and addresses the issues with which traditional
TP network configurations ' ave prob ems and provides dynamic prioritization of network
traffic based on Smart C.id «, nli- ation execution. The most important benefit of the
proposed dynamic man .~ement or the SDN based Smart Grid communication network,
is in meeting strict AG C tim.. ~ requirements and reducing the VVO response time - thus
ultimately preventin | « nossible power system blackout. The proposed solution achieves
over 70 times lowe late icy for AGC commands, and increases VVO system observabil-
ity by 25%. In addi.. n, it shows significant overall system performance improvement
regarding satisf ing ‘ndividual critical application (SCADA, PMU, data disaggregation)
bandwidth gu. v’ ces ' y reducing unprivileged traffic bandwidth consumption from 5%
to 7%.

With re spect t requirements for a data delivery system for Smart Grid applications
(as defined ‘u [16]) the proposed solution addresses:

1. T.ard, ed to end guarantees: covered with dynamicity of priorities and configurable
VoS,

Tifatime: since the solution is based on IP and SDN;, it is virtually guaranteed to
b e long life time.
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3. Low latency: by dynamically controlling traffic prioritization, ult” . ~w latencies

can be achieved (in the case of dedicated networks, latency is fulls con’ collable but
highly unlikely to be achieved on the scale of the entire Smart Gri.

. High bandwidth utilization: ensuring high throughput for cri*i~al a, ~lications re-

sults in high bandwidth utilization (nearing 100% in a p .mb = ~f cases) while
respecting required QoS.

Furthermore, each of the areas covered by one autonom ,us systew can be looked

at as a micro grid, or a group of micro grids (instead of as a trans >rmer area) which
enables expansion to experimentation with a collection of mic1  orid .. Further work will
also include development of a Smart Grid Front End Process~~ (SG FEP) module and
the creation of a smart grid aggregation test environmer - f. me suring function execu-
tion time and system response time on a significantly "~rger -~ ..e while using industrial
protocols such as IEC 61850 and DNP3.
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Highlights

e Presented, SDN based solution meets strict Smart Grid communication reauireme.."s.
e The solution is tested on large-scale network with more than 220.000 ci >ton ers.
e The most important benefit is achieved for two critical Smart Grid applica ° ns.
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