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Bayesian Network Based Weighted APT Attack Paths Modeling in Cloud
Computing

Aaron Zimba ? Hongsong Chen **, Zhaoshun War_, ?

2 Department of Computer Science and Technology, University of Science and Techi.. ‘ogy Beijing, 100083,
China

Abstract— Security vulnerabilities exhibited in cloud computing compr _ nts a.. ! technologies not limited
to hypervisors, virtual machines, and virtualization present a major seci rity con ern. The primary challenge
has been to characterize interlinked attack paths generated by Adve .ced Persistent Thereat (APT) attackers
upon exploitation of vulnerabilities exhibited in cloud component. *.e pr pose a Bayesian network based
weighted attack paths modeling technique to model these attac. naths. In our approach, we employ
quantitative induction to express weighted attack paths. We "ain n arginal and conditional probabilities
together to characterize multiple attack paths from the attack . ~urce to the target node. In so doing, we
evaluate the likelihood of an APT occurring in a givei.. nath. Furthermore, we propose an optimized
algorithm to find the shortest attack path from muh. wc . “ses based on key nodes and key edges. The
algorithm not only finds the shortest path but - '<o re.nlves any existing ties amongst paths of equal
weights. We characterize the attack time expense ¢ the APT attack by modeling the associated atomic
attack events in a path as Poisson variables obc “ng tne Erlang distribution. The attack time expense is
classified into three different levels; High. Medium and Low. We use the WannaCry ransomware attack to

evaluate our model.

Keywords—attack path, advanced r ersis .ent “areats, cloud computing, Bayesian attack network, exploit,

vulnerability

1 INTRODUCTION

Security presents a majc. voncei.. echoed by many organizations migrating to cloud computing [1]. With the
advent of e-governanc. diffe ent governments likewise are switching to cloud computing and this has
inadvertently attra .ted / dvanced Persistent Threat (APT) attackers who target big corporations and
governments [2]. A.’T aft .ckers possess high levels of technical skills and have extensive resources at their
disposal and thi. ha: cuabled them to effectuate sophisticated stealthy reconnaissance, surveillance and data
exfiltration attacks with little traceability if any at all. This profile of attackers has come to exploit
vulnerabilities exhibited in cloud computing components not limited to hypervisors, virtual machines, virtual
routers etc, to reach the otherwise secured or unreachable resources. Virtualization, for example, which is the

foundation of most cloud offerings [3], has a myriad of attack vectors targeting virtual machines whether at



rest in the cloud data centers or during migration on the network. Attacks on such a level of detail require
highly skilled threat actors, hence APTs. Traversal of vulnerable cloud components during an attack
generates virtual attack paths which depict dependencies shared amongst the e ploited vulnerabilities.
Attack paths have been widely studied [4 -7] in literature using different approaches. Ho, -ever, most of the
studies apply to generic network environments with discrete network devices as opp ssed to virtualized cloud
computing devices [8]. Bayesian networks have been employed to study attac'~ pau.s but they suffer from
attack cycles which typically occur in real-world scenarios due to the ir cerl = ing of reconnaissance and
active APT attack stages.

In this paper, we propose a Bayesian network based weighted attac - paths nodeling technique for a cloud
environment in which we employ quantitative induction for expr-_sion .. weighted attack paths edges as
opposed to the common approach of weighting nodes. We contra.* “.ie at acker’s view of the vulnerabilities
in the target system against the real system in terms of attack graps. We reduce the attacker’s view of the
targeted system based on the limitations imposed by the att+ibu. < ar d characteristics of the attack profile in
order to depict real world scenarios. Furthermore, we identifv th- “tey nodes and edges of each attack path in
the resultant Directed Acyclic Graph (DAG) which are usetu! for mitigation strategies. We also propose an
optimized shortest path algorithm for finding the shor.>s. attack path from multiple sources based on key
nodes and key edges. Unlike other shortest path algc 1.2 ms which are single-source single-target based [10],
our algorithm is multiple-source based entailing "na. -* considers different attack sources for a given target
and outputs the shortest attack path. The algorithm not only finds the shortest attack path but it’s also capable
of resolving ties amongst paths of equal “veights Thus, unlike greedy algorithms, our proposed algorithm
does not treat two paths as identical if t! ey oni, .hare same weight. And since APT attacks are characterized
by varying durations of the whole a.».k r.ocess [11], we endeavor to characterize the time expense
associated with each attack path. V. evaluate our modeling approach with a WannaCry ransomware attack
which is capable of exploiting ¢l .. 1 computing environments [9] in the presence of specific vulnerabilities.

The remainder of the paper -  rganized as: Section 2 presents the threat model and formulation of attack
paths while Bayesian mode’ing nd attacker’s view are discussed in Section 3. Illustrative results and the use

case are presented in Section « vk .le the conclusion is drawn in Section 5.

2 THREAT MODPZ. A~nv ATTACK PATH FORMALIZATIONS

2.1 The Threat Mo 22

We model cloud «- acks based on the philosophy of conceptual attack units [12]. The overall attack process
comprises discrete units serving as basic building blocks which when correctly implemented lead to the
actualization of the attack. The threat actor, otherwise attacking agent, executes a series of coordinated

actions to obtain a set of assets needed to reach the goal(s).



Threat actor: this is a subject entity of a given attack scenario whose actions are directed towards a specific
object or goal. A threat actor can either be a human actor or APT malware capable of executing actions
independently or remotely via a command and control (C&C). In our exposition, the actor is a highly skilled
attacker with a considerable level of sophistication employing highly resilient APT malwa. ...

Actions: These are sequential steps of a particular order which return a valv - of ‘true” when an asset is
acquired and “false” if not. The threat actor has a considerable level of confi. nce ... the returned value of
the action.

Assets: This is any resource that the actor acquires for the realization of the a. ~ck. If no further attainment of
assets is needed after an action returns a “true” value, then the asset i the fir.\l goal itself. Otherwise, it is a
sub-goal employed as a pivot to the final goal.

Goals: These are actualized final assets when the returned action v *'".es ir an execution stream are all “true”.
Thus a goal is a representation of a request to complete a given as. ~t since each goal has associated assets.
We distinguish two assets; pivot assets and critical assets. Pivo. ~sse s are not directly linked to the target as

opposed to critical assets.

2.2 Attack Path Formalizations

A threat actor can gain access to the cloud from in. = the cloud itself as an insider. They may have valid or
compromised user credentials and seek to elevrte oriv:leges to launch an attack. Those that originate from
outside the cloud likewise could reflect the same -+vedential set. The last attack source for attack path
initialization is an outsider actor who has .10 ¢, ~dentials to the cloud. His is to exploit weaknesses in the
cloud infrastructure and infiltrate the netwoi.. 2t t'.e first found exploit or weakness. To make our paper more
self-contained and save space, we ref:rer ;e @ number of documented cloud attacks [13 - 37] and build a
table of ingress attack paths as sh ,wn in Table 2, putting into consideration the attack classes on cloud
layers. The abbreviations in Table 1 beic ' refer to Table 2, the Bayesian network structure in Figure 1 and
further. The end goal of the atf.ck -,ath is user data residing in the cloud data center or on a client’s VM on
the virtual layer. We tabulatr the avw. -k ingress table as follows: the Cloud Layer column specifies the layer
at which the attack occuis v nile the Attack type entails which tenet of the CIA triad (Confidentiality,
Integrity and Availabil'.y) is ,ursued as the end goal of the attack process. The Attack Name denotes the
specific name of the aw.~ck .s documented in literature [13 - 37] whilst the Key Node and Key Edge

represent the mand itory n« de and edge in the respective class required to actualize the attack.

1

The possible ¢ .. '~ naths incorporates nodes and edges other than the key nodes and edges thereby
providing an alter, ative path through which the attack can be realized. Unlike routers which tend to only
process header information of the packet being routed, the honest-but-curious server on the other hand
processes the actual information and however encrypted the client data might be, it is more often than not

decrypted before processing in the cloud thereby exposing the client’s data to the need-to-know attack



TABLE 1: ABBREVIATIONS AND TERMS

Cloud Layer Component | Abbreviation Description
) A virtual machine monitor for ¢ eau. ~ and running
1 | Hypervisor HV ) )
virtual machines
An emulation of computing res.  ;:es RAM, CPU and
2 | Virtual Machine VM
other devices
3 | Local Storage LS A physical storage devic . e.g SA.., NAS, RAID etc
A general purpose r’.,sical >vice connected to the
4 | Physical Machine PM
cloud network
A special purr ose nhyglcal machine e.g. domain,
5 | Physical Server PS
DBMS, web ser. . etc.
] ) Software—centric?oroach to managing networking of
6 | Virtual Device SDN
a system
A software 1. ~lication of OSI layer 3 internetwork
7 | Virtual Router VR )
routing.
) A .mec u purpose virtual machine operating on the
8 | Virtual Server VS )
. *tual ‘ayer
A _oftware replication of OSI layer 2 local network
9 | Virtual Switch VSwt L
. vitching
A collection of interconnected compromised hosts on a
10 | BT Be net
network
11 | CSP Enclave CSE The service cloud provider’s internal private network
] N The cloud service provider’s public network available
12 | CSP Public ‘ CSp P
to cloud users
The global Internet which cloud computing services
13 | CCS Internet CSS1 ) )
‘ interacts with
| A network of shared trust relationship with the CSP
14 | Trusted Third Pa, - TTP )
like federated cloud

Since it is very difficul. for a ¢.oud user to monitor this attack as the mostly likely perpetrator would be the
provider, mitigatio . of tt ‘s attacker tends to be costly, e.g. homomorphic encryption [38] which seeks to

conceal information "hat t'.e server is processing from itself.

3 BAYESIAN N."TWORK AND ATTACKER’S BEHAVIOUR MODELING

We now employ the services of Bayesian network statistics to the aforementioned attack paths in Table 2 to

model the target system state and the attacker’s view.



TABLE 2.

INGRESS ATTACK PATHS ABBREVIATIONS AND TERMS

Cloud Layer Attack Type Attack Name Key Nodes Key Edge Possible Attack Paths
. PM, HV, Host PM — HV, VM — HV,
HV-jacking [13] oS VM -HV _lpM_vM_nV
Honest-but-curious 17 — LS, PS — VM —
Confidentiality | server [14] PS, LS, VM PS - LS_ LS
PM - HV, PM - VM,
Malicious Insider [15] PM, HV, VM PM - Vi, PM - HV - VM, PM —
VM — HV
CSP sys admin + A T PM - HV - VM, PM —
Cl?}‘:}? L?Y‘ir I physical access [16] PM, HV, VM M VM
ysica . - — —
Layer) Integrity Data Corruption [17] g(\),;l tiré VM PM-".8 gx _ Vf/loll tErs kS
. . PM, Routi -, PM - HV - VM, PM —
Malicious Admin [16] VM,HV_ PV - VM Router — VM
Link aggregation DOS | Router, VM, Router - | VM — Router, VM -
[18] PM, VSwt VM Host
Availability . PS, Rouw. = VI.., 3 VM - PS, VM -
DDOS flooding [19] BT VM - PS Router — PS
Software DOS [20] PS Hv,"'™M VM - HV PS - HV, VM - HV
VM Migration Attack VM VE TV VM — VR VM - VR, VM - HV -
[21] VR
. . VM, Memory, | VM — | VM — Memory, VM —
Confidentiality | Side Channel Attack [22] L Memory VR — Memory
- — =
gzs]ted Virtualization y \i, VSwt, VM, VM - HV VM - HV, PM - HV
VM image corruptio. VM, HV, LS VM_L.S. VM -L.S, VM - VR —
[24] . L.S
Cloud Layer II . . . ) VM - HV, VM - VR —
(Virtual Layer) Integrity Hypervisor Rootkit [25] HV, VM VM - HV HV, PM - HV
VM, VMM,
VM escape 26] Host OS, HV VM - HV VM - HV — Host OS
VM, VR, VSwt VM - VS - VR, VM -
4 e > 9 ] _ )
SDN At ;d( 271 VSvr VM - VR VR
Availability | RFA attacs. 5] zg’i’rVR’ Server, | yM-PS | VM- Server, VM - VR
, VM - VS - VM, VM —
Vill hopi._ [29] VM, VR, VS VS -VM VR - VM
. VM, Client | VM - | VM - Router, VM —
_M] Mattack [30] Device, Router Router Client Dev.
Confidential .y | Cookie Poisoning [31] VM, LS, VR VM - L.S. XI\S/I ~VR-LS, VM -
N VM, App. VM - App. Server —
| - de Channel [32] Server, LS Pl vm-Ls. L.S, VM —pES
Client Device, | VM - | VM - Client Dev, VM
MITC attack [33] VM, L.S Router — L.S. — Client Dev.
Cloud Layer -
. . VM — Router — Client
1 Int erit Replay attack [34] Client ~ Device, | VM " | Dev, VM — Router —
(Application =ty play VM, Router Router LS ’
Layer) - - —
.. Client  Device, VM -VR -L.S, VM —
| SQL Injection [35] VM, LS. VM-VR | Client Dev. - LS.
Link aggregation DOS Router, VM, PM | VM - VR VM - VR, VM - PM —
[18] VR
Availability DDOS flooding [36] VM, BT, VR VM - BT 1\3?4 - VR - BT, VM -
) VM, VR, App. | VM — App. | VM — App. Server, VM
XML - HTTP DOS [37] Server Server — VR — App. Server




Such application is not uncommon in studying vulnerabilities and probabilistic measurement of enterprise
information systems. Most attack modeling techniques consider attackers as omniscient threat actors with
complete knowledge of a system, unlimited skill and resources as well as unlimite - time. They are further
frequently assumed to make only right decisions and no mistakes during an attack and .. exploit only the
best available way. However, the reality is different as attackers tend to me <e r.istakes. Attackers have
limitations and their view of vulnerabilities and exploitability of a system diftc. - froun. the actual view of the
system. In this regard, we model the cloud system's view and the attacker's viey - ‘helief about the system).

We apply the attack paths to cloud components spread across the thi.~> cloud layers to construct a
Bayesian Network Structure (BNS). The resultant network structure i a muli ply-connected graph shown in
Figure 1 below.

We distinguish four sources of infiltration attacks namely: 1) “.¢P E iclave — the cloud provider’s own
private network; 2) Trusted Third Party — a network sharing trust 1. 'ationship with the CSP like inter-cloud,
federated cloud or cloud broker. The attacker from this netwe '~ b .s limited access to the cloud network
depending on the design pattern and trust agreement: 3) 'S- Public — a group/domain of users with
legitimate access to the cloud who would otherwise nec.' privilege escalation to access other cloud
components; 4) CCS Internet — attack sources in this do. m denote entities without tenant accounts with the
cloud, they denote the general user from the Internct. The goal of the attacker as constrained by the attack
model is to breach any or all of the CIA tenets .~ .o (tenant) data on the cloud residing in local storage

e.g. SANs, NAS, RAID or residing in a data center accessible from the cloud network.

CCS 1T

Data Center

Fig. 1. Bayesian network structure of cloud components



3.1 Attacker’s perception vs Actual system exploitability

The network structure above shows possible attack paths which an omniscient attacker can traverse to reach
the goal provided the perceived vulnerabilities exist. At any given instance, the atte k. - resides at a node N;

and only transitions to the next node N if the vulnerability is present and ex plo table. The probability

of this state transition is given by:
Pr(S;;) = PrV*(Si;) - Pri(Si) (1)

where PrV+(Sl-j) is the probability presented by the vulnerabili v j in :he cloud and Pre‘fc*z;(Sij) the
conditional probability that such a vulnerability is exploitable if pr.sent This implies that the attacker’s view
of the system only concides with that of the real system if he is ~onsiderr 4 omniscient. Nonetheless, in a real
world scenario, the attacker’s view does not concide with that o. the real system. Rather, his view is
determined by the set of vulnerabilities he perceives to v nrescat in the system. This set of perceived

vulnerabilities defines a new graph Gr which is a subset « wic attack graph of the real system:
GF:(V[‘,A[‘):VF:V—' L _,AF:A+UA_ (2)

where V¥ €V and A* C A are the subsets ~f vul.erabilities and attack steps that actually exist in the
cloud sytem respectively and are believed so by the ~ttacker. V™ € V and A~ € A are believed to exist by
the attacker but actually do not exist in the - ystewn

Since the threat actor of our model s ai. AP” attacker, he dominates most of the parameters from the
attack profile set & = {skill,resour es, ime,system knowledge}. However, the attacker’s knowledge
about the system in real scenarios “ends to Le limited even for an APT. This further reduces the attacker’s

view of the system to:
SO = (Ve Ag) = Ve SV, Ag € Ap 3)

Since the knowledge ~bour ¢ system's vulnerability is a major determinant in an APT, the attacker
increases this knowled ve via « iscovery of the software running on the targeted cloud component and the
associated vulneral.ay. Knowledge about the software alone is not enough as it is uncertain whether the
software is patchea ~r not The probability of discovering the vulnerability is heavily dependent on the time
elapsed since ti = v. . ~vability became known to the public. Assuming the probability of existence of this

vulnerability from . quation (1) decreases linearly in the time elapsed, we have:

1
——. >
Pr*(s;) =1 trl =t (4)
Y 0 t, <t
’ 14



where t,, is time required to patch all vulnerable software, ¢ is time elapsed from patch release and all
software is patched for t > t,,. The conditional probability Pre‘gc;[, of exploiting an existent vulnerability is

computed using base scores based on expert knowledge as elaborated later in sectior *

3.2 The Bayesian Attack Network

Based on the attack network structure in Figure 1, we build the Bayesian At.~ck i1+ *work (BAN) from the

attacker’s view.

Definition: a Bayesian Attack Network is an acyclic directed graph, with th: . » arguements such that:
BAN®*t = (G§*, 08, STY), whe e

- tht = (N, E;) is a graph of discrete random Beri 21"'.i v riables representative of existent

exploitable vulnerabilities where the nodes N; € Vg and. the corresponding attack edges or arcs
E; € Af.
- 08 s a collective of quantitative network pe. uneiers w;, i.e. w; € Q8

- ST®t s an attack step denoting the feasi. "ty o, attack traversal from an ancestor node N; to

dependent node N;, where (N;,N; ) € V_

It is not uncommon for APT attacks to utilize mu:*inle attack vectors by pursuing different exploits. The
attack usually comprises a sequence of trar ... s over time traversing the cloud network from one node to
the other depending on the attack structm. Mor over, some vulnerabilities, such as zero-day, appear with
time meaning the BAN exhibits a pror ertv of dynamicity with respect to time implying the addition of new
attack nodes to the BAN. In like m#.aner, .“¢ cloud provider patches up some vulnerabilities upon detection
which leads to elimination of the ussou.~ted node from the BAN. This entails that attack nodes are prone to
be added and deleted to the BA'{ w :h time. Therefore, in order to capture this dynamicity, the corresponding

attack graph of the BAN can be ex, “essed with respect to time as:
Gtatt = (Nt Er) (5)

where N; = {n, | x = ',2,3,... h;}, is a set of nodes taking part in the attack up to the time ¢ and E; =
{ey | y =123, ..F.; is the set of the associated attack edges applicable to N;. Considering the theory of
network evolution, .“e ac dition and deletion of attack nodes at time ¢t + 1 can be expressed to satisfy the

conditionality:

Nep1 = (Np U {nfF1}) — {nt+1}

Ervq = (Ep U {elth) — {ett1} (6)

GEE (N, E) - {

where {n{*1} denotes node addition with dynamic attack network growth and {nt*1} is the failure node



removed from the attack network upon failure of the preceding attack. Likewise, {e{*1} denotes appearance

of an attack edge associated with the added attack node whereas {e!*1} denotes removal of the attack edge

associated with the failure node.

Each node N; of the BAN®! network casts a conditional probability distrib’ uc1 Pr{N; | parents(N;)}
reflective of the quantified sample space restriction imposed by the parent noac. mn child nodes. Since the
nodes are discrete random variables (cf. definition), we henceforth empler cou“tional probability tables

(CPT) to express the corresponding dependencies.

If we let the probability Pre‘;; (Sij) = Pr(N; |N;) = n;; be the likelihc od of « xploiting a child node N; given
that parent node N; has been accessed prior, via an attack action ~orre. >~ .ding to the edge Ej, it follows

from the acyclic property of the DAG G gtt = (N;, E;) that:

Pr(N; |[N;) #= Pr(n. IN;
Mij, Nji = { rN N = Priey V) (M

— - 1
nij = Oornjl— =

But even though the attacker is a highly skilled APT *hreat actor according to the threat model, who will
avoid backtracking to maintain stealthiness and a leng pu sistent undetected presence, it’s only reasonable to
assume that the attacker still might switch paths depenling on the attack scenario. This creates multiple

paths in the BAN.

3.3 Conditional Probabilities with de? :ctio.

The probabilities discussed thus far do .10t tac*~. in detection. As the attacker traverses the cloud network
exploiting one node after the other, he ~e .era’:s noise in form of network traffic and system calls acting as
seed for the IDS. Let the random v. “able denoting whether the IDS detects access to node N; be denoted by
D; and the absence of detectior “e denoted by D; in the cloud network. We calculate the probability of

detection as:

Pr(N| D7) — Pr(N)

Pr(D™) = Pr(N)

8

The above Equation (8) .how  the effectiveness of the IDS in detecting infiltration attacks. If the attacker is
detected in the net vork ar 1 his advances thwarted at this particular node, he seeks another path provided an
exploitable vulnerabiu., e¢xists. Otherwise he is taken aback to the initial stages of the APT ttack chain. With
detection in minaq, v e calculate the probability of undetected access as:

n

Pr(V) = 1= | [[1=Prav I M) - Pr(W) - [1 = Pr(D))] ©

i=1

Considering Equation (9), the probability of accessing the node N; in the attack network via the parent nodes



N; is thus given by:

n

Pr(N;) =1 - 1_[ [1—Pr(N; | N;) - Pr(N;)] (10)

j=1,i#j

To find the initial conditional probabilities of accessing key nodes depicted in 1.1¢ 2, we employ the use of
CVSS and CPT as further elaborated in the next section.

And in light of detection from the IDS, we contend that the attacke. de.s ..st backtrack to revisit an
already accessed node N; from current node N; because not only does “* not v.'ng any new information nor
add any value, but also that the APT actor will want to maintain « stealt! y presence by not generating

unnecessary traffic through backtracking to alarm the IDS.

4 PATH DERIVATION AND ILLUSTRATIVE RESUJ TS

There are different paths of reaching target nodes, and these p.*hs are linked by vulnerabilities exhibited in
the nodes exploited by earlier discussed attacks [13 - 3, Thus the relationships between the nodes are
correlated by the corresponding vulnerabilities in .. = ¢ v.d components. However, existing derivation
techniques assign individual numerical values to vu ..~rab, 'ities on individual basis [11] [12]. By limiting our
scope to the Base Score (BS), we employ CVSS V3.0 v~ assign scores to individual vulnerabilities and chain
these vulnerabilities to capture the corresponding p ~ths. The BS quantifies the intrinsic properties of a
vulnerability immune to perturbation over * me. Ve refer the reader to the official CVSS V3.0 for the details
on the BS specifications. Expert know'edg. in che knowledge domain is used for score assignment for
exploits. Since we are handling condit one" prebabilities and the BS severity ranges from 0 — 10, we convert

the BS into discrete node probabilit (Pg;,) 1.« the following way:
BS;
erg (Ni IV e DR) = 774 (11)

where R; are characteristi s f aturcs for actualization of the vulnerability exhibited by the node for
conditions ¢ from the base sc. e parameters. Equation (11) assumes the condition that the vulnerability in

the node N; has satisfie 1 all the requirements stipulated in the base score and thus the exploit holds true.

It’s worth noting t! at a n "de can exhibit more than one vulnerability and this might lead to multiple edges

between a node pair. The< resultant arcs are handled by node fusion using applicable Equations (4) — (7).

A vulnerability v, < node N; is exploitable from node Nj, i.e. instantiation of exploit e;, if the attack action
transitions the attacker to a new state with new privileges. The two share a dependancy if they are reachable
one from the other as stipulated by the parameters in the BS. To determine node reachability in the BN, we

construct a node connectivity matrix representative of the adjacency matrix of the BN. To elaborate this and



derive CPs, we consider an illustrative attack graph depicted in Figure 4 and compute the corresponding

connectivity matrix.

Fig. 4. Attack network with ow. targe. node.

The connectivity matrix (CM) is denoted by a [N| X [N! =_.2. UM = (a;;) where the matrix element is a
binary variable a;; = 1if (i,j) [ e[;j}, otherwise ¢ = 0 uenoting the absence of an edge between the

node pair. For Figure 4, CM is a square matrix of tb» 6-t» >rder given by:

~ 1t 00 0]
0 v O 1 01
Y0 0110
Cl =
|000001
lu 001 01
000 0 0 0

where each entry in the matrix is g.vewu ~s:

o {1, if Aedge fromitoj
Lo, otherwise

It’s apparent from the ce-_ectiv.*y matrix that node N3 has the highest vertex degree and does not self-loop.
To find discrete node | ~obabil ty (P;,) of each node in Figure 4, we use the NVD database for BS; score
derivation and furtt ¢r emloy Equation (11) for probability conversion. From the aforesaid, we compute the
Conditional Probab.'ity T .oles (CPTs) indicative of the different conditions under which a respective node
can be attacked. ‘lac « = below shows general CPT semantics of a child victim node N,,, conditioned on two
incoming arcs from ~arents N; and N; for disjunction and conjunction scenarios upon which we base all our
CPTs computations henceforth. The probability Pr,(c = 1| T) is the likelihood of exploiting the vulnerability
v of node N,, via exploit e; given that the conditions c stipulated in the base score have been satisfied. For

vulnerabilities that do not require exploits, we assign mean discrete levels analogous to CVSS metrics in the



qualitative severity range :Critical = 0.95; high = 0.795; medium = 0.545; low = 0.20. Likewise for
root nodes that do not have any parents as those depicted in the BAN in Figure 1, the four sources (root
nodes) are assigned the following values on the subjective belief of the security administrator regarding
infiltration from the attack sources: CSP P = 0.90; CCS I = 0.65; TTP = 0.25; CSP E = ).10. We assign a
higher weighting to CSP Public than CSS Internet because as elaborated from 7 able 2, most of cloud attacks
reside on the virtual layer and are VM related thereby requiring the attacker to “ave ..ad access to the cloud
network, e.g. by having a legitimate account with the service provider or owr ..> valid credential set for an

authorized user.

TABLE 3 CPT FOR NODE N,

Parents Union of Events 'nt rse tion of Events

N; | N; Pr,(c=0]|F) Pr,(c=1|T) Pr,.. =Uu|F) Pr,(c=1|T)

) 1 0 j 0
|
|

1] o0 1— Pr(N,) Pr(N) 1 0
!

0| 1 1—Pr(N) Pr(N;) ‘ 1 0

1| 1 | 1=Pr(NJUN) | Pr™ ub) | 1=Pr(N; nN)) | Pr(N;NN)

4.1 Conditional Probability Assignm mts

Using CVEs and CVSS BS scores fro. ~ th e N' D database, we apply Equation (11) to find the discrete node
probability (P;,) for the nodes in ‘“igure 4 for vulnerabilities associated with selected cloud attacks from
Table 2. This is illustrated in T-"le 4 below. The attacker, being an APT threat actor, uses a variety of
reconnaissance techniques to s “wve.l the network for such vulnerabilities. By inspecting his subnet mask, he
is able to gather the numt :r ¢ hosts in his broadcast domain. The attacker can likewise infer adjacent
networks by consideration 0. *is - abnet address and broadcast address. He further can have the topological
overview of the assoc ated st bnets should he get hold of the corresponding routing tables. Armed with
information collecte” “row. ...¢ aforementioned vectors, the attacker can use information gathering tools not
limited to Armitag >, Ness as, Nmap, Metasploit Framework etc to find exploits of vulnerabilities in the
components res ‘=~ in the surveilled subnets. To find the local conditional probability distributions (LCPD)
of the nodes, we ¢. ploy the use of CPTs of which the semantics are stipulated in Table 3. We first compute
CPTs for nodes conditioned on a maximum of one incoming arc from the parent. The resultant CPTs for

nodes Ny, Ny, N, and N,,; are shown in Figure 5 below.



TABLE 4. DISCRETE NODE PROBABILITY (Pdn) ASSIGNMENT

Node (N;) Attack Name Cloud Layer Associated CVE ID (Pin)
Ny CSP P Infiltration Virtual Subjective 0.90
N, SDN Attack Virtual CVE-2017-0181 [ )] 0.76

|

N, VM Escape Virtual CVE-2017-0075 [4v] | 0.76
SQL Injection Application CVE-2016-5-7" [41] 0.65

N; XML DOS Application CVE-2( 17-805¢ [42] 0.53
Side Channel Virtual C\ 2-20 ., S681 [43] 0.75

Ny, VM Escape Virtual C "E-20'2-3456 [44] 0.77
Data Corruption Application | CVE-2 )16-8931 [45] 0.88

Ny, HV-jacking Virtual | “VE-2017-3623 [46] 0.99
Software DOS Applicati. CVE-2015-1647 [47] 0.21

We now turn to compute the CPTs of the two node. N- w.d Ny, whose conditional probability is each

conditioned on three separate incoming arcs. Incon.'\.> arc " to a node can share a disjunction or conjunction

relationship. The attacker in the case of former * .~4< t¢ nursue only one exploit unto completion to actualize

the intended breach whereas the latter requires that al. >xploits be pursued unto completion to materialize the

attack. This is so because a given vulnerab’.ity m. ht only breach one tenet of CIA and the attacker will need

to additionally actualize the other two ex¥ploiw. ~s well if he intends to breach the whole CIA tenet set.

Pry,(c |Pry,(c
=0|F)|=1|T)

vy,
Iy e | Pry,(c
‘I -am| =111
1
0 1 0
Pry,(c Pry,(c

=0|F) |=1|T)
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=0|F)|=1IT)

n 1L

Fig. 5. CPTs assignments for nodes Ny, Ny, N, and N,,;



We assign a prior probability of 0.90 as an external attribute to N, corresponding to the CSP P infiltration
source in the cloud network and as a subjective value relative to the security administrator’s belief. The
unconditional probability of the four nodes, shown below the corresponding “ PTs, is calculated by

consideration of the emanating corresponding sub-networks of the incoming arcs.

The case of a disjunction of arcs where at least one vulnerability needs to be ex}..~".ed presents a probability

of union of involved events and we calculate it as:
Pr(N;) = Pr(N; U N, UN,),where j, k,1 € w.
= Pr(N;) 4+ Pr(Ny) + Pr(N;) — Pr(N;) - Pr(Ny) — Pr(N;) - Pr(nv,> = Pr(Ng) - Pr(N)) + Pr(N;)
- Pr(Ng) - Pr(N;)

(12)

If all the vulnerabilities need to be exploited to achieve the aw. -k, the corresponding conjunction probability

of intersection of events is calculated as the product of the ‘~dividual probabilities:

Pr(N;) =Pr(N;n N, n."" ,where j,k,l € R

=Pr(N;) - Pr(N,) - Pr(N;) (13)

We employ Equation (12) and (13) in computing CPT assignments for node N3 and N,,, as shown in Table
5 and 6 respectively.

TABLE 5. C"'T S 2ECIFICATIONS FOR TARGET NODE N5

Nodes ” 1sjunction Conjunction

Ni | N, | Nyy | Prit =F) | Pr(Ns=T) | Pr(Ny=F) | Pr(Ns =T)

0 1o ¢ J 1 0 1 0

L1 o | o 0.24 0.760 1 0

ol 0.24 0.760 1 0

o[ 5[ 0.23 0.77 1 0

L]y y 0.055 0.945 0.415 0.585

Lo 0.058 0.942 0.422 0.578

U 1 0.055 0.945 0.415 0.585
] 1 0.027 0.973 0.555 0.445

The attacker at the root node can reach the victim node by traversing the edge e[g 1] or e[g ). Even though

these two arcs have the equal probabilities, it’s worth noting that successful pursuance of the respective edge




does not result in the same security state of the victim nodes. CVE-2017-0181 associated with edge e 1
facilitates an SDN attack whereas CVE-2017-0075 associated with edge e[y, actualizes a VM escape
attack. Though the two vulnerabilities affect instances of Hyper-V exploitable with .. AV value of Adjacent,
the former affects the network switch whereas the latter Remote Code Executior ‘RCE) on the component.
The attacker therefore chooses the appropriate edge depending on whether he . >k, privilege escalation via
RCE or network traversal via the switch. It’s worth noting that these two vulne. ~hiliues might be exhibited
by a single host and we would thus employ macro nodes as elaborated ear’.er, * »uher the case is disjunction
or conjunction of events.

The attacker at node N;can either directly attack the victim node N, vii edge ey o) (since the Access
Vector value is Network) by exploiting the vulnerability CVFE 201¢ %931 to breach confidentiality via
directory traversal with a resultant probability of 0.667. Or if he choo es to breach integrity, he can first
attack node N3 via the edge efq,3) by exploiting CVE-2016-8930 w. h a resultant probability of 0.494 and
further seek to reach the target node N,, via Hyperjacking ‘~rougn CVE-2017-3623 with a probability of
0.482. Since Hyperjacking gives the attacker root access, ~e 1s able to breach all CIA tenets by pursuing this
route via the edge e[3 21 Even though the attacker ¢ . . ~~h node N3 via edge e[ 3; with a probability of
0.401, it would be of less value to him since CVE- 217-% *56 fosters an XML DOS attack on node N3 which
does not advance his prospects of reaching victim nodc N,,,. In order to exploit the VENOM vulnerability on

node N, via the edge e[, 1], he first needs to estabi.*h local subnet residency since the Access Vector value

for CVE-2015-3456 is Local Network Exp vitav. > with a resultant probability of 0.585.

TABLEG. C “T £ PEC’FICATIONS FOR VICTIM NODE N,

Nodes Disjunction Conjunction
Ni | Ny | Ny ' Dr(Nyy=F) | Pr(Nyy =T) | Pr(Nyy =F) | Pr(Ny, =T)
0 1 o] o | 1 0 1 0
L' lol o 035 0.880 1 0
0 | 1 0o | o001 0.990 1 0
0 | o 1 0.790 0.210 1 0
1 0 !—1 0.095 0.905 0.815 0.185
1 1 | o 0.002 0.998 0.129 0.871
C 1 0.008 0.992 0.792 0.208
1 |1 1 0.001 0.999 0.817 0.183

Since utilization of the VENOM exploit facilitates VM escape the attacker can reach node N5 via the edge
e[v1,3] Or Opt to reach the targeted by exploiting CVE-2015-1647 with a resultant probability of 0.161 via the



edge e[y1 2] to breach availability by initiating a DOS attack after having established local subnet co-
residency. However, if he intends to breach integrity or confidentiality, he pursues the edge e[, 37 exploiting

CVE-2017-5681 with a resultant probability of 0.578 to reach node Nj.

Given a fused macro node N, — {N;, N3, N1}, the probability of reachinc ~ode N,, given N,,. in a
disjunction scenario, 1.e. the attack emanating from the constituents of the ma.-o .10de, is equal to 99.9%.
Decomposing the macro node to constitute only the first two nodes lowers the .. ~bability insignificantly to
99.8%. If the macro node were to contain the last two nodes, the prcoab’ ity lowers further to 99.2%.
However, if the macro node constituted the first and last nodes in the n~~-ro n. e set, the probability further
lowers to 90.5%. This implies that node N3 exerts more influence w th resy >ct to the other nodes. On the
other hand, the probability of reaching the target node N,,, in a cc.iyun~*on case given Ny, is 18.3% which
is ~ 20% that of the disjunction case. This is logically sound given th . complexity of carrying out three
independent events successfully to satisfying a single condition. It’s vorth noting that eliminating N,,; from
the macro node set raises the probability significantly to »7 1%. 7 ne influence exerted by node N; is felt
both in the disjunction and conjunction case. In light - wie aobove, the security analyst could prioritize

turning node N3 of the macro node set into a failure n '~ for security mitigation. This does not just lower the

conditional probabilities but also eliminates a set of fou. edges {e[1 3}, €[2,3], €[v1,3), €[3,v2]} @S arguments of

the dynamic function G#{ (N, E) at time t + 1 from _ibsection 4.1. Turning N5 into a failure node implies

that the attacks to target node N,, can only co..= from N; or N,; and are limited to breach either

confidentiality or availability.

4.2 The Optimized Shortest Path A .goriu.." 1 and Edge Weighting

We now present the proposed algo-iti. for finding the shortest attack path in a given graph from the
attacker’s view. The input to th- .'~orithm is a weight matrix whilst the output is the shortest path
represented as a three-tuple cor.p. sing the effective distance, the cardinality of atomic attack steps in that
path and the attack time expens. We define weight matrix W = (e;;) as a mapping of the probability of a
successfully exploiting a sulr:rab’lity e; ; present in the network to the corresponding element in the

connectivity matrix CM

€n €n . . . Eon
e € . . . €En
€n €n . . . €Em

€nl €n2 . . . Cmn



Considering that we have 4 attack sources, the input matrices to the algorithm are thus Wy, W;, W, and Ws.
The corresponding attack sources for these matrices are w,, wy, w, and w; respectively. The output consists

of a maximum from the products of attack paths (Dgsr) with the minimum numbe - of atomic attack steps

(Styp). Figure 6 shows the algorithm for generating the shortest path given the inr* matrices.

Algorithm: Shortest Attack Path Generation Algor..r.,

Input: Matrix Stream Wy, W;, W,, W3
Output: Shortest path {Dgsf, Styp, {TE};}

1: Initialize and Read Matrix Stream
2: for Wy! = Null
3: if 3 e, egn # 0 then

4: Shortest path — {Drr = €gn, Styp = 1} Fom wa

5: else

6: Extract the pivot element where e;; # ¢ @& =0

7: Extract all non-zero elements in j-u. “ow

8: if 3j:j = nthen

9: Shortest path — {Dgrr = "n;) - ‘€jn), Styp = 2}

10. Break this loop and go to ne. t pivot element e;; # 0 && i + +
11: else

12: Extract all non- _ero . 'ements in k-th row where k < n

13: if 3k:k =ntuc~

14: Shortest path - » {I'¢rr = (€9;) - (€jn) = (€kn), Styp =3}

15. Break thic loop ai. . go to next pivot element e;; # 0 && i + +
16: else

17: Re seat extraction of non-zero elements until extracted row = n
18: end it

19: ena ¢

20: enc if

21: end for

22: Rej eat stey 2 for Wy, W, and W5

23: Given .. ,, Wy, W, and ws;
n
( D.sr = max n(eij)
i,j=0

lStZP =min |e; = epy|
(TE},

Shortest Path (SP) =

Fig. 6. Algorithm for generation of Shortest Attack Path



The algorithm in figure 6 extracts different attack paths from each input matrix and computes the weightiest
path with the least number of attack steps. For illustration purposes, we consider a single matrix as input to
the algorithm in figure 6. The resultant weight matrix derived from mapping probab’ ities of exploitating the

present vulnerabilities to the connectivity matrix of the attack graph (fig. 4) is expressed as.

0 076 076 0 0 0 ]

0 0 0 065 0 088

0 0 0 053 077 0
W =

o 0 0 0 0 o0°°

0 0 0 075 0 (21

o 0o 0 0 0 0,

We define the weight function by mapping discrete node probac 'itics to edges in the weight matrix W =

(e;;) for the range {0, 1} in following way:
& E(G) » RYU{0} - i,wnere G; C G?” (14)

Following from Equation (14), we express the weight « £ t'.¢ edge between two nodes N; and N; as §(ey; j1)-

The cumulative edge weight of an edge stream (path, 1. ~iven as the product:
s =] 5@ (15)
<P

Further, we define the cardinality of the pa.” cor sisting multiple edges between N; and N,, as |§ (e[l-,n])| to

denote the number of edges between “aos . no‘‘es. This corresponds to the number of atomic attack actions

required of the attacker to reach the zoal nol:. From W = (e;;), we deduce five directed feasible paths from

Ny to N,,, listed as follows:
1) Prieoa) = e[z
(2 Pyiepp1] = €13 = e[z
(3) Psiepz = €231 = €32
(4) Pyiep2 = envi] = ewiwz)
(5) Psiep2] = epvi] = €wi13] — €32

(16)
Therefore, attacker has different paths of reaching the target node N,, from the source N, and his options

increase after successfully implementing the first level exploit either via N; or N,. In order to measure the

overall likelihood of reaching the destination, we evaluate all possible paths available to the attacker from



source to destination. This is equivalent to the probability of reaching the target node after traversing and
exploiting discrete nodes which otherwise isn’t captured in the discrete node assignment.

Path (3) is an infeasible path in as far as reaching N,,, is concerned since the v inerability CVE-2017-
8056 exploited via the edge e[, 3) does not further efforts to reach the target but rather en.aes a DOS attack
on N;. This entails that we have four paths to the destination. Following fror. Eo.ation (14) and (15), we

compute the shortest attack path as the maximum effective distance (Dgsr) 1. m aitack source Ny to the

target N,,, with the least number of attack action steps:
Il x
[Deff]Gij(e[i’j]) = max {f(P) | P: e - e]}

Stsp = min |€(ep;n))|
(17)

where Styp [| N (cf. definition) is the number of atomi. atta.' .teps in a given path P;. Applying the

conditions from (16) to the list of feasible paths (17), we ™ ... c.
DPy: [Desr]! (erijg) -~ Loul,  Stgp =2
11 Pefflg, \®liJ] ouv’sy P

I A _

DPo: [Degs] g, (epijyy = 2489, Stgp =3
I

(4)P4Z [Deff]p (3[1’]]) = 0123, Stzp =3
Al

(5)Ps: [Derry,, (erjy) = 0435, Styp =4

It’s clear from the above that the path r, - cho’ s shortest attack path since it carries heaviest path weight with
the least number of atomic attack s ¢, ~ This implies that the attacker has a higher probability of reaching the
target node while performing tF. :~ast number of attack actions via this path. The tie in number of attack
steps occurring between path +, ~.d P, can be broken by considering their respective path weights meaning
path P, is the better optic «. T'ie path Py has the highest required number of attack actions implying the
attacker will have to exr'~it m. - vulnerabilities in order to reach the target if he were to choose this path.
It’s also worth noting t1at patl P; and P, lead to the breach of only one CIA tenet, i.e. confidentiality and
availability respect’ ey, entailing that the resultant security of the breached system after attacks pursued via
these two separate aths 7, different. In light of this, path P, then should actually be compared against Pg
because both pahs ;... to the same breached security state of the target system by way of sharing the same

end attack edge e[3, ~), i.e. a full breach of all the three CIA tenets. Therefore, path P, is a better path than P

by having a weightier path by 25% and attack step actions by 9.94%.

All the end arcs connected directly to the targeted victim are the key edges for the respective path under

consideration. The key nodes are those nodes linked directly to the victim node via the key edge. The key



edges in our case, applicable to Table I, are e[y 2], €[3,y2] and e[yq ) Whilst the corresponding key nodes
are N;, N3 and N,,; respectively.

Since the resultant breached security state via the key edge e[y 2] is a subset of * ~at via key edge e[3 7,
the security analyst might need to mitigate attacks pursued via the latter end attac'- ~dge. 'l nis means turning
key node N3 into a failure node and this implies that the system is categoricai.’ r otected against integrity
and availability attacks via path P; unlike if the failure node was created at Ny, .= system’s confidentiality,
integrity and availability could be breached via path P5 even though it h-s th . w_.st path metrics, i.e. 60%
more attack actions and a lesser path weight by 34.8%.

It’s worth noting that when there’s a tie in the cumulative edge we =ht £(F ) of two given paths, the tie is
broken by selecting the path with the lowest Styp. Similarly, wher chers’ a tie in the number of atomic steps
Styp for two given attack paths, e.g. in the case of P, and P, th= tie is F oken by selecting the path with the
highest cumulative edge weight £(P). In this manner, the p~oposed Igorithm effectively finds the shortest

path unlike in the Dijkstra algorithm where a tie is resolved ai_trarily.

4.3 Attack Time Expense

APT attacks exhibit a time characteristic where the ror seeks to maintain a long undetected presence
from the time of infiltration and reconnaissance to th. a.“mal attack. Following from this, we characterize the
attack time expense associated with the attack . *hs 1. Equation (16). The time expense of a given attack
path is the cumulative time expenses of the associated atomic attacks whose discrete nature is given by an

exponential distribution:
FhA) =A-e M (18)

where the rate of success of the 2 -ack is acnoted by A.
Since the cumulative edge weight #(P) o. an attack path is a conjunction of attack events (cf. Equation 16),
the probabilities in that path ¢ = i* dependent events hence the product. Furthermore, the probability value
associated with an attack ¢ Jdge is acrived from the base score which does not change over time (unlike
temporal scores that change . 'th “.me). Following from the above, the atomic attack event ¢ from Equation

(18) can be expressed ¢ s a Po1: son variable with a distribution given as:
n-1 " e
F(t:1,k) = Z T (19)
n=0 '

where A =pu =0 € {R*U{0} < 1} is the success rate of the attack (u is the mean, ¢ is the variance)

and k € N is the attack complexity dependent on Styp. The sum of these distribution functions

representative of the attack time expense of the corresponding attack path is a cumulative Erlang distribution



expressed as:

k-1
A" - e~
F(t:Ak)=1— Z (“0)
n!
n=0
attack path is computed as:

(20)
Since the number of events in an attack path is given by k, similarly k = St-p. . ~us, the mean of a given

1
Sl [ (G

ecP

(21)
Given the values of k and A from Equation (21), and that \~» cum ilative attack time resulting from
chaining of the atomic attacks obeys Erlang’s distribution, we -~alculate, with respect to time t, the
probability density function for different values of k and A ~s:

ft:14k) = ﬁ-tk‘l- A 120 (22)
7 (k —1)! >

Using Equation (22) and the values of k and A t.n. Squation (21), we generate the probability density

Figure 7.

curves for the corresponding attack paths in Equa.*on (16). The resultant density graph is illustrate below in
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Fig. 7. Probability density functions for attack paths

The positive skew of f(t: A, k) is a right-skewed distribution where the mass thereof is concentrated on

the left and an increment in k perturbates a decrease in the average variance of the distribution. Clearly,

A and k exert an influence over the mode and mean likewise. We acknowledge the fact that the overall time



expense of the attack would include the time spent on surveillance during reconnaissance of potential
victims. Notwithstanding the aforementioned, we contend that the attacker will first initiate a full
reconnaissance attack on the whole network before launching any exploits. Therefo e, this initial timeframe
of the APT attack is considered common to all attack paths pursued thereafter and we thu; contend that it’s
an unpredictable parameter in the case of further repeated reconnaissance for discovery of the new nodes
discussed in earlier.

Therefore, we use a parameter, Time Expense ({TE};), to characterize t} ¢ ti1 -. expense of the APT attack.
We first divide the range of the density curve values from all the attack pa.. < into 3 ranges denoted by At;

for High, Medium and Low as shown below:

AtHigh = tmax — tmeas
Atyedium = tmean — tmu.

Atpow = tmin — <,

(23)

where |AtHl-gh| = |Atyeqium| = |Atiow!| are equivelent ranzes and t, is an attack step denoting direct

access from the attack node to target without any nivot. " nodes. We thus characterize Time Expense using

Equation (23) from the above as:

( High, tmean < ti < tnax
{TE}; = ﬁ Mecum, tiin < ti < tmean

\ w, to <t < tmin
(24)

A {TE}; of High entails that an AP'1 “2s had the highest persistence presence relative to that of Medium
while a {TE}; of Low entail the least persistence presence. The effectiveness of the attacks in these
parameters are deduced fro’a A i ‘he corresponding attack path. Therefore, APT attacks observed at the
target node which belong w *t ¢ H7 sh category indicate a longer persistence presence whilst those belonging
to the Low category i sinua‘s the opposite. The time expense for attacks exploiting newly discovered

vulnerabilities and zero-J'2vs i, expected to be extremely short.

4.4 WannaCry r. nsom vare attack use case

Many govern mev > ..ad big corporations, which are essential targets of APTs, have shifted to provision
various service via ~loud computing. This has consequently led to the emergency of APT attacks in cloud
computing environments. Though APT attacks are conventionally known to seek to exfiltrate data, recent
trends have seen a shift towards incapacitating the operations of the victim by making production data

inaccessible. This has been achieved via the use of crypto ransomware. Although crypto ransomware is



traditionally known to seek a ransom before data accessibility is made available via decryption, the malware
variants used in APTs do not seek to decrypt the data whatsoever. This was the case Petya ransomware
attacks in June 2017 on Ukrainian government ministries, banks, electricity and otb -t utility companies. It's
worth noting that though government agencies and ministries tend to favor the use nrivate ur federated cloud
computing as opposed to other APT target entities such as corporations that mis.at implement hybrid or
public cloud computing, the attack structure generally remains the same a.~ to .1e fundamental cloud
partitions (see Table 2). We consider WannaCry ransomware which uses ‘.e } “.-nal Blue exploit, the same
exploit used by Petya ransomware to exploit vulnerabilities in the Ww.~dows operating system and
subsequent cloud networks. It leverages multiple exploits in the Wir lows S VMIB network sharing resource.
It’s known that WannaCry begins encrypting victim files the momr ..t it n.accts a host and does the same to
any locally attached storage devices. The infection and subsequer.” - .tack process is summarized in figure 8

below.

Generate Symmetric Tey

@ ~ecer Encrypt files
Ek(mlaKyecret) C

- SA pair generation
N ng K. Victim

ok

Fi .. 8 Surmarized WannaCry infection and attack process

Being a hybrid cryp’o ransomware, the malware comes with an embedded public key (RSA) K, in its
payload which is used "~ er.rypt the symmetric key (AES) Kgecrer to produce the ciphertext C;. The
symmetric key is tsed to ¢ 1icrypt the user files which is the end-goal on this particular victim with an output
ciphertext C;. A~cess w cncrypted user files is only possible upon decryption but with the master private key
K, from the RSA -.ir generated by the attacker on the C2 servers or botnet. This essentially is an attack on
availability in the CIA security principles. Since the Acces Vector for the CVE-2017-0144 (exploited by
WannaCry) is Network, the attack is feasible from within and outside the targeted cloud subnet. Therefore,

we partion to attack scenarios generating two different attack paths:



(1) when the attacker resides within the internal subnet

(2) when the attacker resides in an external subnet and thus requires to reach the target network across

OSI layer 3 bounderies before launching the attack.

We simulate these two attack scenario (1 and 2) on VMs in a virtualizcd s ndbox environment as

illustrated in figure 9 below using hypervisor type II.
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Fig. 9. Attr ck scewn. 10s from two different subnets

Internal cloud subnet

Upon infection on a local sirhnet, WannaCry spawns two threads which scan the local and external
subnets. The first thread uses he “setAdapterInfo() function to retrieve local subnet details such as subnet
mask and network range. I scal subnet scan is mutltithreaded and limited to 10 IP addresses per scan. The
thread seeks to establish a cu. nec (on on port 445 [49] to exploit CVE-2017-0143 if the SMB vulnerability
is present on any host i 1 the sc '\nned IP addresses. This attack scenario corresponds to the first attack path of

figure 4; Py: e[g1] — 2[1,p.,- In our use case, we infect a vulnerable host in the subnet with RDP backdoor
vulnerability [48]. This cc rresponds to the attack edge efo 1. Whereupon a vulnerable host is found, the
malware infect ... “ost and launches encryption of the files. This denoted by the attack edge e[ 7).

Thefore, this attack rcenario generates the values:

[D eff] (eu)— 0.430



Despite the limit on the number of IP addresses scanned at an instance in the first thread, the ransomware
generates network traffic which we capture via Wireshark. The earlier traffic before SMB scans is general
traffic related to name lookups, ARP, DHCP requests etc. The diagram below in f sure 10 shows network
traffic capture with SMB traffic denoted in red. Clearly, the presence of huge amounts o1 SMBvI traffic on
port 445 is an Indicator of Compromise (IOC) from the Eternal Blue seeking *» ex loit the vulnerability in

SMB version 1 through which the malware propagates to other hosts on the nev, k.
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Fig. 10. Network activity cay .ure of the ransomware with SMB scans on port 445

External cloud subnet

In the second attack scenaric wh re the target resides in a different subnet, the second thread generates a
list of external IP addresses rang.~ to be scanned and probes for a connection on port 445. The overall
generated attack path is e¢ v ienf o attack path; Py:epgz; = €[zp1] = €[p1p2]- The attack paths for this

scenario generates the f ,1lowing values:
I
[Deslg, (ein) = 0348

Another attack -cenario utilizing a path identical to the above seeks to reach the target by exploiting

another SMB vulnerability CVE-2017-0148. This particular attack path generates the values:

I
[Derlg, (ein) = 0400



The corresponding probability density curves for the above scenarios are shown in .1gure 11 below.
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Fig. 11. Probability density curves . >r the 3 attack instances

All the three density curves are positively skewed dc v ting intensified attack activities in the early stages
of the attack. This is a typical feature of the Wann (. ' ransomware as earlier explained. The first attack
scenario corresponds to the red curve where the . ~eau «...d median of the distribution lie after the mode. The
mode falls in the last category of the time exnense partition in Equation (24) to indicate a {TE'}; of low. The
second attack scenario comprising two at* «ck inst nces generates the green and blue curve. Both curves are
positively skewed where the mode comr s befoic the mean and the median. Though the two graphs have the
same k value (implying a tie) and a {7 = 7)w, it’s visible from the resultant graphs that the second attack
path has the shortest route conside’ a.. the location of the mode. It’s worth noting that though these two paths
exhibit {TE}, = low, the first .u. -~k has lower metrics both in terms of attack time expense {TE}; and

parameteric value k, hence the s. - test path.

5 CONCLUSION

In this paper, we hav. illust ated a quantitative way of characterizing APTs by chaining vulnerabilities of
Bayesian attack n' twork 10des derived from a cloud structure partitioned into three layers; application,
virtual and physical ..:~.s. The main contributions of this paper are threefold and summarized as follows:
(1) Quantitative -k iracterization of possible attack paths from an attacker’s view which is generically
expressed as a paraiieter of two arguments — the cumulative edge weight, and summation of atomic attack
steps. Unlike the popular approach of assigning probabilities to nodes, the probabilities of exploitation are
mapped to a weight matrix which depicts all paths to the target node reflective of the existent vulnerabilities

in the real system. The parameters express effectively the overall likelihood of an APT reaching the target in



a multiple attack sources cloud environment. (2) A proposed shortest path algorithm for finding the shortest
attack path from multiple sources based on key nodes and key edges. The algorithm not only finds the
shortest attack path but it’s also capable of resolving ties amongst paths of equal - reights by selecting the
path with the largest effective distance. Our proposed algorithm thus does not treat two p. ths as identical if
they only share same weight. (3) Characterization of the attack time expense »f tt¢ APT by modeling the
associated atomic attack events of a path as Poisson variables obeying the Erlai. - disu bution partitioned into
three levels: High, Medium and Low. Though APT attacks generally e teni' “or longer periods of time,
ransomware attacks on cloud production environment exhibits very short a..~ck duration. Paths considered
in our modeling can only be compared for evaluation of the shortest sath it hey share the same key edges
and key nodes because the combination of these two parameters *..ags ..c breached security status of the
victim to a defined state, i.e. breaches of specific CIA tenets or .»- con bdination thereof, regardless of the

traversed path in the Bayesian attack network.
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