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A B S T R A C T

By exploiting rich personal information, Internet of Things can provide users with various customized experience and services, improving entertainment, convenience and quality for users’ life. However, unavoidably, these users suffer from serious risk of privacy leakage in the presence of untrusted service provider and malicious adversary. Game theory is treated as one of the most promising methodologies to investigate participants’ incentive, response, and behaviors and has been widely applied to design privacy preserving schemes. Nevertheless, the complex interactions among users, service provider, and adversary are not fully investigated in the existing work. What’s more, users’ social connection and interaction are ignored. In this paper, such complex interactions are modeled as a three-party game for the problem of private data trading in IoT with considering user’s social interaction in online social network. Particularly, data trading between service provider and adversary is formulated to be a Nash bargaining game, for which Nash bargaining solutions are analyzed via both theoretical analysis and numerical experiments. Our analysis can clearly illustrate data trading strategies between service provider and adversary and offer guidance for designing privacy protection scheme in IoT.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Internet of Things (IoT) has achieved rapid development and promoted many emerging applications in recent years. With ubiquitous IoT devices, about 2.5 quintillion bytes of data are produced in every day [1]. According to estimation of Ahmed et al. [2], there will be 50 billion IoT devices in 2020. When people use IoT services, a lot of sensitive and personal information is uploaded to the service providers, such as personal profiles, sensors data of mobile terminal, and photos [3]. However, usually, users are not aware of how the service provider use their data and who could access their data clearly. Untrusted service providers may sell user’s data to third-party adversaries for extra profit without user’s permission. In 2018, Facebook admitted that an App related to Cambridge Analytica to harvest personal data of up to 87 million Facebook users without their consent [4]. And some OSNs, including twitter, Myspace and LiveJournal, also share user’s personally identifiable information to third parties [5]. Moreover, the study of Enck et al. [6] found that 15 out of 30 popular network services sent user’s information to remote advertisement or analytics servers. In the presence of untrusted service providers and adversaries, IoT users are suffering from severe risk of privacy leakage.

As a new kind of IoT, social IoT (SIoT) has become popular [7,8], where the owners of IoT devices are also connected via online social network (OSN). That is, SIoT can be treated as the integration of IoT and OSN. In 2017, there are 2.46 billion social network users around the world, and it is estimated that the number of users will increase to 3.02 billion in 2021 [9]. Since OSNs contain not only various private data but also user’s social connection, even a small amount of private data could be used to infer some sensitive information; for example, Facebook Likes can be used to automatically and accurately predict highly sensitive personal attributes, including personality traits, intelligence, happiness, use of addictive substances, parental separation, age, and gender [10]. Moreover, by combining the information in OSN and other sources, adversary could acquire crucial personal data. Prior work [11] found that individual’s social security numbers could be predicted by the data from OSN and other open sources. In other words, privacy leakage in IoT can expand its security hazards through online social networks.

Meanwhile, at the age of information, users are increasingly concerned about privacy leakage and likely to react to privacy leakage once they realize it. Better understanding users’ response to privacy leakage, their strategies against privacy leakage, and data selling strategies between service provider and adversary can provide help-
ful guidelines to design privacy protection mechanism in IoT. A number of schemes have been proposed for private data trading based on game theory. In most of the existing work, only two-party game models are studied [12–16], which can not simultaneously model the complex interactions among users, service provider, and adversary. In [17,18], three-party models are formulated to study more complicated application scenarios. But, these proposed three-party models do not consider user’s social connection and interaction, their impacts on user’s decision making. Since users are strong connected rather than isolated, users’ response and behaviors would be affected by their social connection and interaction, which should be taken into account for improving user’s strategy selection. In addition, the potential threat from adversary’s attack is ignored, and the data selling strategies between service provider and adversary are simply assumed.

In this paper, we propose a three-party game framework with incorporating user’s social connection and interaction, to tackle the following challenges:

- Model complex interactions among users, service provider, and adversary in online social network for the problem of data trading with consideration of privacy leakage.
- Analyze users’ response and behaviors when sensing privacy leakage and their impacts on service provider.
- Investigate data trading strategies between service provider and adversary and their received profits.

Our study starts from the proposed game model with taking into account the three parties’ different concerns: (1) Users decide whether participate in the OSN or not based on their utility changes due to privacy leakage; (2) service provider operates online social network, collects personal data from users while thinking of whether and how to sell user’s data for extra profit; and (3) adversary selects a proper strategy to obtain user’s private data, i.e., purchasing data or attacking OSN server. Next, we utilize agent-based model (ABM) to study the network evolution when privacy leakage occurs. Based on our game model, data trading between service provider and adversary is formulated as Nash bargaining problem. Finally, to investigate Nash bargaining solution, rigorous theoretical analysis and comprehensive numerical experiments are well conducted. The major contributions of this paper are addressed below.

- To the best of our knowledge, this is the first work to study the problem of private data trading by incorporating online social network into a three-party game.
- Network evolution is simulated via agent-based model; especially, ABM is used for studying data privacy at the first time.
- Sufficient theoretical proofs and experiment results are presented to analyze Nash bargaining solution for data trading.

The remainder of this paper is organized as follows: Section 2 reviews the related literature. Section 3 introduces preliminaries of our work. The proposed game model and formulation are presented in Section 4. Section 5 describes a simulation for users’ response and behaviors based on ABM. In Section 6, the method of calculating Nash bargaining solution and the analysis of Nash bargaining results are proposed. Finally, Section 7 concludes this paper.

2. Related work

2.1. Game theory for private data trading

Game theory has been successfully applied to protect data privacy from multiple perspectives. Most of the existing work focuses on two-party game [12,13,15,19,20], and only a few studies three-party game [17,18]. In this subsection, we mainly summarize the most related work in the field of three-party game for data privacy protection.

Adl et al. [17] modeled data trading among data providers, a data collector, and a data user within a sequential game framework and used the method of backward induction to explore the game equilibrium, in which the underlying assumption is that there is only single-round interaction between the data user and the data collector. Wang et al. [18] formulated the decision-making process of the three parties, including mobile phone users, context-aware application, and malicious adversary. They respectively used extensive form game and repeated game to analyze two typical scenarios, i.e., single-round interaction and multi-round interactions among three parties.

However, in the above game models, social connection among participants (e.g., data providers and mobile phone users) and its impacts are not considered. As a matter of fact, individuals’ decision making is also affected by their social connection with others, such their friends. In this paper, user’s social connection in the OSN is taken into account for a more practical game model. Besides, the above models do not consider adversary could perform attack for private data. Indeed, individuals’ privacy may be leaked via data resale from the service provider and/or attack launched by the adversary. That is, individuals face joint threat from the service provider and the adversary, which is studied in this paper.

2.2. Online social network for individual interaction

Individuals could share their information through online social network (OSN), which in return, affects each other’s decision and behavior. To better understand individuals’ interaction and its impacts, agent-based model has been applied to investigate online social network from different aspects. In [21,22], calculation models were proposed to study knowledge sharing behaviors in e-commerce based ABM. Madey et al. [23] used agent-based model to understand the topology and evolution of SourceForge which is a collaborative social network composed of open source software developers. Walter et al. [24] studied how individuals use their trust relationships to filter the information in online social network. The major superiority of ABM over other modeling techniques can be summarized as follows: (i) Many analytic models usually need strong assumptions to be adapted to mathematical tools, but ABM does not need such assumptions. (ii) ABM simulate real-world systems in a natural way so that individuals’ behaviors could be more clearly defined.

In this paper, we apply ABM to analyze individuals’ OSN adoption strategies, individuals’ response to privacy leakage in OSN and its influence on data trading.

3. Preliminary

3.1. System model

As illustrated in Fig. 1, the data trade system consists of users, a service provider, and an adversary. The users interact with each other via an OSN. With respect to any user, more friends and/or more involved users in OSN indicate that it becomes more easily for this user to connect with friends, expand her connections, and find enjoyment through interactions within OSN, which brings a higher utility to this user. To receive the requested services, the users connected by the OSN send their IoT data to the service provider continually. However, the service provider is not always trustworthy and may sell the user’s data to the adversary without the users’ permission for extra profits, which has been confirmed by prior research [4–6]. More specifically, when selling the user’s data, the service provider has the following considerations. On one hand, if she sells too much private data, the users may realize their
privacy is leaked and then are likely to leave the OSN, which is indicated by the black user in Fig. 1. A user’s departure brings utility reduction to her friends, implying that more users may leave the OSN one after another and that the service provider eventually suffers benefit loss because of such user churn. On the other hand, if the service provider sells little private data, the payment received from the adversary would be very limited. So the service provider needs to strategically determine the amount of private data sold to the adversary for profit maximization. Meanwhile, to balance the tradeoff between the profit from the purchased private data and the payment paid to the service provider, the adversary bargains with the server provider for the accuracy and the price of data. If such data trading benefits both sides, they make a deal; otherwise, according to the attack cost and the data value, the adversary decides to attack the server or not.

For a better presentation, a summary of the notations is shown in Table 1. In this paper, \( \epsilon \in [0, 1] \) is used to denote the accuracy of data sold from the service provider. Particularly, (i) if \( \epsilon = 0 \), no user’s private data is sold; (ii) if \( \epsilon = 1 \), all users’ private data is sold; and (iii) a larger \( \epsilon \) means more user’s privacy is leaked from the service provider. Notice that the methods of determining data accuracy and the adoption of privacy protection techniques at the service provider side are out of the scope of this paper.

### 3.2. Nash bargaining solution

A bargain problem is the situation where (1) participants have conflicts of interest to come to an agreement, (2) they possibly conclude an agreement which benefits both sides, and (3) no participant can be compelled to reach an agreement [25]. In the one-by-one bargaining problem, we assume that each player \( i \) has his own preference, represented by a utility function \( u_i \) over \( X \cup D \), in which \( X \) is the set of all the possible outcomes of bargaining and \( D \) is the set of disagreement outcomes. Then the possible pairs of utility function are as follows:

\[
U = \{(v_1, v_2) \mid v_1 = u_1(x), v_2 = u_2(x) \text{ and } x \in X \} \text{ and } d = (u_1(D), u_2(D)).
\]

A pair \((U, d)\) is called a bargainning solution, where \( U \subset \mathbb{R}^2 \) and \( d \in U \). According to Nash Jr [26], if a bargaining outcome simultaneously satisfies four properties, including Pareto efficiency, symmetry, invariance to affine transformations, and independence of irrelevant alternatives, such outcome is called Nash bargaining solution that is unique and formally defined in Definition 1.

**Definition 1.** A pair of payoffs \((v_1, v_2)\) is a Nash bargaining solution if it solves the following optimization problem:

\[
\max_{(v_1, v_2)} (v_1 - d_1)(v_2 - d_2), \\
\text{s.t.} \quad (v_1, v_2) \in U, \\
(v_1, v_2) > (d_1, d_2).
\]

### 4. Game model and formulation

In this section, the complex interactions among the users, the service provider, and the adversary are formulated as a three-party game.

#### 4.1. User model

It is shown that an individual intends to use an OSN once it contains a significant number of participators [27]. If such a number is too small or too large, the impact of one user’s participation and departure on the other remaining participators’ utilities is very limited and even can be ignored. Accordingly, each user’s benefit coming from the number of users in the OSN can be estimated via the following Sigmoid function.

\[
f_1(N) = \frac{1 + e^{-(N-\beta_1)}}{1 + e^{-\alpha_1(N-\beta_1)}},
\]

where \( \alpha_1 \) determines the steepness of the function and \( \beta_1 \) is the \( x \)-coordinate of the symmetric point of the function.

The number of a user’s friends in an OSN is another important factor affecting people’s decision to adopt the OSN, because the main purpose of most people to join an OSN is communicating with friends easily [28]. For each user, the benefit brought by the number of her friends has a marginal decreasing effect; that is, as the number of her friends in the OSN increases, the benefit of a new friend’s participation decreases. Formally, each user’s benefit from her friends in the OSN can be computed as follows:

\[
f_2(N_i) = \frac{2}{1 + e^{-0.2N_i}} - 1.
\]
in which $\alpha_2$ represents the steepness of the function.

In addition, people's desire of using an OSN is also influenced by additional services from the OSN [29]. Many OSNs provide additional services that are not related to the social function, such as querying stock price service and news feeds. However, OSNs also consume user's resources; for instance, APPs cost electric energy and storage space of mobile phones. Suppose that in OSNs, each user can obtain a utility, denoted by $U_{\text{add}}$. Consisting of the benefit generated from additional services and the cost of using these additional services.

With respect to privacy leakage from the OSN, the users can be classified into two types: (1) The users who know their privacy is leaked; and (2) the users who don't know that. Formally, a binary variable $d_i$ is used to imply the type of a user. More specifically, if $i$-th user realizes her privacy leakage, $d_i = 1$; otherwise, $d_i = 0$. Since the preference for preserving data privacy varies in person, we denote $f_i \in [0, 1]$ as privacy preference degree of $i$-th user to indicate the weight of privacy in $i$-th user's utility function, which will be investigated in the next section. In conclusion, $i$-th user's utility function is formulated as:

$$U_i(N, N_i, \varepsilon) = \theta_1 f_1(N) + \theta_2 f_2(N_i) + U_{\text{add}} - \theta_3 d_i f_i \varepsilon,$$  

(4)

where $\theta_1$, $\theta_2$ and $\theta_3$ are the weight parameters. If $U_i(N, N_i, \varepsilon) \geq 0$, $i$-th user continues to stay in the OSN; otherwise, she leaves the OSN.

4.2. Service provider model

A service provider is an entity who provides OSN service to users while collecting users' personal data. In reality, a service provider is not always trusted and may sell users' data to a third party (i.e., the adversary) for extra profits. The service provider's profit includes the benefit from operating the OSN and the income from selling private data. The income of data sales can be increased if (i) the number of users in the OSN is larger; and/or (ii) the accuracy degree of traded data is higher. However, as the accuracy degree of traded data increases, the number of users in the OSN may be reduced, because it becomes more easily for more users to learn privacy leakage. Thus, to maximize the received utility, the service provider should balance the trade-off between the income of data sales and the benefit loss of user churn. As aforementioned, the adversary may either purchase user's data from the service provider or launch attacks to retrieve user's data. Correspondingly, the service provider faces two possible scenarios.

Scenario 1: Adversary purchases data. Let $\nu$ denote the average price of users to the service provider and $N_{\text{ NSF}}(\varepsilon)$ be the number of users in the OSN after the service provider sells their data with an accuracy degree $\varepsilon$. In this scenario, the service provider's benefit from users is $\nu N_{\text{ NSF}}(\varepsilon)$ and the income from data trading is $b$. Accordingly, her utility can be computed as

$$U_{s1}(b, \varepsilon) = \nu N_{\text{ NSF}}(\varepsilon) + b.$$  

(5)

Scenario 2: Adversary launches attack. Suppose that the adversary can obtain all the accurate data when launching attack towards the OSN, which indicates the privacy leakage in the worst case. In this scenario, the number of users in the OSN after privacy leakage is $N_{\text{ NSF}}(1)$, and the service provider's utility is calculated as follows.

$$U_{s2}(b, \varepsilon) = \nu N_{\text{ NSF}}(1).$$  

(6)

By combining the above two scenarios, the service provider's expected utility is obtained from Eq. (7).

$$U_i(d_{\text{att}}, b, \varepsilon) = (1 - d_{\text{att}})(b + \nu N_{\text{ NSF}}(\varepsilon)) + d_{\text{att}}\nu N_{\text{ NSF}}(1),$$  

(7)

in which $d_{\text{att}} \in [0, 1]$ represents the adversary's decision variable. If the adversary decides to attack the OSN, $d_{\text{att}} = 1$; otherwise, $d_{\text{att}} = 0$.

4.3. Adversary model

An adversary is an entity interested in obtaining personal information for his purposes, such as analyzing people's behavior pattern and pushing individual advertisement. The adversary can obtain the OSN user's data by either purchasing it from the service provider or attacking the OSN. When trading data with the service provider, the adversary would like to get accurate data with less money. But, a higher data accuracy degree usually means a larger payment. Therefore, to receive the maximum utility, the adversary tries to bargain with the service provider regarding data accuracy degree as well as the data price. Meanwhile, the adversary possesses capability attack the OSN server for all the accurate data. If the attack cost is smaller than the data value, the adversary would launch attacks once the bargaining breaks down; otherwise, the adversary does not perform any attack. According to the adversary's strategies, there are two scenarios.

Scenario 1: Adversary purchases data. The adversary purchases user data from the service provider. In this paper, we assume that the service provider just need to consider whether sell all users' data or not, and the service provider's decision on the amount of data for sales will be studied in our future work. Let $\omega$ denote the monetary value of each accurate data record to the adversary, and the total value of accurate data is $\omega N_{\text{ NSF}}$. Moreover, with considering the accuracy degree, $\varepsilon$, of data sold from the service provider, the data value is expressed to be $\omega \varepsilon N_{\text{ NSF}}$. Thus, the adversary's received utility is computed as

$$U_{a1}(b, \varepsilon) = \omega \varepsilon N_{\text{ NSF}} - b.$$  

(8)

where $b$ is the data price paid from the adversary to the service provider.

Scenario 2: Adversary launches attack. The adversary attacks the OSN server for users' data. Because the adversary can get all the fully accurate data, her profit is $\omega N_{\text{ NSF}}$ and can obtain the following utility.

$$U_{a2}(b, \varepsilon) = \omega N_{\text{ NSF}} - c.$$  

(9)

in which $c$ represents the attack cost.

To sum up, the adversary's expected utility is

$$U_{a}(d_{\text{att}}, b, \varepsilon) = d_{\text{att}}(\omega N_{\text{ NSF}} - c) + (1 - d_{\text{att}})(\omega \varepsilon N_{\text{ NSF}} - b).$$  

(10)

5. User's response to privacy leakage

Based on the above game model, in this section, we generate an Agent-based Model to simulate the network evolution with considering privacy leakage. Agent-based model could help us to understand complex and dynamics systems [30] as it describes the autonomy and interaction of systems and brings micro-level results to macro-level conclusions. Then, we deeply investigate the impacts of network parameters on the number of users in the OSN.

5.1. Information diffusion model

When the adversary attacks the users using their personal information, the users may be able to aware of privacy leakage based on the attack activities [31]. For example, if a user frequently receives advertisements closely related to her private information in the OSN, she may believe that her personal data is leaked from the OSN. Let $N_{\text{ start}}$ be the number of users who initially realize privacy leakage by themselves, and the value of $N_{\text{ start}}$ can be determined as follows.

$$N_{\text{ start}}(\varepsilon) = \left[\frac{e^{\psi k} - 1}{e^{\psi} - 1}N_{\text{ NSF}}\right].$$  

(11)

where $k$ is user's sensitivity degree about privacy leakage, i.e. how sensitive a user could be aware of privacy leakage. And $e^{\psi}$ is used
to normalized the value of $\frac{e^k - 1}{e^c}$ into the range $[0, 1]$. Moreover, $\frac{e^k - 1}{e^c}$ represents the probability that a user learns privacy leakage by herself with data accuracy degree $\epsilon$, and this probability grows at an exponential rate with the increase of data accuracy degree. Then, the information about privacy leakage diffuses from these initial $N_{start}$ users along the connections within the OSN based on the weighted cascade model [32]. The information spreads and the network structure correspondingly changes once in every unit time slot.

In the OSN, if i-th user does not know privacy leakage and her friend, j-th user, knows this in round $t - 1$, the probability that i-th user begins to learn privacy leakage through j-th user in round $t$ is $1/N_j$ where $N_j$ is the number of i-th user’s friends. In the weighted cascade model, the probability that different users persuade a common friend is independent, and a user only attempts to persuade her friends in the next round after knowing privacy leakage. So, the probability that i-th user starts to realize privacy leakage in the round $t$ is

$$P_i(t) = 1 - \left(1 - \frac{1}{N_j}\right)^{N_j}.$$  \hfill (12)

### 5.2. Simulation setting

As social network is a type of scale-free network [33], Barabási–Albert (BA) model can be adopted to generate a scale-free network for our simulations. When using the BA model to generate a scale-free network containing $N = 3000$ users, we first randomly connect $M_0 = 10$ initial nodes and then add the remaining $N - M_0$ nodes to network one by one; especially, the probability of each new node connecting to the nodes existing in the network is proportional to the degree of the existing nodes.

In this paper, we investigate three typical kinds of distribution of $r_i$: (1) The first one is Beta distribution with shape parameters $(0.149, 0.109)$, which is considered the closest to the actual survey results with respect to user’s privacy preference [34]. (2) The second one is Gaussian distribution with mean value being 0.5 and standard deviation being 0.1938. Because $r_i$ is in $[0, 1]$, the generated $r_i$ will be discard if $r_i \notin [0, 1]$. (3) The last one is uniform distribution over the interval $[0, 1]$.

In the simulation experiments, the network parameters are set as follows. According to the behavioral research [35], we set $\theta_1 = 0.122$ and $\theta_2 = 0.5036$. The remaining setting is: $\theta_1 = 1$, $\alpha_1 = 0.003$, $\beta_1 = 1500$, $\alpha_2 = 0.6$, $\lambda = 0.2$, $\psi = 8$, and $\mu_{std} = -0.12$.

At the beginning of the simulation, all the users are in the OSN. Then, as time goes by, each user has an opportunity to make decision (i.e., stay or leave) in each time slot. Thus, each user’s utility changes correspondingly in each time slot and will leave the OSN when her received utility is less than 0.

### 5.3. Simulation results

In each scenario, to mitigate the impact of random parameters, $N_{gft}$ is the average of 100 experiment results.

**Impact of accuracy degree of traded data.** To examine the impact of data accuracy on $N_{gft}$, $\epsilon$ is increased from 0 to 1 with an interval of 0.05, and the remaining parameters are fixed. From Fig. 2, as $\epsilon$ increases from 0 to 1, $N_{gft}$ is gradually reduced from $N_{gft}$ to a constant value. In particular, when $\epsilon$ is small enough, almost no user realizes privacy leakage, and thus all the users stay in the OSN; but, if $\epsilon$ is big enough, almost all the users are able to aware of privacy leakage then the OSN, which is indicated via Fig. 2(b) and (c).

**Impact of user’s sensitivity.** The mean values of $N_{gft}$ under different scenarios are presented in Fig. 2. The results of Fig. 2 indicate that more users decide to leave the OSN when $k$ becomes bigger. This is because with a higher sensitivity degree, it is much easier for the users to sense privacy leakage and then leave the OSN.

**Impact of distribution of $r_i$.** Fig. 2 also shows the impact of different distributions of $r_i$. In Fig. 2(a) where $r_i$ follows Beta distribution, $N_{gft}$ is finally decreased to about 500. When $r_i$ is drawn from Beta distribution with shape parameters $(0.149, 0.109)$, the probability of $r_i$ close to 0 or 1 is big and that of $r_i$ around 0.5 is small. This means a lot of users do not care about their data privacy, so these users still stay in the OSN even if they realize privacy leakage. While, in Fig. 2(b) and (c) where $r_i$ is respectively generated from Gaussian distribution and uniform distribution, the mean values of $N_{gft}$ are reduced to 0, i.e., all the users leave the OSN.

In this paper, we assume $N_{start}$ users who realize privacy leakage by themselves are the information dissemination sources and set the values of $N_{start}$ randomly in each round. Under Beta distribution with shape parameters $(0.149, 0.109)$, most of user’s sensitivity degrees are around 0 or 1. Regardless of the selection of $N_{start}$, the users whose $r_i$ is close to 0 stay in the OSN with a high probability, but the users whose $r_i$ is close to 1 are highly likely to leave the OSN. While under Gaussian distribution and uniform distribution, most of user’s sensitivity degrees, $r_i$, are around 0.5, so the user’s departure is severely affected by the selection of $N_{start}$. In other words, Gaussian distribution and uniform distribution make user’s departure decision more random than Beta distribution, resulting in a large standard deviation in $N_{gft}$, as shown in Fig. 3.

**Impact of weight of privacy leakage cost.** In this scenario, to check the influence of $\theta_2$, the value of $k$ is fixed at 6, and the results are presented in Fig. 4. With a larger $\theta_2$, the cost of privacy leakage is higher, the corresponding user utility is lower, and thus the users are more likely to leave the OSN.

### 6. Game analysis based on Nash bargaining

In this section, we investigate the bargaining interaction between the service provider and the adversary and their bargaining outcomes.

#### 6.1. Theoretical analysis of Nash bargaining problem

Recall that the Nash bargaining result can be obtained by solving the optimization problem Eq. (1). Specifically, the adversary would take action according to the following two scenarios. (1)** Scenario A: High attack cost.** The adversary’s attack cost is more than the value of all the accurate data, i.e., $c > \alpha N_{gft}$. In this scenario, the adversary will not attack the OSN server if the bargaining fails. (2)** Scenario B: Low attack cost.** The attack cost is less than the value of all the accurate data; that is, $c < \alpha N_{gft}$. Therefore, the adversary will attack the OSN server if the bargaining fails. In this subsection, the Nash bargaining problem of data trading between the service provider and the adversary are solved according to the above two scenarios.

**Scenario A:** The adversary will not attack the OSN server after the bargaining breaks down. Consequently, the Nash bargaining problem can be formulated via Eq. (13a).

$$\max_{(b, c)} \left( U_a(0, b, c) - U_a(0, 0, 0) \right) \left( U_i(0, b, c) - U_i(0, 0, 0) \right). \hfill (13a)$$

$$s.t \ \ U_a(0, b, c) \geq U_a(0, 0, 0). \hfill (13b)$$

$$U_i(0, b, c) \geq U_i(0, 0, 0). \hfill (13c)$$

$$0 \leq b \leq c. \hfill (13d)$$

$$0 \leq c \leq 1. \hfill (13e)$$
By respectively substituting Eqs. (10) and (7) for $U_a$ and $U_b$, Eq. (13a) can be equivalently rewritten as

$$
\max_{(b, \varepsilon)} (\omega \varepsilon N_{bef} - b) (b + v(N_{aft}(\varepsilon) - N_{bef})),
$$

subject to

$$\omega \varepsilon N_{bef} - b \geq 0,$$

$$b + v(N_{aft}(\varepsilon) - N_{bef}) \geq 0,$$

$$0 \leq b \leq \varepsilon,$$

$$0 \leq \varepsilon \leq 1.$$

In this scenario, because $c \geq \omega N_{bef}$ and $0 \leq \varepsilon \leq 1$, we have $c \geq \omega N_{bef}$. Therefore, $b \leq c$ if $b$ satisfies Eq. (14b). In addition, $N_{bef} \geq N_{aft}(\varepsilon)$, thus $v(N_{bef} - N_{aft}(\varepsilon)) \geq 0$; that is, $b \geq 0$ if $b$ satisfies Eq. (14c). As a result, we can further simplified the optimization problem Eq. (14) as Eq. (15b) by removing constraint Eq. (14d).

$$\max_{(b, \varepsilon)} f(b, \varepsilon) = (\omega \varepsilon N_{bef} - b) (b + v(N_{aft}(\varepsilon) - N_{bef})),
$$

subject to

$$\omega \varepsilon N_{bef} - b \geq 0,$$

$$b + v(N_{aft}(\varepsilon) - N_{bef}) \geq 0,$$

$$0 \leq b \leq \varepsilon,$$

$$0 \leq \varepsilon \leq 1.$$

Theorem 1. If $v > 0$, $\omega > 0$, $\varepsilon \geq \omega N_{bef}$, $N_{aft}(\varepsilon)$ is a non-increasing function and its maximum value is $N_{bef}$ in $[0, 1]$, we can obtain $\varepsilon^*$ by solving optimization problem Eq. (16b) and compute $\frac{b^*}{v} = \frac{1}{2} (\omega \varepsilon N_{bef} + v(N_{bef} - N_{aft}(\varepsilon^*)))$ for Eq. (15b), where $(b^*, \varepsilon^*)$ represents an optimal solution to Eq. (15b).

$$\max_{\varepsilon} \frac{1}{4} (\omega \varepsilon N_{bef} - v(N_{bef} - N_{aft}(\varepsilon)))^2,$$

subject to

$$N_{aft}(\varepsilon) \geq N_{bef} - \frac{\omega \varepsilon N_{bef}}{v},$$

$$0 \leq \varepsilon \leq 1.$$
\[
N_{aft}(\epsilon) = N_{bef} - \frac{\omega \epsilon N_{bef}}{v},
\]
which is equivalent to an attack cost of \(N_{bef}(\epsilon)\) and \(l_1\). According to Eq. (18) and (20b), for any feasible solution \(\epsilon\), its x-coordinate is within \([0, 1]\) and the corresponding value of \(N_{aft}(\epsilon)\) is above line \(l_1\). As shown in Fig. 5(a), the feasible regions of \(\epsilon\) are marked on x-axis. To find an optimal solution \(\epsilon^*\), we parallel move line \(l_1\) up along y-axis until the y-intercept of \(l_1\) is maximum while keeping the set of intersection points of \(N_{aft}(\epsilon)\) and \(l_1\) non-empty. When such movement stops (see line \(l_2\) in Fig. 5(a)), the x-coordinate of each intersection point of \(N_{aft}(\epsilon)\) and \(l_1\) is an optimal solution to Eq. (16b).

**Scenario B:** The adversary chooses to attack the OSN server if the bargaining breaks down, in which the corresponding Nash bargaining problem is formally expressed in Eq. (22a).

\[
\max_{(b, c)} \left( U_a(0, b, c) - U_b(1, b, c) \right)(U_a(0, b, c) - U_b(1, b, c)).
\]

s.t. \(U_a(0, b, c) - U_b(1, b, c) \geq 0\), \(U_a(0, b, c) - U_b(1, b, c) \geq 0\), \(0 \leq b \leq c\), \(0 \leq c \leq 1\). \hspace{1cm} (22a)

Then, Eq. (22a) can be rewritten to be Eq. (23a) by replacing Eqs. (10) and (7) with \(U_a\) and \(U_b\), respectively.

\[
\max_{(b, c)} \left( (\epsilon - 1)\omega N_{bef} - b + c \right)(b + v(N_{aft}(\epsilon) - N_{aft}(1))).
\]

s.t. \((\epsilon - 1)\omega N_{bef} - b + c \geq 0\), \(b + v(N_{aft}(\epsilon) - N_{aft}(1)) \geq 0\), \(0 \leq b \leq c\), \(0 \leq c \leq 1\). \hspace{1cm} (23a)

The expressions of \(N_{aft}(\epsilon)\) might be various in different scenarios, such as first order piecewise functions and second order piecewise functions. Thus, to compute \(\epsilon^*\) effectively, we propose a method to solve Eq. (20a) in the following. By setting \(\omega \epsilon N_{bef} - v(N_{bef} - N_{aft}(\epsilon)) = A\), we can calculate the explicit expression of \(N_{aft}(\epsilon)\) from Eq. (20a), i.e.,

\[
N_{aft}(\epsilon) = N_{bef} - \frac{\omega \epsilon N_{bef}}{v} + \frac{A + \omega N_{bef}}{v}.
\]

Next, Fig. 5(a) is used to illustrate our method, where the black solid curve represents the function \(N_{aft}(\epsilon)\) and the slope-intercept form of line \(l_1\) is \(y_1 = \frac{-\omega \epsilon N_{bef}}{v}x_1 + N_{bef}\). The solution of Eq. (20a) can be identified based on the intersection point(s) of \(N_{aft}(\epsilon)\) and \(l_1\). According to Eq. (20c) and (20b), for any feasible solution \(\epsilon\), its x-coordinate is within \([0, 1]\) and the corresponding value of \(N_{aft}(\epsilon)\) is above line \(l_1\). As shown in Fig. 5(a), the feasible regions of \(\epsilon\) are marked on x-axis. To find an optimal solution \(\epsilon^*\), we parallel move line \(l_1\) up along y-axis until the y-intercept of \(l_1\) is maximum while keeping the set of intersection points of \(N_{aft}(\epsilon)\) and \(l_1\) non-empty. When such movement stops (see line \(l_2\) in Fig. 5(a)), the x-coordinate of each intersection point of \(N_{aft}(\epsilon)\) and \(l_1\) is an optimal solution to Eq. (16b).
\[ 0 \leq \varepsilon \leq 1. \]

**Theorem 2.** If \( v > 0, \ \omega > 0, 0 < c \leq \omega N_{\text{def}} \), \( N_{\text{def}}(\varepsilon) \) is a non-increasing function and its maximum value is \( N_{\text{def}} \) in \([0, 1]\), we can obtain \( \varepsilon^* \) by solving optimization problem Eq. (25a) and calculate \( b^* = \frac{1}{2}((\varepsilon^* - 1)N_{\text{def}} + c + v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon^*))) \) for Eq. (24a), in which \((b^*, \varepsilon^*) \) is an optimal solution to Eq. (24a).

\[
\begin{align*}
\max \quad & \frac{1}{4}((\varepsilon - 1)\omega N_{\text{def}} + c - v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon)))^2, \\
\text{s.t.} \quad & N_{\text{def}}(\varepsilon) \geq N_{\text{def}}(1) - \frac{c + (\varepsilon - 1)\omega N_{\text{def}}}{v}, \\
& N_{\text{def}}(\varepsilon) \leq N_{\text{def}}(1) + \frac{c + (\varepsilon - 1)\omega N_{\text{def}}}{v}, \\
& 1 - \frac{c}{\omega N_{\text{def}}} \leq \varepsilon \leq 1.
\end{align*}
\]

**Proof.** From Eq. (24b), \( \varepsilon \) in any feasible solution of Eq. (24a) must meet

\[
\varepsilon \geq 1 - \frac{c}{\omega N_{\text{def}}}. \tag{26}
\]

Then, by fixing \( \varepsilon \) at a constant value \( \varepsilon_0 \), \( h(b, \varepsilon_0) \) becomes a quadratic function of \( b \). According to constraint Eq. (24b), we obtain the values of \( b \) to maximize \( h(b, \varepsilon_0) \), which is computed in Eq. (27).

\[
b = \begin{cases} 
\hat{b}, & \text{if } \hat{b} \in [0, c + (\varepsilon_0 - 1)\omega N_{\text{def}}]; \\
\hat{b} + c & \text{if } \hat{b} + c > c + (\varepsilon_0 - 1)\omega N_{\text{def}}; \\
0, & \text{if } \hat{b} < 0;
\end{cases} \tag{27}
\]

where \( \hat{b} = \frac{1}{2}((\varepsilon_0 - 1)\omega N_{\text{def}} + c + v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon_0))). \)

Notice that when \( b = 0 \) and \( b = c + (\varepsilon_0 - 1)\omega N_{\text{def}} \), the corresponding values of \( h(b, \varepsilon_0) \) are non-positive. But, there exist a feasible solution \((\hat{b}, 1)\) such that \( h(\hat{b}, 1) = \frac{c^2}{4} > 0 \). Thus, for any \( \varepsilon_0 \in [0, 1] \), \((0, \varepsilon_0) \) and \((c + (\varepsilon_0 - 1)\omega N_{\text{def}}) \) are not optimal solutions. Therefore, we just need to consider the case where \( b \in [0, c + (\varepsilon_0 - 1)\omega N_{\text{def}}] \). Accordingly, for \( \varepsilon_0 \), we have the following requirement.

\[
N_{\text{def}}(1) - \frac{c + (\varepsilon_0 - 1)\omega N_{\text{def}}}{v} \leq N_{\text{def}}(\varepsilon_0) \leq N_{\text{def}}(1) + \frac{c + (\varepsilon_0 - 1)\omega N_{\text{def}}}{v}. \tag{28}
\]

By substituting \( \hat{b} \) for \( b \) in \( h(b, \varepsilon_0) \), we get:

\[
h(\varepsilon_0) = \frac{1}{4}((\varepsilon_0 - 1)\omega N_{\text{def}} + c - v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon_0)))^2. \tag{29}
\]

Because \( h(\varepsilon_0) = \max_b h(b, \varepsilon_0) \) for a general case, we have

\[
\max_b h(b, \varepsilon) = \max_b h(b, \varepsilon_0) = \max_b h(b, \varepsilon). \tag{30}
\]

That is, \( \max_b h(b, \varepsilon) \) and \( \max h(b, \varepsilon) \) can achieve the same maximum value with same \( \varepsilon^* \) if \( b \) is in the constraints of the two objective functions are equivalent. From Eqs. (24a), (26), and (28), we obtain Eq. (25a), in which the constraints of Eq. (25a) and those of Eq. (24a) are equivalent.

Thus, Eqs. (25a) and (24a) have the same maximum value at \((b^*, \varepsilon^*)\) where \( b^* = \frac{1}{2}(\omega \varepsilon^* N_{\text{def}} + v(N_{\text{def}} - N_{\text{def}}(\varepsilon^*))). \)

Theorem 2 indicates that the Nash bargaining problem Eq. (24a) can be solved via a simplified problem Eq. (25a). The approach for solving Eq. (25a) is similar to that for solving Eq. (16b), which is addressed as follows. Since \( \varepsilon \) satisfies Eq. (25d), \( (\varepsilon - 1)N_{\text{def}} + c - v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon)) > 0 \) and Eq. (30a) is obtained for computation simplicity.

\[
\begin{align*}
\max & \quad \varepsilon \quad \frac{(\varepsilon - 1)\omega N_{\text{def}} + c - v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon))}{v}, \\
\text{s.t.} & \quad N_{\text{def}}(\varepsilon) \leq N_{\text{def}}(1) - \frac{c + (\varepsilon - 1)\omega N_{\text{def}}}{v}, \\
& \quad N_{\text{def}}(\varepsilon) \geq N_{\text{def}}(1) - \frac{c + (\varepsilon - 1)\omega N_{\text{def}}}{v}, \\
& \quad 1 - \frac{c}{\omega N_{\text{def}}} \leq \varepsilon \leq 1.
\end{align*}
\]

Let \( (\varepsilon - 1)\omega N_{\text{def}} + c - v(N_{\text{def}}(1) - N_{\text{def}}(\varepsilon)) = B \). Then, we have

\[
N_{\text{def}}(\varepsilon) = -\frac{\omega \varepsilon N_{\text{def}}}{v} + N_{\text{def}}(1) + \frac{B + \omega \varepsilon N_{\text{def}} - c}{v}. \tag{31}
\]

An illustrative example is presented in Fig. 5(b), where the black solid curve is the function \( N_{\text{def}}(\varepsilon) \). The slope-intercept form of each line is: (1) \( l_1 \); \( x = 1 - \frac{\varepsilon x}{\omega N_{\text{def}}} \); (2) \( l_2 \); \( y = -\frac{\omega N_{\text{def}}}{v}x + N_{\text{def}}(1) - \frac{\varepsilon}{\omega N_{\text{def}}} \) (i.e., it runs through the point \((1, N_{\text{def}}(1) - \frac{\varepsilon}{\omega N_{\text{def}}})\)); and (3) \( l_3 \); \( y = -\frac{\omega N_{\text{def}}}{v}x + N_{\text{def}}(1) + \frac{\varepsilon}{\omega N_{\text{def}}} - \frac{\omega N_{\text{def}}}{v} \) (i.e., it runs through the point \((1, N_{\text{def}}(1) + \frac{\varepsilon}{\omega N_{\text{def}}})\)). According to Eq. (25a), for any feasible solution \( \varepsilon \), its x-coordinate is within \([1 - \frac{c}{\omega N_{\text{def}}}, 1]\) and the corresponding value of \( N_{\text{def}}(\varepsilon) \) is above line \( l_2 \) but below line \( l_1 \), which is indicated by in Fig. 5(b).

Then, to find an optimal solution \( \varepsilon^* \), we parallel move line \( l_2 \) up along y-axis while the x-interpret of \( l_2 \) is maximum while keeping the set of intersection points of \( N_{\text{def}}(\varepsilon) \) and \( l_2 \) non-empty. When such movement stops (see line \( l_4 \) in Fig. 5(b)), the x-coordinate of each intersection point of \( N_{\text{def}}(\varepsilon) \) and \( l_2 \) is an optimal solution to Eq. (25a).

6.2. Numerical analysis of game results

The results of \( N_{\text{def}} \) in Section 5.3 can be fitted using a piecewise function that consists of linear and quadratic functions as shown in Fig. 6, where the setting of network parameters is the same as that
in Section 5.3 and the fitted results are presented in Appendix A. In this subsection, we calculate $\varepsilon^*$ by substituting the fitted equations for $N_{df}(\varepsilon)$ in Eqs. (16b) and (25a).

First, we study the relationship between $\omega/v$ and $\varepsilon^*$ under Scenario A, report the results in Fig. 7, and detail our observations as follows.

1. When $\omega/v$ changes from 0 to 1, $\varepsilon^*$ is always positive. This indicates that user’s data is successfully sold from the service provider to the adversary, i.e., such malicious data sales can benefit both the service provider and the adversary.

2. As $\omega/v$ increases from 0 to 1, $\varepsilon^*$ is increased. A larger $\omega/v$ means that user’s data has a higher value and brings more profits to the adversary, leading to a higher data price $b$. Thus, more accurate data is traded to benefit both the service provider and the adversary.

3. There exists a certain value, e.g., 1.02 in Fig. 7(a) and (b). On one hand, when $\omega/v$ is smaller than such certain value, the accuracy degree of traded data with $\theta_3 = 0.4$ is higher than that of traded data with $\theta_3 = 1$. Note that $\theta_3$ is the weight of privacy leakage cost at the user side. With a small $\omega/v$, selling user’s data to the adversary yields a small profit (i.e., $b$ may be small).
to the service provider but a relatively large cost to the users. Thus, to avoid big decrease in the number of users, the service provider would sell less accurate data if $\theta_3$ is larger, which is consistent with the results of Fig. 6.

On the other hand, when $\omega/v$ is bigger than such certain value, the accuracy degree of traded data with $\theta_3 = 0.4$ is lower than that of traded data with $\theta_3 = 1$. With a big $\omega/v$, for the service provider, the payment received from data sales is higher enough to compensate the profit loss brought by user churn. Moreover, when $\varepsilon$ and $\theta_3$ increase, Fig. 6 shows that the decrease rate of the number of users is reduced, which means the decrease of the number of users is small even if the service provider sells more accurate data. Thus the growth rate of received payment becomes higher than the growth rate of profit loss. As a result, if $\theta_3$ is bigger, the service provider can earn more by selling more accurate data. This phenomenon indicates that in some situations the users' attention to privacy is not beneficial to their privacy protection, and the panic leaving OSN after privacy leaked may lead to more serious leakage of user's privacy.

Second, we focus on the impacts of $\omega/v$ and $c/v$ on $\varepsilon^*$ under scenario B and show the experiment results in Fig. 8 with the following analysis.

1. The accuracy degree of traded data, $\varepsilon^*$, reduces when $\omega/v$ decreases and $c/v$ increases. The reason is that less accurate data is leaked from the OSN if the value of user's data is smaller to the adversary and/or the attack cost is higher. This indicates that we can protect user's privacy by increasing attack cost at the adversary side and/or enhancing the value of user's data at the service provider side.

2. As shown in Fig. 8, even if $c/v$ is enlarged to 8000 and $\omega/v$ approaches 0, $\varepsilon^*$ is still more than 0, implying that trading user's private data can benefit the service provider and the adversary.

3. In Fig. 8, the curve surface with $\theta = 1$ is above the curve surface with $\theta = 0.4$ in some regions but such situation changes in some other regions, for which the reasons and inspirations are the same as those for Observation 3 in Fig. 7.

Finally, we look into the impacts of data price $b$ and data accuracy degree $\varepsilon$ on the benefits of data trading. From the definition of Nash bargain problem, one can see that the value of the objective function indicates the benefits of the involved players when bargaining successes; that is, in our data trading problem, this implies how data trading benefits the service provider and the adversary.

In Scenario A, the simulation setting is: $\omega = 1.5$, $v = 1$, $\theta_3 = 0.4$, and $r_i$ follows Gaussian distribution. Then, to examine the impacts of data price and data accuracy, we calculate $f(b, \varepsilon)$ with $b$ varying in [0,4000] and $\varepsilon$ varying in [0, 1] and present the results in Fig. 9(a). As the red point in Fig. 9(a) shows, $f(b, \varepsilon)$ is maximized when $(b, \varepsilon) = (1634.5, 0.61)$, which is consistent with the calculation result of Eq. (20a). In particular, for each fixed $b$, $f(b, \varepsilon)$ is a convex function of $\varepsilon$, which means there is at least one $\varepsilon$ such that $f(b, \varepsilon)$ is maximized.

Similarly, in Scenario B, $\omega = 0.5$, $v = 1$, $\theta_3 = 0.4$ and $r_i$ follows Gaussian distribution. For all $b \in [0, 4000]$ and $\varepsilon \in [0, 1]$, the values of $h(b, \varepsilon)$ are obtained and shown in Fig. 9(b). When $(b, \varepsilon) = (2139.4, 0.458)$, $h(b, \varepsilon)$ achieves its maximum value indicated by the red point in Fig. 9(b). Particularly, for any fixed $b$, $h(b, \varepsilon)$ is a convex function of $\varepsilon$, indicating that there exist at least one $\varepsilon$ such that $h(b, \varepsilon)$ is maximized.

The relationship between $\varepsilon$ and $f(b, \varepsilon)$ (or $h(b, \varepsilon)$) indicates that the service provider needs to deal with the trade-off between the income of data sales and the benefit loss of user churn by selecting an appropriate quality (e.g., accuracy degree) for traded data.

According to the above analyze of experimental results, we can obtain some critical findings for protecting user data privacy, which are detailed as follows:

1. User's personal data is under serious threat and is highly possible sold by service providers, because trading user's private data could always benefit the service provider and the adversary.

2. If the value of one user's data to service provider is larger or the cost of attacking OSN server is higher, user's personal data would be protected better.

3. In some situations, the users' privacy concern may not be beneficial to their privacy protection, and scare leaving OSNs after privacy leakage may lead to more serious leakage of user's privacy. The Observation 3 in both Scenario A and Scenario B shows that the service provider sells a little privacy could incur huge customer churn and thus almost gives up the income from operating the network and mainly earns profit by selling completely accurate data.

7. Conclusion

Privacy leakage is a severe threat to users in IoT and its harm can be expanded through online social networks. This paper formulates the complex interactions among users, service provider and adversary as a three-party game to study data privacy protection with considering user's social connection and interaction. To observe network evolution when privacy is leaked, a simulation is built based on agent-based model. To obtain the Nash bargaining outcomes of data trading problem, thorough theoretical analysis is
Appendix A. Expression of fitting function

(1) Fitting function, \(N_{\text{af}}(\varepsilon)\), when \(\theta_3 = 0.4\) and \(r_1\) follows Beta distribution:

\[
N_{\text{af}}(\varepsilon) = \frac{3000}{-68211.4 + 27555.95} \quad 0 \leq \varepsilon \leq 0.36
\]

(2) Fitting function, \(N_{\text{af}}(\varepsilon)\), when \(\theta_3 = 1\) and \(r_1\) follows Beta distribution:

\[
N_{\text{af}}(\varepsilon) = \frac{227619.02e^2 - 92445.85e + 11481.09}{14.9 \leq \varepsilon \leq 0.22}
\]

(3) Fitting function, \(N_{\text{af}}(\varepsilon)\), when \(\theta_3 = 0.4\) and \(r_1\) follows Gaussian distribution:

\[
N_{\text{af}}(\varepsilon) = \frac{-8.92e + 3000}{0 \leq \varepsilon \leq 0.38}
\]

(4) Fitting function, \(N_{\text{af}}(\varepsilon)\), when \(\theta_3 = 1\) and \(r_1\) follows Gaussian distribution:

\[
N_{\text{af}}(\varepsilon) = \frac{-63135.81e^2 + 19575.63e + 1500.4}{0.14 \leq \varepsilon \leq 0.27}
\]
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