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This article combines the most fierce concept "Internet Plus" in modern era , From the perspective of "Internet Plus", it discusses 
the protection mode, tries to explore the key points for the new model to construct “Internet + intangible cultural heritage 
protection”, provides reasonable practical guidance, and finally creates innovative ideas and methods for the protection of 
intangible cultural heritage. Simultaneously it makes academic contributions to the innovation and inheritance of Chinese 
intangible cultural heritage. 
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Abstract 

This paper proposes, develops and evaluates a novel object-tracking algorithm that outperforms start-of-the-art method in terms 
of its robustness. The proposed method compromises Siamese networks, Recurrent Convolutional Neural Networks (RCNNs) 
and Long Short Term Memory (LSTM) and performs short-term target tracking in real-time. As Siamese networks only 
generates the current frame tracking target based on the previous frame of image information, it is less effective in handling 
target’s appearance and disappearance, rapid movement, or deformation. Hence, our method a novel tracking method that 
integrates improved full-convolutional Siamese networks based on all-CNN, RCNN and LSTM. In order to improve the training 
efficiency of the deep learning network, a strategy of segmented training based on transfer learning is proposed. For some test 
video sequences that background clutters, deformation, motion blur, fast motion and out of view, our method achieves the best 
tracking performance. Using 41 videos from the Object Tracking Benchmark (OTB) dataset and considering the area under the 
curve for the precision and success rate, our method outperforms the second best by 18.5% and 14.9% respectively. 
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1. Introduction 

In computer vision, because partial occlusions, target deformations, motion blur, background clutters, and object 
deformation, scale changes and illumination variations, visual tracking is a challenging task [1]. Some researchers 
improve the robustness of their tracking algorithm by applying machine learning [2], such as TLD (Tracking-
Learning-Detection) [3] and KCF (kernelized correlation filters) [4]. Because CNNs (convolutional neural networks) 
have strong capabilities of learning feature representations, other researchers to apply CNNs to address challenges 
faced by tracking using traditional machine learning[5]. However, approaches that are solely based on CNNs have 
the following problems: because of no effective use of temporal continuity, these algorithms cannot well handle 
obstructed target scenarios; these algorithms that are based on deep-learning models in general have a huge number 
of parameters, to train such a huge model, i.e. lots of data is required, however, In contrast, in the case of target 
tracking, much fever training samples are available, hence render performance. 

In response to the above issues, this paper proposes the following two improvements: 1. An optimized tracking 
algorithm based on CNNs by RNNs, that improves the robustness for object occlusions; 2. A strategy for segmented 
training based on transfer learning: different loss functions are used for different parts of the network to improve the 
training efficiency of the deep learning network. Some result are shown in Fig 1.The paper is organized as follows. 
discusses related work in tracking are discussesed in Section 2.We described the tracking framework in section 3. 
The employ system frameworks are briefly presented in section 3.1, the improved Siamese network structure and 
LSTM algorithm for object tracking presented section 3.2 and section 3.2 respectively, while we discussed the loss 
function in section 3.3. Section 4 contains the experimental results. Finally, we provided conclusions in section 5. 
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Fig 1: Compare whit KCF, GOTURN and SiamFC, SiaMemory tracker successfully tracks the object under deformations, occlusion or similar, 
occlusions and similar target challenges in unseen frames 
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Fig 1: Compare whit KCF, GOTURN and SiamFC, SiaMemory tracker successfully tracks the object under deformations, occlusion or similar, 
occlusions and similar target challenges in unseen frames 
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2. Elated Work 

For a systematic review and comparison, we refer the reader to a recent benchmark and a tracking challenge 
report [6]. We briefly explain tracking algorithm that are based on traditional machine learning ,CNNs and RNNs. 

2.1. Tracking using traditional machine learning 

Many advanced machine learning algorithms have been applied for object tracking, the most comprehensive 
performance among them is KCF that base on correlation filters and TLD that is a framework designed for long-term 
object tracking. KCF is a real-time algorithm, but loses the target when dealing with all kinds of complex scenes and 
struggles to track the appearance disappearance and reproduction of a target. TLD’s principle is to use the tracked 
result as a training sample of the detector to adapt to the change of the appearance of the target, and at the same time 
use the detector to correct the tracking result and perform the re-detection after the target disappears. It incorporates 
machine learning based on the combination of trackers and detectors, which solves the problem of insufficient 
training samples to some extent [7]. However, these approaches is less robust compared with based on DNN 
algorithms, and it has high complexity, so cannot meet real-time performance. 

 
 

2.2. Tracking using CNNs 

The existing CNN tracker is based on the main exploration pre-trained object recognition network and is built on 
the discriminant or regression models[8-10]. Compared with traditional algorithms (e.g. KCF), this kind of 
algorithms can achieve better results, but it has poor real-time performance because of the high computational 
complexity in addition the performance of such algorithms is not stable. In order to improve the certainty of target 
tracking, Held D et al [11] proposed a Siamese network structure, this algorithm is based on deep learning can 
achieve real-time target performance, however its search range is limited due to the poor robustness wait exhibit. 
Subsequently, algorithms proposed in [12-15] improved such algorithms and improved the robustness of the 
algorithm by combine them with regression learning methods and correlation filtering. However, these algorithms 
have converted the tracking problem into a target detection problem, without considering the temporal continuity of 
the video signal. Therefore, the accuracy of such algorithms is poor when the target is hidden in the scene, 
additionally, the target cannot be re-located automatically when the target is lost. 

2.3. Tracking using RNNs 

Recently, some studies have tried to train RNNs for object tracking problems [16-18]. However, the tracing video 
often represents an irregular sequence signal some videos include various interference factors e.g. camera shake, 
therefore, these methods have not yet demonstrated competitive results on modern benchmarks. 

Ning G et al[19] combines CNNs with RNNs to improve the accuracy of the tracking algorithm, however, the 
CNNs networks is completed using YOLO network which for target recognition,  the target tag is required to be 
selected by ground truth,  therefore this algorithm cannot be used under real conditions. We will unite CNNs that 
based on full-convolutional Siamese networks(such as [14]) and recurrent neural networks to improve the accuracy 
and robustness of the target tracking algorithm, especially for target hiding canaries. 

3. Method 

3.1. Method overview 

In Fig2, we illustrated the overview of the tracking procedure. The entire method consists of three parts: 1. Fully-
convolutional Siamese collecting rich and powerful visual features, and preliminary positional inference; 2. LSTM 
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model, deep space, suitable for sequence processing; 3. CNNs collects rich and powerful visual features of the entire 
video. 
 

 

Fig 2: Simplified overview of  ours method 

3.2. Fully-convolutional siamese networks 

Firstly, we use the CNNs to extract features of images and target, and then focusing on the current target, the 
twice the area as the search region. The goal of this CNNs is to return to the location of the target object in the search 
area, such as equation 1. 

                                                 
(1)                   

 

Where x and z  are search region image and object image respectively, f is CNNs with learnable parameters 
 , the goal is to achieve a maximum value of the response map in the target location. Our starting point is a 
network similar to that of [14], and then we made the following two improvements: 1.Because max pooling has very 
high nonlinearity, it is difficult to learn through common nonlinear functions, we replace the max-pooling layer with 
convolution layers, such as conv_p1 and conv_p2 in table 1. 2. For online visual tracking, the lack of training 
samples becomes even more severe. Thus, directly we use of high dimensional signals to train fully connected 
networks may be over-fitting, which will degrade the tracker and gradually leads to tracking drift. In order to address 
the above issue, we use the 1*1 convolution method to reduce the dimension based on the network proposed by 
SiamFC, such as conv6 in table 1.  

Table 1: channels number of each convolutional layer 

Layers Supports Channels maps Stride For exemplar For search channels 

    127*127 255*255 *3 

conv 1 11*11 96*3 2 59*59 123*123 *96 

conv_p1 3*3  2 29*29 61*61 *96 

conv2 5*5 256*48 1 25*25 57*57 *256 

conv_p2 3*3  2 12*12 28*28 *256 

conv 3 3*3 384*256 1 10*10 26*26 *192 

conv 4 3*3 384*192 1 8*8 24*24 *192 

conv 5 3*3 256*192 1 6*6 22*22 *128 

conv 6 1*1 128*64 1 6*6 22*22 *64 

      , ,     g x z G f x f z
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3.3. LSTM (long short term memory) of object tracking 

We add RNNs on the CNNs to improve the tracking accuracy and solve the problem of short-term target 
disappearance. When the tracked target cannot only be determined by the video frame information or target is hidden, 
The algorithm can determine the target position according to the time domain information, or reposition the target 
when the target disappears and appears again because of the RNN network introduces time domain information. We 
use CNNs network to extract image information to reduce the amount of data and guide RNNs(LSTM) using a 
tracker that is based on CNNs. Specific realizations are presented in Equations 2-4. 
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The LSTM can be described by Equations 2 to 4, where T is an affine transformation matrix with the parameters 
to be learned it, ft, ot, ht and ct are the input get, forget gate, output gate, hidden state and memory (cell state) 
respectively, gt selects the input to update the memory,  and denote the sigmoid activation function and element-wise 
product respectively. In order to improve the real-time performance of the system, we have used one LSTM layer; 
the xt composed by the CNNs extracted video features and predicted target position. 
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Among Equation 5, is a one-dimensional array that is extracted by the CNNs, is a one-dimensional array of four 
real numbers, which is the target position predicted by the CNNs. tx  consists of the result of the CNN-based short-
term target tracker and features representing the current video global information, where cnnsfea is a 1024-
dimensional vector representing the video global information, and cnnsloc  is a 4-dimensional vector representing the 
short-term target tracker’s tracking result. 

3.4. Loss function design 

Assuming that the background is represented by mutually independent and random signals, we use the Bernoulli 
reconstruction distribution. For the fully convolutional Siamese networks, we use the cross-entropy function as 
Equation 6, and we define the loss of the score graph as the average of the individual losses as shown in Equation 7. 
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We input the feature vector (e.g. from SqueezeNet [20] and so on) and tX  to LSTM. In our objective module we 
use the Mean Squared Error (MSE), however, the parameter quantity of the LSTM is large and the target tracking is 
a small sample problem. When there is background noise or similar target in the training video, or when the training 
video is not enough, the obtained model may have an over-fitting problem. Regularization has been used for more 
than ten years before the advent of deep learning. It is mainly used to solve the over-fitting problem in machine 
learning, and has been fully theoretically proved from the perspective of optimization theory. We add regularization 
terms based on the least squares method to solve the problem that the model is easy to over-fitting, such as Equation 
8. 
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4. Experimental Results 

We compare our tracker with state-of-the-art trackers on the benchmark datasets [20-23] for performance 
evaluation. Our feature extraction network scans the whole video by applying SqueezeNet [20] that is pre-trained 
using imagenet [24]. We initialize the unchanged convolutional layer of the improved full-convolutional Siamese 
networks using the pre-trained weights of SiamFC[14], and finally we retain the improved full-convolutional 
Siamese networks and LSTM model with video in OTB [22] and VOT [23]. We follow the standard evaluation 
metrics shown in [22]. 

 

                     
(a)                                                                             (b) 

Fig 3: plots of  precision and success in 41 sequences using OPE on the OTB-2013 and OTB-2015.  

Fig. 3 shows this evaluation results. we reported the each tracker’s  AUC (the area under curve) and distance 
precision scores in the Fig legend. Among all the trackers, our tracker performs favorably on both the distance 
precision and overlap success rate.  

  
(a) (b) 

Fig 4: Success Plots for TRE (temporal robustness evaluation) and SRE (spatial robustness evaluation) on the OTB  



 Li Bo Chang  et al. / Procedia Computer Science 154 (2019) 146–153 151
 Author name / Procedia Computer Science00 (2018) 000–000  

3.3. LSTM (long short term memory) of object tracking 

We add RNNs on the CNNs to improve the tracking accuracy and solve the problem of short-term target 
disappearance. When the tracked target cannot only be determined by the video frame information or target is hidden, 
The algorithm can determine the target position according to the time domain information, or reposition the target 
when the target disappears and appears again because of the RNN network introduces time domain information. We 
use CNNs network to extract image information to reduce the amount of data and guide RNNs(LSTM) using a 
tracker that is based on CNNs. Specific realizations are presented in Equations 2-4. 
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The LSTM can be described by Equations 2 to 4, where T is an affine transformation matrix with the parameters 
to be learned it, ft, ot, ht and ct are the input get, forget gate, output gate, hidden state and memory (cell state) 
respectively, gt selects the input to update the memory,  and denote the sigmoid activation function and element-wise 
product respectively. In order to improve the real-time performance of the system, we have used one LSTM layer; 
the xt composed by the CNNs extracted video features and predicted target position. 
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real numbers, which is the target position predicted by the CNNs. tx  consists of the result of the CNN-based short-
term target tracker and features representing the current video global information, where cnnsfea is a 1024-
dimensional vector representing the video global information, and cnnsloc  is a 4-dimensional vector representing the 
short-term target tracker’s tracking result. 

3.4. Loss function design 

Assuming that the background is represented by mutually independent and random signals, we use the Bernoulli 
reconstruction distribution. For the fully convolutional Siamese networks, we use the cross-entropy function as 
Equation 6, and we define the loss of the score graph as the average of the individual losses as shown in Equation 7. 
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video is not enough, the obtained model may have an over-fitting problem. Regularization has been used for more 
than ten years before the advent of deep learning. It is mainly used to solve the over-fitting problem in machine 
learning, and has been fully theoretically proved from the perspective of optimization theory. We add regularization 
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Fig. 3(a) shows the precision plots over the 41 videos in the OTB dataset. The AUC score of our tracker is 
improved by 18.5% compared to the KCF method. Among the compared deep feature trackers, GOTURN and 
SiamFC provide the results with AUC scores of 0.4838 and 0.6723 respectively. The AUC score of our algorithm is 
improved by 73% compared to GOTURN, and by 24.8% compared to SiamFC. If the location error threshold is 20, 
the accuracy of our trackers reaches 85%.Fig. 3(b) shows the success plot over the 41 videos in the OTB dataset. The 
AUC score of our trackers is improved by 14.9% compared KCF method that uses hand-crafted features. Among the 
compared deep feature trackers, GOTURN and SiamFC provide the results with AUC scores of 0.3647 and 0.5366 
respectively. The AUC score of our algorithm is improved by 85.7% compared to GOTURN, and is improved by 
26.2% compared to SiamFC. 

In Fig.4, we shown the SRE and TRE results for robustness evaluation. As shown in Fig 3(a), the spatial 
robustness of our algorithm is similar to that of SiamFC and KCF. However, as we are considering the temporal 
continuity of the video, the temporal robustness of our tracker is improved compared to other tracker that is based on 
CNNs (e.g. SiamFC). 

In Fig.5, we further analyzed the performance of the tracker under different types of videos. (e.g. illumination 
variation, occlusion or deformation) annotated in the benchmark. The results indicate that our tracker is effective in 
handling background clutters, deformation, motion blur, fast motion and out of view. It is mainly because the RNNs 
can capture historical information of the target. When the target appearance undergoes obvious changes or occlusion, 
existing trackers which are based solely on CNNs (e.g.GOTURN, SiamFC) cannot locate the target object accurately, 
specially lost targets. However, our tracker is not effective in handling low resolution. This is mainly because the 
global information from the Squeezenet may introduce interference information with low resolution videos. For 
others scenes (e.g. illumination variation, in and out plan rotation), the performance of ours tracker is similar to the 
SiamFC.  

   

   

   

Fig 5: The success plot over nine tracking challenges, including background clutter, deformation, illumination variation, in-plan rotation, low 
resolution, out-of-plane rotation, motion blur, fast motion and out of view. 
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5. Conclusion 

In this paper, we have successfully developed a new method for visual object tracking. The tracker we proposed 
can effectively solve the problems of main occlusion, background clutter, deformation, motion blur, fast motion and 
insufficient vision. Our extensive experimental results and performance comparisons with the most advanced 
tracking methods of challenging benchmark tracking data sets show that our trackers are more accurate. Using 41 
videos from the Object Tracking Benchmark (OTB) dataset and considering the area under the curve for the 
precision and success rate, our method outperforms the second best by 18.5% and 14.9% respectively. 
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Fig. 3(a) shows the precision plots over the 41 videos in the OTB dataset. The AUC score of our tracker is 
improved by 18.5% compared to the KCF method. Among the compared deep feature trackers, GOTURN and 
SiamFC provide the results with AUC scores of 0.4838 and 0.6723 respectively. The AUC score of our algorithm is 
improved by 73% compared to GOTURN, and by 24.8% compared to SiamFC. If the location error threshold is 20, 
the accuracy of our trackers reaches 85%.Fig. 3(b) shows the success plot over the 41 videos in the OTB dataset. The 
AUC score of our trackers is improved by 14.9% compared KCF method that uses hand-crafted features. Among the 
compared deep feature trackers, GOTURN and SiamFC provide the results with AUC scores of 0.3647 and 0.5366 
respectively. The AUC score of our algorithm is improved by 85.7% compared to GOTURN, and is improved by 
26.2% compared to SiamFC. 

In Fig.4, we shown the SRE and TRE results for robustness evaluation. As shown in Fig 3(a), the spatial 
robustness of our algorithm is similar to that of SiamFC and KCF. However, as we are considering the temporal 
continuity of the video, the temporal robustness of our tracker is improved compared to other tracker that is based on 
CNNs (e.g. SiamFC). 

In Fig.5, we further analyzed the performance of the tracker under different types of videos. (e.g. illumination 
variation, occlusion or deformation) annotated in the benchmark. The results indicate that our tracker is effective in 
handling background clutters, deformation, motion blur, fast motion and out of view. It is mainly because the RNNs 
can capture historical information of the target. When the target appearance undergoes obvious changes or occlusion, 
existing trackers which are based solely on CNNs (e.g.GOTURN, SiamFC) cannot locate the target object accurately, 
specially lost targets. However, our tracker is not effective in handling low resolution. This is mainly because the 
global information from the Squeezenet may introduce interference information with low resolution videos. For 
others scenes (e.g. illumination variation, in and out plan rotation), the performance of ours tracker is similar to the 
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5. Conclusion 

In this paper, we have successfully developed a new method for visual object tracking. The tracker we proposed 
can effectively solve the problems of main occlusion, background clutter, deformation, motion blur, fast motion and 
insufficient vision. Our extensive experimental results and performance comparisons with the most advanced 
tracking methods of challenging benchmark tracking data sets show that our trackers are more accurate. Using 41 
videos from the Object Tracking Benchmark (OTB) dataset and considering the area under the curve for the 
precision and success rate, our method outperforms the second best by 18.5% and 14.9% respectively. 
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