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In this paper suggested methods for acceleration Kaczmarz algorithm regularized modifications to solve the standard 
regularization problem of A.N. Tikhonov. As shown in numerical experiments, for certain classes of problems, such methods 
allow reducing both the number of iterations and the time for finding solutions. For the two-dimensional problem of seismic 
tomography proposed greedy forms of Kaczmarz algorithm regularized modifications can reduce the number of iterations up to 
28 times. 
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1. Introduction 

Many problems in science and technology are often reduced to solving arbitrary systems of linear algebraic 
equations (SLAE) of the form 

, , , .m n n mAx f A x f       (1) 
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By the solution of system (1), in the following, we mean the pseudo - solution *x A f  , where A  - Moore – 
Penrose pseudoinverse matrix1. 

In the case of ill-conditioned of the matrix A  and (or) in the presence of noise in the vector of the right side f , 
the computation of stable solutions of SLAE (1) requires the use of regularization methods. Similar problems arise, 
for example, when SLAE (1) is obtained as a result of discretization of the Fredholm integral equation of the first 
kind with a smooth kernel, in regression analysis in the presence of multicollinearity and in the theory of machine 
learning - “retraining” of regression models. In practice, the most common method for finding stable solutions of 
SLAE (1) is the regularization method of A. N. Tikhonov2.  

The standard regularization problem of A.N. Tikhonov can be written as follows: 

 2 2min .
nx

Ax f x


 

 

   (2) 

Here   - is a regularization parameter, 0  , 
2

  denotes  the Euclidean vector norm. 

When the dimension of the matrix A  is large and (or) matrix is sparse, the problem (2) is solved using iterative 
methods based on the Euler equations (regularized normal equations) 

  .T T
nA A I x A f      (3) 

The main drawback of methods based on normal equations is that the spectral condition number of the problem (3) 
is equal to the square of the spectral condition number of the SLAE matrix (1). 

An augmented regularized normal system of equations (ARNSE) is proposed3 for elimination this drawback and 
solving the problem (2) 
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i iq f , 1, ,i m , 0iq  , 1, ,i m m n   ;   ; ,m nI I  - are identities matrices of appropriate 
sizes. 

One of the main advantages of ARNSE is the significantly smaller spectral condition number of the matrix B  
compared with the spectral condition number of matrix A  of system (1)3. 

When 0   , the matrix B is a nondegenerate square matrix of full rank, and a system (4) is consistent and 

has one unique solution   * * *
T Tx y  , where *x  - the solution to the problem (2),  1

* *y f Ax  3. The 

solution of the problem (4) can be calculated both direct and iterative methods. 
In 4,5,6, column and row oriented forms of the regularized Kaczmarz algorithm are proposed to solve problem (2), 

based on applying Kaczmarz’s algorithm7 to the system of augmented regularized normal equations (4). The 
considered forms of the algorithm are effective in solving problems of regularization of large and extra-large 
dimensions. There is a parallel implementation for multicore (multiprocessor) systems for the column - oriented 
form of a regularized algorithm8. 
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It is known that the rules for choosing the projection sequence for Kaczmarz -type algorithms have a very strong 
effect on the rate of convergence.  

The ways to reduce the number of iterations of regularized forms of the Kaczmarz’s algorithm while calculating 
the solution of the problem (2), using special rules for constructing a projection sequence are discussed in the 
considered article. 

2. Regularized  Forms of the Kaczmarz’s algorithm 

We write the system (4) in the following form: 

,y Ax f  

  

  (5) 

0.TA y x 

  

  (6) 

 
If we use the equation (5) as the condition of matching and apply the Kaczmarz’s algorithm to equation (6), we 

obtain the column-oriented form of the algorithm 5: 
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Here  1 2
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 is periodic sequence of the form 1,2, , ,1,2, , ,n n . The initial conditions 0x  and 0y  

satisfy  1
0 0y f Ax  . 

The column-oriented regularized form (7) corresponds to the application of the Gauss – Seidel’s algorithm to the 
equation (5) with the initial conditions  1

0 0y f Ax  . 

If, however, we use equation (6) as the matching conditions, and apply Kaczmarz’s algorithm to equation (5), we 
obtain the row-oriented form of the algorithm6: 
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Here  1, , T m n
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 is periodic sequence of the form1,2, , ,1,2, , ,m m . The initial 

conditions 0x  and 0y  satisfy 1
0 0

Tx A y . 
The sequence  j k  is chosen according to the cyclic rule in the considered regularized forms of the algorithm (7) 

and (8), what greatly simplifies the implementation and computational costs of the algorithms. However, such rule of 
this choice has one drawback - the slow rate of convergence. 

Various approaches are used to select a projection sequence for increasing the rate of convergence of Kaczmarz -
type algorithms, one of them is the random (randomized) selection rule for the sequence  j k  9,10. For example, 
in11, the sequence is proposed to choose in proportion to the square of the norm of the matrix rows. However, if the 
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row (or rows) of the matrix have a rate much larger than the others, the random selection rule for the sequence 

 j k will not lead to a decrease in the number of iterations. The column-oriented regularized form of the 

Kaczmarz’s algorithm (7), with the random selection rule  j k , considered in this work, is successfully used in 
solving certain classes of applied problems5,12. 

Greedy rules for the selection of the sequence  j k were proposed for the Kaczmarz -type algorithms in13 and14 
- the maximum distance rule and the maximum residual rule, respectively. It is shown in15 that, the computational 
costs for the greedy and random11 selection rules are comparable for a certain class of problems, but the algorithm 
with the greedy selection rules has a higher convergence rate. 

Then, the variants of the regularized forms of the Kaczmarz’s algorithm, in which the sequences  j k  are 
based on the greedy selection rules, will be considered. 

3. Accelerated Regularized Forms of Kaczmarz’s Algorithm 

The formula for generating the sequence  j k  based on the maximum distance rule (MDR) for algorithm (7) 
has the following form: 

 
 1,

arg max , 0,1, .T T
i k i k

i n
j k a y e x k


     (9) 

In the case of the maximum residual rule (MRR) 

 
 1,
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T T
i k i k

i n i

a y e xj k k
a
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
 


  (10) 

For the algorithm (8) MDR and MRR respectively: 

 
 1,

arg max , 0,1, .T T
i i k i k

i m
j k f e y a x k


      (11) 

 
 1,

arg max , 0,1, .
T T

i i k i k

i m i

f e y a xj k k
a




 
 


  (12) 

The pseudocodes of regularized modifications of the Kaczmarz’s algorithm (7) and (8), with the greedy selection 
rules (9) - (12) of the projection sequence j (k), are presented below. 
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Algorithm 1 Column - oriented regularized form of Kaczmarz’s algorithm (CRKMR, CRKMD). 
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while do   

Algorithm 2 Row - oriented regularized form of Kaczmarz’s algorithm (RRKMR, RRKMD). 

4. Numerical  Experiments 

We consider an example from the package AIR Tools II16 for comparison the rate of convergence of the 
considered regularized forms of the Kaczmarz’s algorithm. All calculations were performed in MATLAB R2018a 
64-bit (Intel Core i7 3770 @ 3.4GHz processor and 32 Gb of RAM). 

We enter the following notation: 
*x  - exact pseudo-solution; 

* *Err= kx x x  - relative error; 
f   - noise level; 

k - - total number of iterations; 
T - - algorithm execution time; 
RRKS  - is a row-oriented regularized form of the Kaczmarz’s algorithm, with a sequential rule for choosing a 

projection sequence; 
RRKRND – is a row-oriented regularized form of the Kaczmarz’s algorithm, with a randomized selection rule for 

the projection sequence; 
CRKS – is a column-oriented regularized form of the Kaczmarz’s algorithm, with a sequential rule for choosing a 

projection sequence; 
СRKRND – is a column-oriented regularized form of the Kaczmarz’s algorithm, with a randomized selection rule 

for the projection sequence. 
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We consider the two-dimensional problem of seismic tomography as an example. This problem is reduced to 
finding the solution of the SLAE 

 , , , ,m n n mAx f A x f f         (13) 

where f  - the exact right-hand side,   - Gaussian noise   20,N  . The regularization parameter α was 

calculated by the method proposed in5. The matrix, the exact solution, and the right-hand side were generated using 

the seismictomo function from16. The matrix is sparse and rectangular  m n  in the considered problem. The 
stopping criterion for iterative algorithms is 1 061 ek k    . 

The results of the computational experiments for different sizes of the matrix A  are presented in Tables 1, 2 and 
3 and Figures 1, 2, 3. 

Table 1. Results for seismic tomography test problem: m = 392, n = 192,  = 1e-04. 

Algorithm’s 
form 

Number of iterations, k Err T, sec 

RRKS 2801624 4.08e-02 21.09 

RRKRND 999600 4.08e-02 9.87 

RRKMR 331632 4.08e-02 5.18 

RRKMD 331240 4.08e-02 6.13 

CRKS 1345736 4.08e-02 10.93 

CRKRND 970004 4.08e-02 12.79 

CRKMR 248332 4.08e-02 3.90 

CRKMD 249312 4.08e-02 5.81 

 

Table 2. Results for seismic tomography test problem: m = 512, n = 256,  = 1e-04. 

Algorithm’s 
form 

Number of iterations, k Err T, sec 

RRKS 4084736 7.65e-02 30.75 

RRKRND 1165312 7.65e-02 11.55 

RRKMR 390144 7.65e-02 7.16 

RRKMD 391680 7.65e-02 8.63 

CRKS 2328832 7.65e-02 18.84 

CRKRND 1174528 7.65e-02 15.71 

CRKMR 291584 7.65e-02 5.38 

CRKMD 329984 7.65e-02 8.90 
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Table 3. Results for seismic tomography test problem:  m = 1800, n = 900,  = 1e-04. 

Algorithm’s 
form 

Number of iterations, k Err T, sec 

RRKS 39468600 1.01e-01 319.73 

RRKRND 2453400 1.01e-01 28.95 

RRKMR 819000 1.01e-01 27.20 

RRKMD 828000 1.01e-01 37.31 

CRKS 21584700 1.01e-01 202.95 

CRKRND 2706300 1.01e-01 41.95 

CRKMR 752400 1.01e-01 25.41 

CRKMD 760500 1.01e-01 36.36 

Fig. 1. First test problem m = 392, n = 192,  = 1e-04. (a) exact solution; (b) computed solution. 

Fig. 2. Second test problem m = 512, n = 256,  = 1e-04. (a) exact solution; (b) computed solution. 

Fig. 3. Third test problem m = 1800, n =900,  = 1e-04. (a) exact solution; (b) computed solution. 

It can be seen from Tables 1, 2, 3 that the considered regularized forms of the Kaczmarz’s algorithm with greedy 
rules for choosing a projection sequence can reduce the number of iterations from 5 to 28 times compare to 
sequential and randomized rules with an increase in the dimension of the problem. In spite of increasing the 
computational cost of the greedy selection rules for comparison with the rest of the considered rules, execution time 
is reduced to 3 times. In the example, the best variant is the regularized column-oriented form of the Kaczmarz’s 
algorithm with the choice of the projection sequence according to the maximum distance rule (9). 

a b 

a b 

a b 
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5. Conclusion 

The "greedy" methods for generating the projection sequence  j k  to accelerate the convergence of regularized 
forms of the Kaczmarz’s algorithm 4,5,6 are considered in this article. 

As shown in numerical experiments, for certain classes of problems, such methods allow reducing both the 
number of iterations and the time for finding solutions. However, it should be noted that the “greedy” rules are more 
costly from a computational point of view compared to randomized ones. It is necessary to take into account not 
only the structure of the system matrix, but also the parallel computing systems used, when solving applied problems 
of large and extra-large dimensions, in order to choose the variant of accelerated forms of the considered algorithm. 

It should be noted that the advantage of the row-oriented form of the Kaczmarz’s regularized algorithm is 
sequential access to the incoming data, which can be effectively used for solving applied problems arising in 
computed tomography, image processing and signal processing. 
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