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1. Introduction 

Due to the limit of energy and the difficulty in maintenance of the sensor nodes, energy consumption control is 
always the hot research topic of the WSN1. Generally, there is great correlation in time and spatial of sensor data in 
the same area. Therefore, while ensuring that the detection information is not lost, reducing the amount of data 
transmission is an effective method to reduce communication energy consumption in WSN2. 

A few scholars have done some researches about the combination of DCS and WSN. Cheng proposes the concept 
of Hierarchical Data Compressed Sensing (HDCS), which studies the compression method of correlation data from 
two hierarchical, within cluster and between clusters3. Some also study the fusion of DCS and clustering algorithm 
(LEACH, DEEN)4. Yang proposes Regionalized Compressive Sensing (RCS) whose purpose is to improve the 
practical efficiency of DCS applications5. In RCS, the direct transmission and DCS transmission are simultaneously 
applied in the wireless sensor network. 

In general, there are two specific application methods of DCS in WSN. In the first method, the cluster head 
collects all the original data of member sensor and then the data is compressed and encoded in the cluster head. The 
sink node receives the data and performs joint reconstruction. There are two problems with this method. First, the 
number of data packets that need to be processed in the cluster head is large, which means the burden of entire 
network is uneven. Second, there will be data aggregation at the cluster head, which resulting in a long delay of the 
network data at the cluster head and poor real-time network performance. In the second method, the member sensors 
compress the raw data independently and send it to the cluster head. The main problem of this approach is that the 
data correlation is not fully utilized at the encoder side, a lot of redundant data has been transmitted in cluster. 

To solve the above problems, this paper proposes Decentralized Distributed Compressed Sensing (DDCS) for 
WSN. The algorithm is based on the JSM-1 model. It can be divided into three parts: cluster head election, data 
compression, and joint reconstruction. In the cluster head elections, sparsity is introduced as a reference factor. In 
data compression, the cluster head data is used as the common data of sensors in the same cluster. After remove the 
common data, member sensors in the same cluster only compress and transmits their unique data. In joint 
reconstruction, using residual correlation to reconstruct the signal through the OMP algorithm. Simulation results 
show that the performance of DDCS is better than traditional DCS. It can greatly reduce the amount of data 
transmission, reduces the cluster head energy consumption, and reduces the network delay at the cluster head. 

2. Compressed Sensing and Distributed Compressed Sensing 

2.1. Compressed sensing 

Compressed sensing is a new signal processing theory proposed by Donoho in 20066. The basic idea of it is to 
combine compression and sampling. It mainly includes sparse representation of signals, observation matrix design, 
and signal reconstruction7. Assuming a finite one-dimensional discrete signal Nx R having a sparse representation 
under basis N N .That is, x  can be expressed as 

01
,N

i ii
x K N


                                                               (1) 

In formula, K  represents the number of non-zero elements in the vector  , which is called sparsity. Look for an 
observation matrix  : M N M N   that is not related to the sparse basis  , and make it an inner product 
with the original signal x  to obtain the observation vector y . The signal sampling process is as follows 

y x                                                                                    (2) 

Let sensing matrix A . The above equation can be expressed as y A  . In order to ensure the unique 
reconstruction of the signal, the Restricted Isometry Property (RIP) condition needs to be satisfied8. After above 
process, the dimension of the data decreases from N to M so that data compression is achieved. 
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1. Introduction 

Due to the limit of energy and the difficulty in maintenance of the sensor nodes, energy consumption control is 
always the hot research topic of the WSN1. Generally, there is great correlation in time and spatial of sensor data in 
the same area. Therefore, while ensuring that the detection information is not lost, reducing the amount of data 
transmission is an effective method to reduce communication energy consumption in WSN2. 
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of Hierarchical Data Compressed Sensing (HDCS), which studies the compression method of correlation data from 
two hierarchical, within cluster and between clusters3. Some also study the fusion of DCS and clustering algorithm 
(LEACH, DEEN)4. Yang proposes Regionalized Compressive Sensing (RCS) whose purpose is to improve the 
practical efficiency of DCS applications5. In RCS, the direct transmission and DCS transmission are simultaneously 
applied in the wireless sensor network. 

In general, there are two specific application methods of DCS in WSN. In the first method, the cluster head 
collects all the original data of member sensor and then the data is compressed and encoded in the cluster head. The 
sink node receives the data and performs joint reconstruction. There are two problems with this method. First, the 
number of data packets that need to be processed in the cluster head is large, which means the burden of entire 
network is uneven. Second, there will be data aggregation at the cluster head, which resulting in a long delay of the 
network data at the cluster head and poor real-time network performance. In the second method, the member sensors 
compress the raw data independently and send it to the cluster head. The main problem of this approach is that the 
data correlation is not fully utilized at the encoder side, a lot of redundant data has been transmitted in cluster. 

To solve the above problems, this paper proposes Decentralized Distributed Compressed Sensing (DDCS) for 
WSN. The algorithm is based on the JSM-1 model. It can be divided into three parts: cluster head election, data 
compression, and joint reconstruction. In the cluster head elections, sparsity is introduced as a reference factor. In 
data compression, the cluster head data is used as the common data of sensors in the same cluster. After remove the 
common data, member sensors in the same cluster only compress and transmits their unique data. In joint 
reconstruction, using residual correlation to reconstruct the signal through the OMP algorithm. Simulation results 
show that the performance of DDCS is better than traditional DCS. It can greatly reduce the amount of data 
transmission, reduces the cluster head energy consumption, and reduces the network delay at the cluster head. 

2. Compressed Sensing and Distributed Compressed Sensing 

2.1. Compressed sensing 

Compressed sensing is a new signal processing theory proposed by Donoho in 20066. The basic idea of it is to 
combine compression and sampling. It mainly includes sparse representation of signals, observation matrix design, 
and signal reconstruction7. Assuming a finite one-dimensional discrete signal Nx R having a sparse representation 
under basis N N .That is, x  can be expressed as 
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In formula, K  represents the number of non-zero elements in the vector  , which is called sparsity. Look for an 
observation matrix  : M N M N   that is not related to the sparse basis  , and make it an inner product 
with the original signal x  to obtain the observation vector y . The signal sampling process is as follows 

y x                                                                                    (2) 

Let sensing matrix A . The above equation can be expressed as y A  . In order to ensure the unique 
reconstruction of the signal, the Restricted Isometry Property (RIP) condition needs to be satisfied8. After above 
process, the dimension of the data decreases from N to M so that data compression is achieved. 
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In the decoding, the best way to recover the original signal from its measurement is by solving an optimization 
problem trying to minimize the 0l  norm of the signal in the sparse domain. That is: 

  
0

arg min , . .s t y


                                                                  (3) 

However, this problem is computationally intractable due to its NP-hard complexity, so it is common to consider 
a relaxed from using 1l  norm9, which can be solved by means of linear programming techniques:  

1
arg min , . .s t y



                                                                         (4) 

Signal reconstruction is an important part of compressed sensing. Among many reconstruction algorithms, greedy 
matching pursuit algorithms has been widely used due to the complexity of it is low10. The main algorithms include 
Matching Pursuit Algorithm (MP), Orthogonal Matching Pursuit Algorithm (OMP), Subspace Tracking Algorithm 
(SP). 

2.2. Distributed compressed sensing 

The DCS theory, which developed from CS was proposed by Dror Baron11. Its core idea is to improve 
reconstruction efficiency and accuracy by exploiting the temporal and spatial correlation between data. There are 
mainly four sparse models in DCS, which are JSM-1, JSM-2, JSM-3 and mixed support set model. 

 Among them, the JSM-1 model is suitable for describing the situation where all sensors are affected by the entire 
environment and individual sensors are affected by the partial environment12. Thus, this paper focus on the JSM-1. 
In the JSM-1, the original signal is represented as the sum of the sparse unique part and common parts. Besides, both 
the unique part and the common part are sparsely represented on the same sparse basis13. 

 j , 1,2,....,c jX Z Z j J                                                                  (5) 

In the formula, c cZ   ,
0c ck  , j jZ   ,

0j jk  . jX  represents all original signals, cZ  
represents the signal common sparse portion, and jZ  represents the signal-unique sparse portion. 

3. DDCS Model Building 

3.1. Cluster head election 

Assume there are L clusters in a monitoring area, where the i-th cluster is represented by iC . There are 1iJ   
nodes in cluster iC , where the j -th node is represented by ,i jS , 1,2,... 1ij J  . Set the data collected in unit 
time by ,i jS  can be represented by the N-dimensional column vector ,i jx , and ,i jx can be sparsely represented by 
an N-dimensional vector ,i j  through sparse basis N N 13. 

, ,
N N

i j i jx   , , ,i j i jk                                                                       (6) 

Where ,i jk  is the sparsity of ,i j . When electing the cluster head, each node in the same cluster broadcasts its 
own signal sparseness ,i jk and residual energy ,i jE . Assume that the remaining energy of the node p is the largest, 
denoted as ,i pE . Then we can set the threshold L to determine the cluster head candidate set U 

  , , , , 1,2,... 1i j i p i j iU S E E L j J                                                      (7) 

 Author name / Procedia Computer Science00 (2018) 000–000 

The above formula means that nodes whose residual energy difference with node p is smaller than L are all in the 
cluster head candidate set U, and the smaller the L value, the less elements in U. In the set U, we select the node with 
the smallest sparsity ,i jk  as the cluster head, denoted as iH . Then, rename the remaining nodes with ,i jS , 

1, 2,... ij J . So far, the cluster head election has completed. 
This cluster head election method comprehensively considers the node residual energy and signal sparsity. 

Selecting the remaining energy as the first reference element is because the cluster head needs to process and 
transfer all data packets in the cluster, which would consume a large amount of energy. Selecting a point with large 
remaining energy can avoid rapid “death” of the cluster head. Simultaneously, we also take the signal sparsity as a 
reference element. On the one hand, it is convenient for the implementation of the DDCS method. On the other hand, 
we can avoid the edge node is elected as cluster head to a certain extent. Because the edge environment is complex, 
sensors in edge are affected by many factors so that their signal sparsity is relatively large. 

3.2. Intra-Cluster data compression 

After the cluster head election is completed, the cluster head is represented by iH . Assuming there are iJ  
member nodes in the cluster iC , and the j -th node is represented by ,i jS , 1,2,... ij J . Let the data collected in 
unit time by ,i jS  is represented by N-dimensional column vector ,i jx . In particular, 0h  represents the data 
collected by the cluster head sensor. According to the structural characteristics of the clustered WSN, there is a time 
correlation between the internal elements ,i jx , and there is also a spatial correlation between the 
data , 0, : 1,2,...,i j ix h j J  collected by nodes in the same cluster iC . 

The data compression process of the DDCS algorithm is: 
The cluster head iH  makes the data collected in unit time be sparse through sparse basis  . 

0 0 0 00
,h k                                                                          (8) 

Where 0k  represents the sparsity of the sparse coefficient 0 . Then, the cluster head iH  broadcasts vector 0  
to all members in cluster iC . According to the JSM-1 sparse model, the monitoring vector ,i jx  is modeled as the 
sum of common components and unique components. In particularly, we have 0  as a common component. That is 

, , 0 ,
z

i j i j i jx      , , ,
z z

i j i jk                                             (9) 

Where ,
z

i j  denotes the sparse coefficient of the unique component and ,
z
i jk  denotes the sparsity. The member 

node in the same cluster calculate ,
z

i j  after receiving 0 . 

  , , 0
z

i j i j                                                                                  (10) 

Find out maximum sparsity maxk  

  max ,max , 1,2...z
i j ik k j J                                                         (11) 

The cluster head iH  selects the observation matrix 0
M N  to sample its own signal 0h  to obtain the observation 

vector 0y  

0 0 0
M Ny h                                                                                     (12) 

0 0 0 0 0
M Ny A                                                                        (13) 
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In the decoding, the best way to recover the original signal from its measurement is by solving an optimization 
problem trying to minimize the 0l  norm of the signal in the sparse domain. That is: 

  
0

arg min , . .s t y


                                                                  (3) 

However, this problem is computationally intractable due to its NP-hard complexity, so it is common to consider 
a relaxed from using 1l  norm9, which can be solved by means of linear programming techniques:  

1
arg min , . .s t y



                                                                         (4) 

Signal reconstruction is an important part of compressed sensing. Among many reconstruction algorithms, greedy 
matching pursuit algorithms has been widely used due to the complexity of it is low10. The main algorithms include 
Matching Pursuit Algorithm (MP), Orthogonal Matching Pursuit Algorithm (OMP), Subspace Tracking Algorithm 
(SP). 

2.2. Distributed compressed sensing 

The DCS theory, which developed from CS was proposed by Dror Baron11. Its core idea is to improve 
reconstruction efficiency and accuracy by exploiting the temporal and spatial correlation between data. There are 
mainly four sparse models in DCS, which are JSM-1, JSM-2, JSM-3 and mixed support set model. 

 Among them, the JSM-1 model is suitable for describing the situation where all sensors are affected by the entire 
environment and individual sensors are affected by the partial environment12. Thus, this paper focus on the JSM-1. 
In the JSM-1, the original signal is represented as the sum of the sparse unique part and common parts. Besides, both 
the unique part and the common part are sparsely represented on the same sparse basis13. 

 j , 1,2,....,c jX Z Z j J                                                                  (5) 

In the formula, c cZ   ,
0c ck  , j jZ   ,

0j jk  . jX  represents all original signals, cZ  
represents the signal common sparse portion, and jZ  represents the signal-unique sparse portion. 

3. DDCS Model Building 

3.1. Cluster head election 

Assume there are L clusters in a monitoring area, where the i-th cluster is represented by iC . There are 1iJ   
nodes in cluster iC , where the j -th node is represented by ,i jS , 1,2,... 1ij J  . Set the data collected in unit 
time by ,i jS  can be represented by the N-dimensional column vector ,i jx , and ,i jx can be sparsely represented by 
an N-dimensional vector ,i j  through sparse basis N N 13. 

, ,
N N

i j i jx   , , ,i j i jk                                                                       (6) 

Where ,i jk  is the sparsity of ,i j . When electing the cluster head, each node in the same cluster broadcasts its 
own signal sparseness ,i jk and residual energy ,i jE . Assume that the remaining energy of the node p is the largest, 
denoted as ,i pE . Then we can set the threshold L to determine the cluster head candidate set U 

  , , , , 1,2,... 1i j i p i j iU S E E L j J                                                      (7) 
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The above formula means that nodes whose residual energy difference with node p is smaller than L are all in the 
cluster head candidate set U, and the smaller the L value, the less elements in U. In the set U, we select the node with 
the smallest sparsity ,i jk  as the cluster head, denoted as iH . Then, rename the remaining nodes with ,i jS , 

1, 2,... ij J . So far, the cluster head election has completed. 
This cluster head election method comprehensively considers the node residual energy and signal sparsity. 
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we can avoid the edge node is elected as cluster head to a certain extent. Because the edge environment is complex, 
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unit time by ,i jS  is represented by N-dimensional column vector ,i jx . In particular, 0h  represents the data 
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The data compression process of the DDCS algorithm is: 
The cluster head iH  makes the data collected in unit time be sparse through sparse basis  . 

0 0 0 00
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Where 0k  represents the sparsity of the sparse coefficient 0 . Then, the cluster head iH  broadcasts vector 0  
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z

i j  denotes the sparse coefficient of the unique component and ,
z
i jk  denotes the sparsity. The member 

node in the same cluster calculate ,
z
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In the above formula, M<N, and sensing matrix 0A  needs to satisfy the RIP condition. Here, we select the 
Gaussian random matrix because of simplicity. Simultaneously with cluster head compression, member node ,i jS  
also performs independent compression observation on its own unique component ,

z
i j  

, ,
M N z

i j i jy A                                                                               (14) 

The number of observations M  is calculated according to the following formula 

max maxlog( )M cK N K                                                               (15) 

Similarly, the sensing matrix M NA   also chooses Gaussian random matrix. It can be proved that when the 
number of measurements of the random Gaussian measurement matrix M  satisfies the above formula, the RIP 
condition is met with a great probability. ,i jy  indicates the specific components of the data of the member node ,i jS . 
After obtaining ,i jy , each member node sends it to the cluster head in turn through Time Division Multiplexing 
(TDMA). 

3.3. Joint reconstruction of data 

After the cluster head receives the compressed data ,i jy  of all member sensors in the cluster, it bundles it with its 
own compressed data 0y  and sends them to the sink node. In order to analyze and process the data, the sink node 
needs to reconstruct the received compressed data. From the perspective of the sensing matrix, there are mainly two 
types of data sent from the cluster iC . One is the monitoring data 0y  of the cluster head iH  itself, its sensing 
matrix is 0A , and the other is the specific monitoring component ,i jy  of the sensor within the cluster, whose 
sensing matrix is cM NA  . 

Then, consider the joint reconstruction algorithm of DDCS: 
1) Input: 0A , cM NA  , 0y , ,i jy , ,

z
i jk  1,2... ij J  

2) Calculation:  , , ,1, 2,3...d
i j i j i iy y y j J    

Restore ,
d
i j  from ,

d
i jy  by OMP algorithm[14] 

Initialization 
Let support set I  , number of iterations 1t  , residual 1 ,

d
i jr y  

Identification 
Find the index t  of the closest matching atom tr  and the closest atom in the perceptron matrix cM NA  . 

 arg max ,t t j
j

r a                                                                 (16) 

Updated 
Add t  to the support set,  TI I   , and update the column set 1[ ]

tt kA A a  in the perceptual 
matrix accordingly. 

Rebuild target signal 

, ,

d

i j t i jA y


                                                                                   (17) 

Where tA  represents the pseudo-inverse of tA ,   1

t t t tA A A A
     

Update residual components 
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    Increase 1t t  , if , 1z
i jt k T   , go back to step 1. T is the maximum number of iterations. 

Calculation 
Use the OMP algorithm to recover 0



 from 0y  and ,1i


 from ,1iy . The steps are similar to (3). Then calculate 
the estimated value of sparse signal for each sensor 

           , , ,1 0 , 2,3...
d

i j i j i ij J   
 

                                                      (19) 

Recover the original signal 

          , , , 1,2,3...i j i j ix j J
 

                                                                (20) 

  0 0h 
 

                                                                                                        (21) 

The core idea of this joint reconstruction algorithm is to use the residual correlation between ,i jy . Use ,1iy  as 
edge information to jointly reconstruction, which greatly reduces the amount of reconstruction computation. 

4. Results 

This section uses MATLAB simulation to verify DDCS performance and make comparation with the traditional 
DCS. In the experiment, it is assumed that there are 10 sensor nodes in the cluster, and the length of monitoring data 

,i jx  is N=256. According to the JSM-1 model, 10 signals are generated using a random method. Their sparsity ,i jk  
is randomly selected from 15 to 35, where the common component sparsity 0 8k  . To simplify the analysis, the 
initial remaining energy of each sensor is the same. According to DDCS, the node with the smallest signal sparsity is 
directly selected as the cluster head. Select the Gaussian random matrix as the sensing matrix as well. 

4.1. Feasibility of DDCS 

According to the DDCS method, the 10 randomly generated signals are reconstructed and randomly choose 5 
signals for performance testing. Figure 1 is obtained. The blue circle in the figure represents the original signal, and 
the red dot represents the reconstruction signal. We can see that DDCS can achieve complete signal reconstruction. 

 

 

Figure. 1 Five signal compression and reconstruction performance 
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4.2. Performance of compressing 

Figure 2 shows the relationship between the common sparsity 0k  and the number of measurements M. It shows 
that for the DDCS method, when the maximum sparsity maxk of 10 signals is equal to 28 and average sparsity avek is 
a fixed value, the M will decrease with increase of the 0k . In addition, when 0k is a constant, the smaller avek is, the 
smaller M is. On the contrary, M does not vary as 0k increase when the maxk is a fixed value for the DCS method.  

 Besides, by comparing the blue line and green line, we can find that when the maximum sparsity maxk and 
average sparsity avek  is same, there is a turning point ck . When the common part sparsity 0k  is less than ck , 
DDCS performance is inferior to DCS. But when 0k  is greater than ck , DDCS can greatly reduce the number of 
measurements and have a good performance in reducing compression ratio. 

 

Figure. 2 relationship between sparsity of common component 0k
 and the number of measurements M 

4.3. Comparison of reconstruction performance  

Select the reconstruction error MSE as an indicator of the reconstruction effect of the algorithm 

22

2 2
i i i iMSE x x x



                                                                  (22) 
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MSE MSE
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                                                              (23) 

Where ix  represents the original signal and ix


 represents the reconstructed signal. iMSE  represents 
reconstruction error of one signal and MSE  is the average of 10 signals. Expand the signal length N to 1024. 
Performing 20 times joint reconstructions of the signal using DCS and DDCS respectively. By calculating the 
reconstruction error, figure 3 is obtained. As can be seen from Fig. 3, the reconstruction error of DDCS is smaller 
than DCS.  
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Figure. 3 Comparison of DCS and DDCS reconstruction accuracy 

5. Discussion 

To better understand the difference between DDCS method and DCS method. The above results will be analyzed 
and discussed in this section. 

5.1. Calculating of point ck  

In traditional DCS method, according to the JSM-1 model, cluster head data 0  and cluster member data ,i j can 
be written as 
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In the formula above, com  is the common sparse component. 0
z and j are the unique sparse component. Then 

maximum sparsity maxk can be written as 

,i j com jk k k                                                                                 (25) 

  max ,max , 1,2...i jk k j J 
                                                         (26) 

According to formula (3.10), number of measurements M is determined by maxk when N is fixed.  
Be different from DCS, in DDCS method, we subtracted 0 from ,i j  and get 

, , 0 0
z z

i j i j j                                                                         (27) 

, 0
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Making subtraction between ,
z
i jk and ,i jk  
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, , 0
z z
i j i j comk k k k k                                                                 (30) 

Because of 0
z

head comk k k  , k can be written as 

2head comk k k                                                                         (31) 

Let 0k  , by calculating the above equation we can get the value of turning point ck  

2c com headk k k                                                                             (32) 

Analyzing according above deduce, when 0 2c headk k k  , we can get , ,
z
i j i jk k , which means the sparsity 

of transmission signal is reduced. Further, maxk and number of measurements M also are reduced. This suggests that 
DDCS has a better performance compared with DCS when common components make up the main part of the data. 
The theoretical analysis agrees with the experimental results.  

On the whole, in many applications of WSN, 0 2headk k can be easily satisfied. For example, monitoring the 
temperature of a volcano, monitoring the light intensity of farmland. This indicates that DDCS method can be widely 
used in WSN. 

5.2. Improvement of reconstruction Accuracy 

Through the experimental results in section 4.3, we find that the reconstruction accuracy of DDCS method is 
improved compared with traditional DCS. There are two main reasons to explain this result. 

On the one hand, according to the analysis in section 5.1, the amount of data that needs to be compressed has 
been greatly reduced in DDCS. As a result, the computation and iteration times of the reconstruction algorithm are 
also greatly reduced compared with DCS. This means that the reconstruction error decreases to some extent. 

On the other hand, in DDCS method, we make subtraction with 0 for all ,i j and get ,
z

i j according to the 
formula (5.4). The correlation between the data increases because the same number is subtracted. When the signal is 
reconstructed jointly, taking full advantage of this correlation can also reduce the reconstruction error. 

6. Conclusion 

In order to fully reduce the energy consumption of wireless sensor networks and improve its lifetime, this paper 
proposes DDCS by improving on the basis of traditional DCS. DDCS was introduced from three aspects: cluster 
head election, data compression, and joint reconstruction. The simulation results show that when the correlation 
between the sensor data is strong, compared to DCS, DDCS has a large data compression ratio and the compression 
effect is better. At the same time, since the DDCS utilizes the data correlation both at the encoding and decoding, the 
reconstruction error of the data is also significantly reduced, and the reconstruction performance is relatively good. 

Due to the limitation of experimental conditions, this paper mainly uses computer simulation to verify DDCS 
method and performance analysis. Further study is needed about the implementation and performance of DDCS on 
actual WSN. Besides, the energy consumption of DDCS method in cluster is not analyzed in this paper, which can 
be further discussed in the future. 
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, , 0
z z
i j i j comk k k k k                                                                 (30) 

Because of 0
z

head comk k k  , k can be written as 

2head comk k k                                                                         (31) 

Let 0k  , by calculating the above equation we can get the value of turning point ck  

2c com headk k k                                                                             (32) 

Analyzing according above deduce, when 0 2c headk k k  , we can get , ,
z
i j i jk k , which means the sparsity 

of transmission signal is reduced. Further, maxk and number of measurements M also are reduced. This suggests that 
DDCS has a better performance compared with DCS when common components make up the main part of the data. 
The theoretical analysis agrees with the experimental results.  

On the whole, in many applications of WSN, 0 2headk k can be easily satisfied. For example, monitoring the 
temperature of a volcano, monitoring the light intensity of farmland. This indicates that DDCS method can be widely 
used in WSN. 

5.2. Improvement of reconstruction Accuracy 

Through the experimental results in section 4.3, we find that the reconstruction accuracy of DDCS method is 
improved compared with traditional DCS. There are two main reasons to explain this result. 

On the one hand, according to the analysis in section 5.1, the amount of data that needs to be compressed has 
been greatly reduced in DDCS. As a result, the computation and iteration times of the reconstruction algorithm are 
also greatly reduced compared with DCS. This means that the reconstruction error decreases to some extent. 

On the other hand, in DDCS method, we make subtraction with 0 for all ,i j and get ,
z

i j according to the 
formula (5.4). The correlation between the data increases because the same number is subtracted. When the signal is 
reconstructed jointly, taking full advantage of this correlation can also reduce the reconstruction error. 

6. Conclusion 

In order to fully reduce the energy consumption of wireless sensor networks and improve its lifetime, this paper 
proposes DDCS by improving on the basis of traditional DCS. DDCS was introduced from three aspects: cluster 
head election, data compression, and joint reconstruction. The simulation results show that when the correlation 
between the sensor data is strong, compared to DCS, DDCS has a large data compression ratio and the compression 
effect is better. At the same time, since the DDCS utilizes the data correlation both at the encoding and decoding, the 
reconstruction error of the data is also significantly reduced, and the reconstruction performance is relatively good. 

Due to the limitation of experimental conditions, this paper mainly uses computer simulation to verify DDCS 
method and performance analysis. Further study is needed about the implementation and performance of DDCS on 
actual WSN. Besides, the energy consumption of DDCS method in cluster is not analyzed in this paper, which can 
be further discussed in the future. 
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