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The publish/subscribe model for communication has proved to be the most suitable in the Internet of
things (IoT) environment because of the decoupling provided by this model that supports communication
among heterogeneous parties. The standard or common publish/subscribe uses exact model to match
events to subscriptions. However, in the [oT environment, an exact match is an extreme requirement
because of the diverse and large environment and generation of various forms of Smart data. Therefore,
Keywords: semantically similar events must be considered and returned to subscribers as a possible match. However,
Event matching matching events approximately to subscriptions is a much more complex task that negatively affects
loT the efficiency of matching. Our proposed algorithm, semantic matching using the tree structure (SMT),
Publish/subscribe provides efficient communication to support time-critical applications. SMT achieved linear time in
Semantic terms of throughput compared with exponential time achieved in previous work. Combining SMT with
taxonomy clustering improved the effectiveness in terms of the F-score, which is an indication of the recall

and precision of the results, particularly when 100% of subscriptions were to be semantically matched.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Internet of things (IoT) sensors are increasing significantly, ac-
cording to Gartner forecast published in 2017 [1] “20.4 billion
connected things will be in use worldwide by 2020". The high rate
of growth in the use of IoT in our daily lives demands effective and
efficient communication between them to achieve their potential.
The continuous increase in the adoption of the IoT around us in
smart environments on different sized scales, such as smart homes,
smart universities, and smart cities, emphasizes the need for a
suitable middleware for communication. The middleware should
be extendable in terms of supporting heterogeneous sensing and
actuating devices. To date, there has been no such communication
standard, which creates a challenge [2].

For the middleware to be usable in communication, it should
support scalability, and help in crossing semantic and syntac-
tic boundaries between communicating parties [3]. Moreover, it
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should be efficient given the real-time requirements of the time
critical applications and the large volume of data to be commu-
nicated. According to [4], some of the most important areas of key
[oT opportunities are fleet management, security, and surveillance.
For example, Lufthansa Airlines is using real-time aircraft, airport,
and weather sensor data to improve on-time performance and op-
timize operations. These areas need real-time processing because
of their time-critical requirements. Moreover, most of these time-
critical applications deal with big data at the same time [2].

The publish/subscribe paradigm is well suited for large-scale
distributed systems because of its ability to provide scalable, ef-
ficient communication. It supports decoupling in terms of time,
space and synchronization with limited resource usage [5]. Fur-
thermore, semantic boundaries should be crossed to facilitate com-
munication between different parties. Agreeing on a rigid unified
syntax among many heterogeneous devices and users is unreal-
istic. Communication should be relaxed by crossing the semantic
boundary and achieving approximate matching to facilitate com-
munication between publishers and subscribers.
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The challenge arises in this type of communication due to its
large scale and highly heterogeneous participants [6]. Besides, ap-
proximate matching of events in the publish/subscribe paradigm
complicates the matching process and negatively affects efficiency.
Moreover, the absence of agreement on an event schema or the
lack of use of a predefined ontology hinders achieving accurate
matching results Yet, time-critical applications such as disaster or
emergency related require the communication to be effective and
efficient at the same time.

Very few studies have applied approximate semantic event
matching using semantic decoupling to the publish/subscribe
paradigm [7]. Their proposed approach for approximate semantic
event matching is based on explicit semantic analysis (ESA) and
the frontier algorithm for semantic matching. In our previous
work [8], we proposed approximate semantic event matching
publish/subscribe system. We used taxonomy clustering (TC) with
the top-k candidates algorithm and ESA to approximately match
events to subscriptions, which significantly improved the effec-
tiveness compared with previous results. Clustering achieved a 40%
increase in F-score results. However, in [7] and [8], the throughput
time increased exponentially with increasing subscriptions. Thus,
to improve the efficiency we propose the semantic matching
using the tree structure (SMT) algorithm, which also uses ESA
to semantically match events to subscriptions. However, we use
optimized, limited size tree structure, where the top node can be
expanded efficiently. Then, we combine the TC approach proposed
in [8] with (SMT) and called it the TC-SMT algorithm to improve
effectiveness alongside improved efficiency. Our contributions are
outlined below:

e We proposed approximate semantic event matching pub-
lish/subscribe system for IoT platform that clusters
IoT-related events and subscriptions according to distinct
topics using taxonomy clustering (TC) and then perform
matching using SMT approach for events and subscriptions
that fall within intersected clusters.

e Our proposed SMT reduced the total complexity of the al-
gorithm from O (n.m.log(m) + n.og(n) + k.n® + klog(k))
achieved in [7] and [8] to O (n.m. log (m) + n.k. log (k)) .

e Finding the top-K candidates events for a subscription in
our proposed algorithm is increasing linearly O (n.k. log (k))
compared to O (n.log(n) + k.n? + k.log(k)) achieved in [7]
and [8]. The increase is linear for different values of sub-
scription predicates and number of events, compared with an
exponential time increase in previous work [7] and [8].

e The achieved effectiveness of the TC-SMT algorithm main-
tained similar or slightly higher results than the results
achieved in [8].

The remainder of the paper presents related work, followed
by our motivation, then the requirements and research question.
Next, we present the requirements and our research questions.
Then the language model used followed by the proposed archi-
tecture explained. Subsequently, SMT algorithm explained, then
the experiment, and experimental results. Finally, Discussion and
conclusion are presented.

2. Literature review

In this section, we discuss semantic publish/subscribe and se-
mantic coupling, and then present the types of semantic pub-
lish/subscribe and existing work for each type.

Semantic Publish/Subscribe and Semantic Coupling

The traditional publish/subscribe paradigm matches subscrip-
tions with precisely matching events. The publish/subscribe
paradigm, in general, is based on the idea of decoupling in terms

of time, space, and synchronization. However, the traditional pub-
lish/subscribe paradigm is based on tight coupling with respect to
syntax. Publishers and subscribers assume an agreement regarding
event types, properties, and values called type coupling, property
coupling, and value coupling respectively:

o Type coupling means agreement on the type or class of event
attributes or instances.

o Property coupling means agreement on the set of values for
the event attributes or instances.

o Value coupling means agreement on the set of values for
event attributes or instances.

Semantic publish/subscribe loosens the above couplings, and
matches subscriptions with events that have a similar meaning.

In the following section, we present different categories of
semantic publish/subscribe matching algorithms in the literature.

2.1. Concept-Based methods

The concept-based approach is based on a concept-level shared
agreement or the use of domain-specific ontology.

S-TOPPS [9] introduced the use of a concept hierarchy, to allow
different relationships between the schema and attribute values
for publish/subscribe algorithms such as generalization and spe-
cialization or mapping functions. In [10], the resource description
framework (RDF), graph patterns, and DAML was used to represent
events, subscriptions, and subscription language respectively. On-
tologies and relational operators to correlate and map events were
used in [11]. Fuzzy ontology was used for mapping in [12], and
events were represented using attribute-value pairs. In [13], they
converted the content-based publish/subscribe model to concept-
based applying shared ontology library on multidimensional tree
structure, and then perform event-matching using the cover of
subscriptions information and matching order to speed matching.
Semantic-based clustering and ontologies were used to achieve
energy-efficient event routing in [ 14]. An atom-based container for
semantic information was proposed in [ 15] to be used in a service-
oriented system to improve the quality of service for resource-
constrained devices. In [ 16], the authors predicted the subscribers
using ontology-based quantitative similarity metric and semantic
similarity found in historical events. Complex event services (CES)
ontology was used in [17]. We can observe that concept-based
methods are mostly based on ontologies or a shared agreement of
concepts. Using ontologies does not support terminology decou-
pling. Moreover, expanding the ontology in use by adding a new
term or concept can become cumbersome. Therefore, ontologies
are difficult to apply in diverse and dynamic environments.

2.2. Approximate semantic event matching

Approximate semantic event matching is based on a statis-
tical model built over distributional semantics, the results are
ordered according to the approximation. One of the first proposals
of approximate semantic event matching was A-TOPPS [18]. The
authors introduced the use of approximate operators and match
degree rather than crisp Boolean. In [ 19], events were represented
as RDF, and subscriptions were queries in SPARQL. The results
were ranked according to similarity. In [7] and [20], the authors
used the attribute-value model to represent events. The results
were ranked according to similarity relatedness. The performance
efficiency decreased with an increase in the number of attributes
that were to be matched. In [2], the authors mentioned that one
of the research gaps is the generation of IoT knowledge before it
becomes outdated, and therefore, high processing throughput is
a necessity. To speed up the matching process and increase the
throughput, the k-nearest neighbors (kNN) algorithm was used
in [21]. However, the kNN algorithm need to be manually trained
before applying it for different patterns or types of queries to be
able to match accurately.
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2.3. Thematic event processing

Approximate semantic event matching is very useful for event
matching in the IoT; however, the matching process should be
more efficient. In [20] and [22], theme tags that represent the
domain were added to the payload of the subscription or event to
filter the incoming events according to the filter or theme to speed
up the matching process. Yet, this requires the user to choose a
theme alongside events and subscriptions.

3. Motivation

Publish/ subscribe paradigm is decoupled in terms of space,
time and synchronization. However, the communication is based
on exact syntax matching of events and subscriptions. Yet, it is
necessary that communication is flexible and accept approximate
or semantic matching due to the heterogeneity and diversity of
data providers and consumers. Tying the communication to an
agreed upon terms beforehand limit the communication and result
in high cost when change is needed [7,23].

Semantic interoperability significance and the need for seman-
tic publish/subscribe middleware has been emphasized in the re-
port published on March 2015 by the European Research Cluster
on the IoT [24]. It suggested loosening the semantic coupling
i.e. decoupling to be well suited for the IoT diverse environment |7,
19,20].

Many of the IoT applications would greatly benefit from loosen-
ing the semantic coupling so the communication between different
parties do not need to be based on beforehand agreement between
communicating parties. [7,19,23].

Most work in this area focused on ontology based semantic
matching which require agreement on agreed upon ontology be-
tween communicators beforehand which is difficult in an open
environment which holds on to the tight coupling in a different
way. Moreover, changing or adding to the ontology due to the
dynamic nature of the environment is costly, cumbersome, and
unfeasible [16,17].

The state of the art work in approximate semantic matching is
presented in [7,20] and they addressed it in an original way and
has managed to achieve low cost of rules management.

Yet, loosening the exact syntax matching complicates the
matching process and the results were negatively affected in terms
of effectiveness and efficiency when the number of subscriptions
and events increase.

Given the exponential increase in the number of things to
communicate through the internet and consequently the number
of events; the matching algorithm need to be more efficient which
means bigger number of events are matched in less time. More-
over, the approximate matching is not based on ontology or agreed
on taxonomy beforehand which negatively affects the effective-
ness of matching i.e. matching accurately when approximated.

Below we present a sample scenarios that can happen in an [oT
environment that emphasizes the need for efficiency given the lack
of well-defined agreed on schema.

Assume a person gets in a car accident and needs to find the nearest
ambulance or health practitioner available. The device in the car is
programmed to ask for help; in case of an accident it sends a request
for help with the location. Time is very critical in similar situations; an
ambulance nearby could reroute to the designated location as soon
as it receives the request. The request should be understood by the
ambulance even if it did not use the exact words expected by the
ambulance.

4. Requirements and research questions

The following user requirements for an [oT event paradigm are
identified after conducting the literature review and realizing the
motivation.

R1. Usability and ease of maintenance of the event processing
system by nontechnical users
R2. Efficient and effective event processing of IoT events

Those user requirements can be developed into the following
high-level research questions.

Q1. How can semantic matching be efficient given the added com-
plexity of loosening the exact matching to approximate semantic
matching?

Q2. How can semantic matching between subscribers and publish-
ers be achieved effectively?

Our work is focused on enhancing the efficiency of approximate
semantic publish/subscribe paradigm while maintaining effective,
simple and easy-to-use communication.

5. Language model

In this paradigm, one of our objectives is to use easy to use lan-
guage for subscriptions and events, so users with limited technical
background could easily communicate.

A subscription uses the attribute-value model to constitute the
predicate. The equality operator (=) is used between the attribute
and the value. A tilde operator (~) is appended to the attribute
or/and value to denote the acceptance of an approximate match.
A subscription requires an exact syntax match to the attribute or
value when no tilde operator is appended to it. An example of a
subscription is presented below in Eq. (1)

Subscription = {Major ~
= Information Systems ~, Degree ~ (1)
= Bachelor ~}

Subscription in Eq. (1) means the subscriber is asking for some-
one with bachelor’s degree and major Information Systems. The
tilde “~ sign here means that the subscriber would want events
that approximately matches the subscription i.e. not necessarily
exact match to the syntax of this provided subscription for all its
attributes and values.

Possible event would look like the following event presented
in Eq. (2):

Event = {Department = IS, Certificate = B.S.} (2)

5.1. Mapping

Given the loose semantic matching between subscriptions and
events, there are different possible mappings o between an event
and a subscription. There are two possible mappings between the
proposed subscription above in Eq. (1) and the event proposed
in Eq. (2).

ol ={(

Major ~= Information Systems ~ <>Department = IS),
(Degree ~= Bachelor ~ «>Certificate = B.S.)}

o2 ={(

Major ~= Information Systems ~ <>Certificate = B.S.),
(Degree ~= Bachelor ~ «>Department = IS)}

Each mapping has a different score of the similarity sum that
reflects the degree of relatedness of the mapping to the subscrip-
tion.
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Fig. 1. Proposed system architecture for publish/subscribe using TC-SMT.

6. Proposed architecture

Given the uncertainty of approximate semantic matching of an
event to a subscription; there exist different possible mappings
of an event to a subscription. Finding the top_k mappings rather
than the best mapping which corresponds to the top_1 increase
the chance of hitting the best match to a subscription according to
the statistical monotonicity principal [25]. This principal roughly
states that a better precision could be achieved when mapping
with a slightly smaller similarity compared to mapping with higher
similarity due to the statistical distribution.

In this work, we propose the SMT algorithm, which uses the
tree structure to efficiently find most related mappings to a sub-
scription. The matching is performed approximately using ESA or
exactly as required by the subscriber.

We use the tree as an optimized data structure, where each
node represents a mapping, and the tree size is limited to the
number of top k required mappings.

The tree is expanded from the root node to add subsequent
nodes that represents other mappings. Only nodes which reflects
mappings within the highest values for their similarity sums are
added to the tree.

The best mapping is added to the tree as the root node accompa-
nied with its calculated relatedness score, and since the subsequent
top mappings are adjacent or relatively close to the top mapping.
Computing the relatedness score of an adjacent mapping to the
top mapping does not require recalculating all elements of the
mapping, calculating the difference in mapping to the top mapping
is sufficient to find the similarity score.

This model improves the efficiency of matching since it reduces
the computation time for calculating different mappings.

Subsequently, we propose TC-SMT, a clustering method adopted
from [8], for which subscriptions are classified according to their
taxonomy and distributed accordingly to different classes before
applying SMT. Then, within each class, subscriptions are matched
to events using SMT, as explained in the next section in detail. Fig. 1
shows our architecture, which is used to match events to interested
subscribers

7. Taxonomy Clustering for the Semantic matching using Tree
Structure algorithm (TC-SMT)

To facilitate event matching in the IoT environment given the
large number of events that need to be matched to relevant sub-
scriptions, a topic is assigned to each event or subscription using
taxonomy clustering (TC). Events and subscriptions are assigned
topics according to their predicates and tuples. The events and
subscriptions which are assigned the same topic are grouped into
one cluster. Events are matched to subscriptions that fall within
the same cluster only. This cause a reduction in the number of
events to be matched to events that share the same topic only
which improves effectiveness in terms of finding the right match
and improves efficiency since only events that fall within the same
subscription’s cluster need to be matched Then events are matched
to subscriptions within their relevant clusters. The details of event
and subscription clustering algorithm is presented in detail in [8].

We used the AYLIEN text analysis API. We used the IPTC Subject
NewsCodes, which contains 1400 classes organized into three lev-
els of depth, to classify events and subscriptions. The dataset we
used in the experiments was classified into 53 distinct clusters.

7.1. Semantic Matching Using the Tree Structure (SMT) Algorithm

(1) Building the Combined Similarity Matrix

From the language model presented above we can see that
some predicates of the subscription require exact matching and
others require approximate semantic matching. So, four different
matrices are created to calculate the exact and semantic matching
for each mapping.

Exact Attribute Matrix
0 if (Subscription_Attribute requires exact match) and
(Subscription_Attribute) # (Event_Attribute) (3)

1 otherwise

Exact Value Matrix
0 if (Subscription_Value requires exact match) and
(Subscription_Value) # (Event_Value) (4)

1 otherwise
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Fig. 2. Building the combined similarity matrix.

Approximate Attribute Matrix
ESA (Subscription_Attribute, Event_Attribute)
if (Subscription_Attribute to be approximately matched) (5)

1 otherwise

Approximate Value Matrix
ESA (Subscription_Value, Event_Value)

if (Subscription_Value to be approximately matched) (6)

1 otherwise

Exact matrix yield 1 if the event’s attribute or value is an exact
match to the subscription’s attribute or value, otherwise it is 0.
Exact matrices are built according to Eqgs. (3) and (4)

Approximate matrix uses ESA relatedness measure to measure
the relatedness between the subscription and events. ESA yields
values in the range of [0, 1]. ESA is used whenever a tilde sign is
present in the subscription’s predicate. ESA semantic relatedness
value calculation is explained in the next section. Approximate
matrices are built using Egs. (5) and (6).

The matrices dimensions are n x m, where n is the number of
subscription’s predicates and mis the number of tuples in the event
to be matched.

We obtain a single matrix called the combined similarity matrix
M using the entry-wise product of all four matrices as presented
below in Fig. 2. Entry-wise product is efficient since it uses charac-
teristics of the identity (1) and zero (0) elements from the multi-
plication operator and can be computed in O(n m).

(2) Explicit Semantic Analysis (ESA)

In our proposed algorithm, SMT, we use ESA [26] to measure
semantic relatedness between terms, which has proven to yield
acceptable results. The corpus used to determine semantic relat-
edness is Wikipedia, which naturally suits the field of IoT because
of its dynamic, unlimited, and continuously growing in nature.

We downloaded the Wikipedia dump for 2016, and indexed it
using Lucene [27]. Each Wikipedia article is represented as a vector
of words that appear in the corresponding article. Each word is

assigned a Term Frequency Inverse Document Frequency (TFIDF)
value which reflects the relevance of a concept to a term. TFIDF is
calculated by calculating the term frequency (tf) for term i across
all the articles in the Wikipedia corpus and then calculating the
document frequency (df) which calculates the number of docu-
ments (d) or articles that contain the termi.

if count(t;, d;) > 0
otherwise

() = {counto(t,-, d;)

dfi = [{dk: tj € di} |

Next, we calculate the inverse document frequency (idf) which
is obtained by dividing the total number of documents (n) by the
number of documents containing the term;, and then taking the
logarithm of that quotient.

. n
(idf; = log d—fi)
Subsequently, TFIDF is calculated by calculating the product of
(tf) and (idf).
tfidf = (tf) - (idf)
Finally, we apply cosine normalization to the tfidf to disregard

differences in document length. Cosine normalization is obtained
by weighting all the components of a term vector

thidfli, j]

V25, tidffi, j1?

A more detailed explanation of ESA can be found in [26].

Wi = where s is the number of terms.

(3) Semantic Matching using Tree Structure Algorithm

From our resultant unsorted combined similarity matrix M of
size (n x m), we sort the matrix and call it SM and then create a
sorted index matrix called IM, as shown below in Egs. (7), (8) and

(9).
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In our proposed algorithm, we use a limited sized tree of size k
nodes, as shown in Fig. 3. Each node in our tree consists of three
values: t, ¢, and s, where t denotes the index of the parent vector,
¢ denotes the position of change, and s denotes the sum of the
similarity values. The size of the tree is limited to k nodes, where k
denotes the number of the required events to be chosen as matches
to a subscription, and therefore the height of the tree is [logk] + 1.

[0.8 0.7 09 03
M=|05 08 02 04
010.0 0.1 08 0.3

0.9 08 0.7 0.3i|

(7)

SM=]08 05 04 0.2
010.8 0.3 0.1 0.0

(8)

1 2 4
M=|2 1 4 3:| (9)
13 4 2 1

The steps for building the tree from the sorted matrix are
summarized as shown below in Fig. 4. Fig. 4: Building the tree from
the sorted matrix we could see the tree size is limited istokand k =
4, Nodes which have smaller sum than the smallest node when the
total count of the nodes are 4 are discarded. Moreover, we can see
that moving from one iteration to the other is done efficiently. It
is not necessary to re-sum the similarity vectors each time neither
pass the entire offspring vectors to the tree.

Assume we choose k = 4, So, the tree will have four nodes.

We create matrix R presented in Eq. (11) of size kn to store the
best top k vectors, where k is the number of nodes, which is similar
to the number of rows in R, and n is the number of rows in matrix
M, which is similar to the number of columns in R

Below we explain in further detail the steps of building the tree
from the sorted matrix. The first vector V; = (1, 1, 1) from SM is
the best because it has the highest sum value s.

1. Add vector V; = (1, 1, 1) index positions as shown in the
SM presented in Eq. (10) into row 1 in matrix R, as shown in

Eq. (11).
09 08 07 03

SM=[08 05 04 02 (10)
(08 03 0.1 0.0
111

R=|- - - (11)

2. Create an empty tree and assign null to the root of the tree.
Then, insert the first vector with node values (1, 0, s)into the
tree. S is calculated as presented in Eq. (12). Assign the node
to be as the Top node since it is the node with the highest

value of s in the tree, as shown in Fig. 5, the first best vector
has no position change; therefore, it is assigned zero.
node (1,0, s)
o s=MI1,IM[1, 1]] + MI[2, IM[2, 1]] +
M[3,IM[3,1]] =0.9+ 0.8+ 0.8 =2.5. (12)

. Create temporary node and call it Temp. Store Top into Temp

and delete Top. Then expand Temp, as shown in Fig. 6, to

the following nodes by exchanging one element at a time.

The calculation of the sum of the expanded nodes presented

below in Egs. (13), (14), and (15).

node (1, 1, s71)

o s1=s—M[1,IM[1,1]] + M[1,IM[1, 2]]
=25-094+08=24 (13)

node (1, 2, s3)

o $2=s—MI[2,IM[2, 1]] + M[2, IM[2, 2]]
=25-08+05=22 (14)

node (1, 3, s3)

o $3=s—M|[3,IM[3, 1]] + M[3,IM[3, 2]]
=25-08+4+03=20 (15)

. Insert the expanded nodes into the tree organized by sum

value, as shown in Fig. 6, individually as follows:

. Add vector V, = (2, 1, 1), which corresponds to Top in the

tree in Fig. 6 shown in SM presented in Eq. (16), as the vector
with the highest sum to row 2 in matrix R, as presented in
Eq. (17).

r0.9 08 0.7 0.3
SM=|08 05 04 0.2 (16)
|08 03 0.1 0.0
111
|2 11 a7

. Store Top in Temp and delete Top. Then expand Temp to the

following nodes and calculate the sum values as presented
in Egs. (18), (19), and (20).
node (2, 1, s1)

o s1=s—MI[1,IM[1,2]] +M[1, IM[1, 3]]
=24-08+07=23 (18)

node (2, 2, s»)

o 2 =s—MI[2,IM[2, 1]] + M[2, IM[2, 2]]
=24-08+05=2.1 (19)

node (2, 3, s3)

o s3=s-—MJ[3,IM[3, 1]] + M[3, IM[3, 2]]
=24-08+03=1.9. (20)

. Insert the expanded nodes organized by sum value into the

tree, as shown in Fig. 7, individually, keeping in mind that k
=4, and because node (2, 3, 1.9) sum is less than the worst
node, it is not inserted into the graph.

. Add vector V3 = (3,1, 1) as shown in SM presented in

Eq. (21) which corresponds to Top in the tree presented in
Fig. 7, to matrix R as the third row presented in Eq. (22).

09 08 07 03
SM=[08 05 04 0.2 (21)

08 03 0.1 0.0
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Iteration 1 Iteration 2 Iteration 3 Iteration 4
0.9 08 0.7 03 09 0.8 07 03 09 08 0.7 03 09 08 07 0.3
SM=10.8 05 04 02 > SM= (0.8 05 04 02 . SM= (0.8 05 04 0.2 0.8 05 04 0_2]
0.8 03 01 0.0/\ 0.8 03 0.1 0.0 \ 0.8 03 0.1 0.00\ 0.8 03 01 0.0
\ 1]1]24 \ N\ [2]1]23 311119
\ \ e
\ \ 0.9 08 07 03 \ 09 0.8 07 03 09 08 0.7 03
\ SM=108 0.5 04 0.2 \ SM=108 0.5 04 0.2 08 0.5 04 0.2]
Indexof | Positionof | Sum N 0.8 03 0.1 Q.O 0.8 03 01 0.0 0.8 03 01 0.0
Parent Change \ 1]2(2.2 [2]2]21 1312120
1 0 2.5 \
« 0.9 08 07 03 09 0.8 07 03 09 08 0.7 03
SM=10.8 05 04 0.2 SM=10.8 05 04 02 0.8 05 04 042]
08 0.3 0.1 0.0 08 0.3 01 0.0 08 0.3 01 0.0
11320 121319 13]13]18
Lowest Top S -
_ Top _ Tree Tree Top
111124 V'o=(1,2,3), (11222 (l112122] %
fl1]0]25 | > N Sum=2.4 Lowest - Top ~ 4
’ AN V'u=(3,1,3),
T ) / . / \ ¥ ) / sum=2.2
- (112122 ([(Ar3120]){[211123]} (113120
K=4 S N Lowest "<
V'e=(2,2,3), i \
/ Lowest \’ ) sum=2.3 /Y. / e W
(113120 |4 {[212121]) ([312720] ) [2]2]21] )
Fig. 4. Building the tree from the sorted matrix.
1 1 1 Lowest Top
2 1 1
R = 22 A A
3 1 1 (22)
- - 1|10]25 »  V u=(3,2,3), sum=2.5

9. Store Top in Temp and delete Top. Then expand Temp as
shown in Fig. 8 to the following nodes:
e node (3, 1, 1)

o sl=s—M[1,IM[1,3]] 4+ M[1, IM[1, 4]]
=23-07+03=19 (23)

e node (3, 2, s7)

o 2 =s—MI[2,IM[2, 1]] + M[2, IM[2, 2]]
=23-08+05=20 (24)

e node (3, 3, s3)

o $3=s—M][3, IM[3, 1]] + M[3, IM[3, 2]]
=23-08+03=18. (25)

10. Insert the expanded nodes with the highest sum into the
tree individually, as shown in Fig. 8, maintaining the size
of the tree, k = 4. Therefore, node (3, 1, 1.9) presented
in Eq. (23) is inserted into the proper position and then
node (3, 2, 2.0) presented in Eq. (24) replaces it because it
is the node with the lowest sum, and then node (3, 3, 1.8)
presented in Eq. (25) is not inserted.

11. Add vector V4, = (1,2, 1), as shown in SM presented in
Eq. (26) which corresponds to Top in the shown in Fig. 8, to
row 4 in matrix R, as shown in Eq. (27).

r0.9 08 07 0.3
SM=[08 05 04 0.2 (26)
(08 03 0.1 0.0
101 1
2 1 1
R=1% 1 1 (27)
1 2 1

Fig. 5. First node of the tree.

Top

(1l1]24 » V'1,=(1,2,3), sum=2.4

'

112022 ]

K

. Lowest
11320 4

Fig. 6. Tree expansion (1).

The merit of our tree is that the top and lowest nodes can
be identified easily, where the top is the rightmost node and the
lowest is the leftmost node. Two pointers are used to store the
addresses of these two nodes.

8. Experiment and experimental results

We performed our experiment on a Dell personal computer
with Intel Core i7-3770, 3.40 GHz CPU, and 32GB RAM. The com-
puter ran Java Virtual Machine 1.8, and Microsoft Windows 8
with a 64-bit operating system. We evaluated the efficiency and
effectiveness of our proposed algorithm and compared them with
the results presented in [7] and [8]. Next, we explain the dataset
used in our experiment.
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Pseudocode of the Semantic Matching Algorithm Using Tree Structure (SMT)

Algorithm: Identify Top-k similarity vectors

Input: M, k.

k : Required number of the best vectors.
Output: Best k vectors of n dimensions.

M : Matrix of n rows and m attributes of similarity values between zero and one.

10 | p.t&1, p.c€0, p.s€s;
11 | Top € Tree, Lowest € Tree
12 | Insert (Tree, p, Top, Lower)
13 | TSize €1

15 Forq€1,2, ...,k
16 | pegin

33 end{if}
34 end {for}

36 | end{for}

Begin

1 | IM €< sort(M)  //Sort M and retrieve corresponding sorted indices matrix (IM)

2 | Tree € null  //Create an empty tree and assign null to the root of the tree

3 |Ry€(1,1,1,...,1) //Assign the first best vector

4 |s,€0 // Compute the sum similarity values for the first best vector
5 | Fori€1,2,...,n

6 begin

7 sy € 5+ M [i, IM[i, R.[i]]]

8 | End

9 | Create new node p

// Parent index (p.t), position of change (p.c), sum (p.s)
// Assign pointers to top and lowest values

[ [ S —— Expand V; to n vectors-—-------—----- /

17 TTemp.t €(Top.t), Temp.c €(Top.c), Temp.s <(Top.s)
181 Print (Temp_V;, Temp.s) // Temp_V;" = (IM[L, Rremp_c[11], -, IM[1, Rpomp ¢ [0]])
Delete (Tree, Top) / With updating Top and Lowest

20 Forj€1,2,...,n

21 begin

22 Create new node P

5431 p.t&q, p .c<j

55| poses =Ml R QU] + M [, 1M, RIgI]) + 11]
26 if (TSize <k)

27 insert (Tree, p, Top, Lowest) //With updating Top and Lowest
28 TSize €TSize + 1

29 elseif (p.s > Lower.s)

30 insert (Tree, p, Top, Lowest) // Replace Lower by p

31 else

32 discard p  //no insertion

35 Rgs1 € Rropt s Rgy1 [Top.c]€ Ry [Top.c] +1

//assign q+1 best vector.

8.1. Dataset

We chose a publicly available dataset [22] that mostly simu-
lated the heterogeneous nature of the IoT environment and was
used in [8]. The dataset consisted of events similar to those pro-
duced by the SmartSantander Smart City Project [28] and Linked
Energy Intelligence (LEI) [29] data space. They are smart projects
that focus on traffic, parking vacancies, speed, environmental met-
rics, energy saving and consumption.

Seed Events and Exact Subscriptions

A set of 166 seed events were randomly chosen from the
datasets. The exact subscriptions for the seed events were assigned
as a match to generate the ground truth:

{category = ground water flow slight drop event,
suburban area = galway}.

Event Set Semantic Expansion and Approximate Subscriptions

Based on the EuroVoc thesaurus [30], the events were seman-
tically expanded by replacing terms with their synonyms or other
related terms. Below we present an expanded example based on

DTree
11222
Lowest
< K 4 Top
. 4
[113]20 L211]23 » V'e=(2,2,3), sum=2.3
4
20221 |

Fig. 7. Tree expansion (2).

the above seed event is

{category = ground water flow drop event,
continent = european countries,
measurement scale = cubic meters per second,
suburb = galway, country = ireland}.
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DTree

Top
<«
112]22 | ) > V'w=(3,1,3), sum=2.2
11320
Lowest :
. ) AN
« K u
' 21221

3(2]20

Fig. 8. Tree expansion (3).

A set of 94 subscriptions were approximated by appending
the tilde operator (~) to the attribute and/or value. Below is an
example

{category ~= ground water flow slight drop event ~,
suburban area ~= galway ~}.

Matching Based on the Relevance Ground Truth

For the relevance ground truth, approximate subscriptions were
matched first to exact match events, and then to events from
the expanded set with similar or related terms. We discarded the
theme tags appended to events and subscriptions in the original
dataset. There are many other works where IoT dataset are used
for various purposes [31-40].

8.2. Efficiency

To test for efficiency, we performed SMT with a varying number
of events tuples, subscription predicates, and number of desired
nearest matches, represented by m, n, and k, respectively. As shown
in Fig. 9, we observe that the time needed for a larger number of
required matches improved when we used SMT compared with the
two previous algorithms. However, the improvement was substan-
tial when increasing subscription predicates or number of events
because the time increase was linear with increasing n, as shown
in Fig. 10, or m, as shown in Fig. 11, compared with the exponential
time increase in [7] or [8].

8.3. Effectiveness

To test the effectiveness, we tested the precision, recall, and
F-score of SMT, TC-SMT and compared them with the algorithms
from earlier work presented in [7] and [8]. The comparisons of
the precision, recall, and F-score for all four algorithms are shown
in Figs. 12, 13, and 14 respectively. TC-SMT demonstrated a clear
improvement in terms of the precision values, as shown in Fig. 12,
because of clustering, which limited the choices to events within
a similar taxonomy. The recall values shown in Fig. 13 exhibited
similar results for all tested algorithms. The F-score values in Fig. 14
showed a significant increase, particularly when the subscriptions
were fully approximated. These results demonstrated the benefits
of TC for the precision of the returned results, which consequently
affected the F-score. The benefits were more apparent when the
subscriptions were fully approximated and uncertainty increased.

9. Discussion

The proposed algorithm, SMT, was more efficient because of the
following reasons:

140
——— Alhakbani et al. )]
—=&—— Hasan and Curry's rd
120 SMDT /
100
i
E 80
o
E
Z 60
40
20
0
0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
k
Fig. 9. Number of matches vs. time.
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Fig. 10. Number of subscription predicates vs. time.
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Fig. 11. Number of event tuples vs. time.

1. It used an optimized data structure, a limited sized tree
of size only k nodes, where each node consisted of three
values: index of parent vector, position of change in the
parent vector, and sum of similarity values. Additionally, we
used array R of size kn to store the best top k vectors. Thus,
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Fig. 14. Comparison of F-Score values.

the total space complexity, excluding the size of the input

similarity matrix and sorted indices matrix, is presented in

Eq. (28).
3k 4+ kn = O(nk + k). (28)

2. It demonstrated efficient expansion from the current top
vector (parent vector), where it was not necessary to re-
sum the similarity vectors each time or pass the entire
offspring vectors to the tree. This was performed as follows:
Let M be the unsorted matrix of size nm (n rows and m
attributes), IM be the sorted index matrix of size nm, and
R: = (a1, ag, . .., am) be the current top vector of array R
or parent vector with total similarity value s. Each node is
a vector of three values (t, c, s), where t is the index of the
parentvectorinarray R, c is the position of change in parent
vector t, and s is the sum of similarity vector t. This top node
can be expanded to n nodes as presented in Egs. (29), (30)

and (31):

Vi = (t,1,s7) ands; = s — MJ[1,IM][1, ay]] +

M[1, IM[1, ay + 1]] (29)
Vo = (t,2,s) ands, =s —M][2,IM][2, ap]] +

M[2, IM[2, a, + 1]] (30)

Vin = (t, 0, 5y) and s, = s — M[n, IM[n, ai,]] +
M[n, IM[n, as, + 1]]. (31)

These offspring nodes were inserted into the tree in the
form (¢, c,s). Note that, Vj = (t, J» sj) was mapped to
(ap,...,a + 1,...,am)and Ry = (1, 1,..., 1). This ex-
pansion was performed if the following condition in Eq. (32)
was satisfied:

A+ 1<m (32)

Total time complexity analysis

e First, we sorted the similarity matrix and retrieved the sorted
indices matrix, which costed O (nmlogm) , using an average
case quick sort algorithm or worst case merge sort.

e Second, we inserted n nodes for (k — 1) iterations, and the
insertion of each node cost O(logk) in the tree of size k and
average height |logk] + 1.

o Note that, atiteration 1, we had only one node, that is, the top
vector. Thus, the total time complexity is presented in Eq. (33)

O(nmlogm + n (k — 1) (logk))
= O(nmlogm + nklogk). (33)

10. Conclusions

The ubiquitous nature and scale of IoT applications has raised
the need for efficient and effective communication among them.
Approximate semantic matching is a better option compared with
exact syntactic matching; however, achieving a high throughput
given a large scale is a challenge. The proposed model, SMT, accom-
plished linear performance time with n, and m. TC-SMT achieved
more than a 95% F-score for effectiveness given subscriptions that
required a 100% degree of approximation. This model can con-
tribute to the middleware layer, for which applications are highly
critical in terms of time, and with no prior knowledge of event
semantics. In future, we will extend our work in distributed envi-
ronment such as cloud platform to implement parallel processing
of event and subscriptions.
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