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A B S T R A C T

In this article, a new family of two-stage explicit time integration methods is developed for more effective
analyses of linear and nonlinear problems of structural dynamics. The collocation method and special types of
difference approximations with adjustable algorithmic parameters are employed to approximate the displace-
ment and velocity vectors in time. The new two-stage explicit method is designed to possess controllable nu-
merical dissipation like many of the recent explicit methods. Interestingly, the period error of the new two-stage
explicit method is noticeably decreased when compared with the existing two-stage explicit methods. All im-
proved and preferable features of the new two-stage explicit method are achieved without additional compu-
tational costs. Illustrative linear and nonlinear problems are solved numerically by using the new and existing
methods, and numerical results are carefully compared to verify the improved performance of the new two-stage
explicit method.

1. Introduction

Step-by-step direct time integration methods [1,2] are essential
tools for numerical analyses of structural dynamics. For many decades,
time integration methods have been improved not only to give more
accurate predictions but also to perform specific functions, such as the
elimination of the spurious high-frequency mode and the conservation
of the total energy, more effectively.

Traditionally, the role of numerical dissipation in implicit methods
has been emphasized for the effective elimination of the spurious high-
frequency mode and the stabilization of highly nonlinear problems. In
general, implicit methods are unconditionally stable, and time steps can
be chosen independently without stability considerations [3]. By uti-
lizing unconditional stability and numerical dissipation of implicit
methods, the spurious high-frequency mode can be effectively elimi-
nated without additional processes. The Houbolt [4] method, the Park
method [5], and the Bathe and Baig (BB) method [6] have strong nu-
merical dissipation which is useful for filtering of the spurious high-
frequency mode in numerical solutions.

Other than the capability of filtering the spurious high-frequency
mode, the capability of conserving the total energy of dynamic systems
has also been regarded as an essential attribute of a good time in-
tegration method in many of practical analyses [7,8]. The Houbolt,
Park, and BB methods were effective for filtering the spurious high-
frequency mode in numerical solutions, but these methods also

introduced a certain amount of numerical damping into the important
low-frequency mode. When large time steps were used for a long
duration of time, they could distort predictions seriously as discussed in
Ref. [9].

To remedy this, many improved implicit methods have been de-
signed to possess controllable numerical dissipation [9–12]. The gen-
eralized-α method [11] is one of the most well-known implicit methods
with dissipation control capability. In the generalized-α method, its
numerical dissipation could be adjusted by a user depending on the
characteristic of a given problem.

Later, the role of numerical dissipation in explicit methods has also
been emphasized for the efficient and effective analysis of challenging
problems of structural dynamics [13–15]. In wave propagation and
impact problems, explicit methods are more frequently used than im-
plicit methods, because the optimal time step required is only slightly
smaller than the critical time step required to satisfy the stability con-
ditions of an explicit method. In general, big matrix equations should be
properly handled for the effective analysis, which is computationally
expensive. In these problems, lower-order elements are more frequently
used to lower computational costs and time of the analysis.

However, the lower-order elements may cause another serious
problem. If lower-order elements and coarse meshes are combined to
reduce the computational cost, the spurious mode is generated, and it
can be included in numerical solutions. Numerical solutions may be
seriously influenced by the spurious high-frequency mode, and it
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should be properly handled for reliable predictions. To remedy this, one
can use higher-order elements and refined meshes, but higher-order
elements and refined meshes also decrease the size of the critical time
step. In this case, numerical dissipation also plays an important role in
explicit methods to increase computational efficiency by eliminating
the spurious high-frequency mode of coarse meshes and lower-order
elements. Due to these reasons, many explicit methods have been de-
signed to possess controllable numerical dissipation [13,14,16–18].
Several methods require factorizations of system matrices to determine
their algorithmic parameters [19–21]. These methods are un-
conditionally stable and can be used like explicit methods after de-
termining the algorithmic parameters. They are unconditionally stable
and have adjustable numerical dissipation.

Recently, several two-stage explicit time integration methods
[14,17,22,23] have been introduced to overcome some limitations of
the single-stage explicit methods [13,15,16]. The recent two-stage ex-
plicit methods were designed to give improved accuracy for the im-
portant low-frequency mode while introducing the specified amount of
numerical dissipation into the high-frequency range. More accurate and
efficient analyses were possible by using the recently developed two-
stage explicit methods when compared with the single-stage explicit
methods. The Noh and Bathe (NB) method [14] has been developed
based on the finite difference approximations of the displacement and
velocity vectors for the analysis of wave propagation problems. The NB
method could control the amount of numerical dissipation through al-
gorithmic parameters. The Soares method [22] has been developed
based on the modified weighted residual method for the analyses of
structural dynamics and wave propagation models. The Soares method
could also adjust the level of numerical dissipation through its algo-
rithmic parameter. The Kim and Lee (KL) method [17] has been de-
veloped based on the collocation method to solve various linear and
nonlinear dynamic problems.

As mentioned previously, numerical dissipation plays an important
role in the explicit methods, but it should be minimized if the spurious
high-frequency filtering is unnecessary. It is important to understand
that numerically dissipative cases of time integration methods also
gradually decrease the total energy of dynamic systems when too large
time steps are used. Due to this reason, dissipation control capability is
essential for a good family of time integration methods, and the non-
dissipative case should be included as a particular case.

In explicit methods, the non-dissipative case is as important as
dissipative cases. The maximum accuracy level achievable from the
non-dissipative cases of the existing two-stage explicit methods is the
same as the accuracy level obtained by using the central difference
method twice with a half size of the time step. When compared with the
central difference method, the non-dissipative case of the recently de-
veloped two-stage explicit methods cannot provide any advantages if
the high-frequency filtering is not required.

In this article, a new two-stage explicit method is developed to
achieve improved accuracy, simple computational structure, and dis-
sipation control capability in one unified family. Especially, the pur-
posed of the development of the new two-stage explicit method focuses
on the improvement of the accuracy in the non-dissipative case, while
keeping the useful high-frequency filtering capability in the asymptotic
and dissipative cases.

To this end, difference expressions with adjustable parameters are
used to explicitly approximate the displacement and velocity vectors in
time. Then, the collocation method is employed to find optimal algo-
rithmic parameters. To ensure improved accuracy, the algorithmic
parameters of the new two-stage explicit method are optimized by
using the reliable techniques that have been used in the development of
other successful time integration methods. Most of all, the new two-
stage method is expected to have improved accuracy when compared
with the existing two-stage explicit methods without increasing com-
putational efforts. To verify the improved performance of the new two-
stage explicit method, simple and illustrative examples are solved, and

numerical results are compared.

2. Development

In this section, the mathematical framework and the optimized al-
gorithmic parameters of the new two-stage explicit method are pre-
sented. For the completeness of the development, the spectral proper-
ties of the new two-stage explicit method, such as spectral radius,
accuracy, and stability are investigated by using the single-degree-of-
freedom problems [2]. The specification of numerical dissipation in the
new method is also discussed.

2.1. New two-stage explicit method

The governing second-order ordinary differential equations of var-
ious dynamic problems are often expressed as

=t t t tMu f u u¨ ( ) ( ( ), ̇ ( ), ) (1)

where t is time, M is the mass matrix, f is the total force vector, u is the
displacement vector, and the dots over the variables denote differ-
entiation with respect to t. The initial conditions are

=u u(0) 0 (2a)

=u u̇ (0) ̇ 0 (2b)

where u0 and u̇0 are the initial displacement and velocity vectors, re-
spectively.

For linear structural problems, t t tf u u( ( ), ̇ ( ), ) in Eq. (1) is often
expressed as

= − −t t t t t tf u u q Cu Ku( ( ), ̇ ( ), ) ( ) ̇ ( ) ( ) (3)

where q is the external force vector, C is the damping matrix, and K is
the stiffness matrix. When the relation given in Eq. (3) is used, Eq. (1)
can be rewritten as

+ + =t t t tMu Cu Ku q¨ ( ) ̇ ( ) ( ) ( ) (4)

and Eq. (4) is called the equation of structural dynamics.
To find numerical solutions of various dynamic problems, Eq. (1)

should be discretized in time by using proper numerical methods. For
the time discretization of Eq. (1), tu( ) and tu̇( ) are explicitly approxi-
mated over the time interval ⩽ ⩽ +t t t tΔs s by using the known
properties at ts, where ts is the beginning of the time interval, and tΔ is
the size of the time step. In the KL method presented in Ref. [17], the
displacement and velocity vectors at +t tΔs could be predicted without
considering the acceleration vector at ts. In a similar sense, the dis-
placement and velocity vectors of the first stage (i.e., at +t τ tΔs 1 ) of the
new two-stage explicit method are predicted without the acceleration
vector at ts as

= ++ τ tu u u¯ Δ ̇t τ t t tΔ 1s s s1 (5)

=+u u̇¯ ̇t τ t tΔs s1 (6)

where the parameter τ1 specifies the point in the time interval, the
subscripts of the variables denote time points that the variables are
associated with, and the bar over the variables denotes that the vari-
ables belong to the first stage. By using Eqs. (1), (5) and (6), the ac-
celeration vector of the first stage is computed as

= ++
−

+ + t τ tu M f u u¨̄ ( ¯ , ̇¯ , Δ )t τ t t τ t t τ t sΔ
1

Δ Δ 1s s s1 1 1 (7)

By using +ṻt τ tΔs 1 given in Eq. (7), the displacement and velocity vectors
of the second stage (i.e., at +t τ tΔs 2 ) are predicted as

̂ = + ++ +τ t τ t αu u u uΔ ̇ 1
2

( Δ ) ¨̄t τ t t t t τ tΔ 2 2
2

1 Δs s s s2 1 (8)

̂ = ++ +τ tβu u u̇ ̇ Δ ¨̄t τ t t t τ tΔ 2 1 Δs s s2 1 (9)

where the parameter τ2 specifies the point in the time interval, α1 and β1
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are the parameters that adjust the magnitudes of the acceleration vec-
tors in the displacement and velocity vectors of the second stage, re-
spectively, and the hat over the variables denotes that the variables
belong to the second stage. By using Eqs. (1), (8) and (9), the accel-
eration vector of the second stage is computed as

̂ ̂ ̂= ++
−

+ + t τ tu M f u u¨ ( , ̇ , Δ )t τ t t τ t t τ t sΔ
1

Δ Δ 2s s s2 2 2 (10)

Once +ṻt τ tΔs 1 and ̂ +üt τ tΔs 2 are computed according to Eqs. (7) and (10),
the displacement and velocity vectors at +t tΔs are computed as

̂= + + + −+ + +t t α αu u u u uΔ ̇ 1
2

(Δ ) ( ¨̄ (1 ) ¨ )t t t t t τ t t τ tΔ
2

2 Δ 2 Δs s s s s1 2 (11)

̂= + + −+ + +t β βu u u u̇ ̇ Δ ( ¨̄ (1 ) ¨ )t t t t τ t t τ tΔ 2 Δ 2 Δs s s s1 2 (12)

where α2 and β2 are the parameters used to weight +ṻt τ tΔs 1 and ̂ +üt τ tΔs 2 in
the displacement and velocity vectors at +t tΔs , respectively. To ad-
vance another time step, +ut tΔs and +u̇t tΔs are regarded as the newly
known properties at +t tΔs , and the procedures given in Eqs. (5)–(12)
are repeated for the time interval + ⩽ ⩽ +t t t t tΔ 2Δs s .

To simplify the evaluation of the externally applied force vector, τ1
and τ2 are chosen as the same. By following the process provided in
Refs. [24,25], τ τ β, ,1 2 1, and β2 are chosen as

= = = =τ τ β β1
2

, 1, 01 2 1 2 (13)

With the parameters given in Eq. (13), the new two-stage explicit
method becomes second-order accurate for both damped linear pro-
blems and undamped linear problems. To improve the accuracy for the
undamped case according to the process provided in Ref. [16], α1 is
chosen as

=α 2
31 (14)

The last undetermined parameter α2 will be used for the control of
numerical dissipation in the next subsection. By using the parameters
determined in Eqs. (13) and (14), the procedures given in Eqs. (5)–(12)
are summarized as

= ++
tu u u¯ Δ

2
̇t t t tΔ /2s s s (15a)

= ⎛
⎝

+ ⎞
⎠

+
−

+ t tu M f u u¨̄ ¯ , ̇ , Δ
2t t t t t sΔ /2

1
Δ /2s s s (15b)

̂ = + ++ +
t tu u u uΔ

2
̇ (Δ )

12
¨̄t t t t t tΔ /2

2
Δ /2s s s s (15c)

̂ = ++ +
tu u u̇ ̇ Δ

2
¨̄t t t t tΔ /2 Δ /2s s s (15d)

̂ ̂ ̂= ⎛
⎝

+ ⎞
⎠

+
−

+ + t tu M f u u¨ , ̇ , Δ
2t t t t t t sΔ /2

1
Δ /2 Δ /2s s s (15e)

̂= + + + −+ + +t t α αu u u u uΔ ̇ (Δ )
2

( ¨̄ (1 ) ¨ )t t t t t t t tΔ
2

2 Δ /2 2 Δ /2s s s s s (15f)

̂= ++ +tu u u̇ ̇ Δ ¨t t t t tΔ Δ /2s s s (15g)

At this point, the only undetermined parameter is α2. In the new two-
stage explicit method, the level of numerical dissipation is adjusted by
changing values of α2. It should be noted that the new two-stage explicit
method becomes non-dissipative with =α 02 . The most dissipative case
(the asymptotic annihilating case) is obtained when α2 is

− =10 4 6 ( 0.2020410288672876). In the next section, the role of α2 will
be discussed in detail. It should also be noticed that the new explicit
method given in Eq. (15) is fully applicable to various nonlinear dy-
namic problems without any modifications. The new two-stage explicit
method is fully explicit even in the presence of velocity dependent
terms.

When applied to the linear equation of structural dynamics given in

Eq. (4), the new explicit method is simplified as

= ⎛
⎝

− − ⎛
⎝

+ ⎞
⎠

⎞
⎠

+
−

+
tu M q C u K u u¨̄ ̇ Δ

2
̇t t t t t t tΔ /2

1
Δ /2s s s s s (16a)

̂

⎜

⎟⎜ ⎟

= ⎛
⎝

− ⎛
⎝

+ ⎞
⎠

− ⎛
⎝

+ + ⎞
⎠

⎞
⎠

+

−
+ +

+

t

t t

u

M q C u u

K u u u

¨

̇ Δ
2

¨̄

Δ
2

̇ (Δ )
12

¨̄

t t

t t t t t

t t t t

Δ /2

1
Δ /2 Δ /2

2
Δ /2

s

s s s

s s s
(16b)

̂= + + + −+ + +t t α αu u u u uΔ ̇ (Δ )
2

( ¨̄ (1 ) ¨ )t t t t t t t tΔ
2

2 Δ /2 2 Δ /2s s s s s (16c)

̂= ++ +tu u u̇ ̇ Δ ¨t t t t tΔ Δ /2s s s (16d)

Eq. (16) contains all procedures that are required to solve linear pro-
blems of structural dynamics numerically. As shown in Eq. (16), the
method is fully explicit in the presence of the damping matrix C, which
is not provided in the classical central difference method and the Soares
method. Even if C is not diagonal, the procedures given in Eq. (16)
require only −M 1. The two pure vector operations of the new two-stage
explicit method given in Eqs. (16c) and (16d) are additional compu-
tations when compared with the Soares method.

In the new two-stage explicit method, only one evaluation of the
external force (i.e., +qt tΔ /2s ) is required as given in Eqs. (15) and (16).
This may not decrease overall computational cost significantly, but
implementation may become simpler. Unlike the new two-stage explicit
method, the existing two-stage methods require two evaluations of tq( ).

Another advantage of the new explicit method is that the initial
acceleration vector (ü0) and the acceleration vector of a previous time
step (üts) are not required. However, the acceleration vector at

= +t t tΔs ( +üt tΔs ) may be required in some cases. In these cases, the
acceleration vector at +t tΔs can be computed as

=
−

+
+

t
u

u u
¨

̇ ̇
Δt t

t t t
Δ

Δ
s

s s

(17)

Interestingly, +üt tΔs can be simplified by substituting Eq. (15g) into Eq.
(17) as

̂=+ +u u¨ ¨t t t tΔ Δ /2s s (18)

As shown in Eq. (18), the acceleration vector can be updated without
any additional effort. If more accurate computation is required, how-
ever, the acceleration vector at +t tΔs can also be computed by using
Eqs. (1), (15f), and (15g), which requires one more major computation.

As a result of the unique computational structures, the new two-
stage explicit method is a true self-starting method without the com-
putation of the initial acceleration vector, which is not achieved in
many of the existing methods including the NB method. Besides, the
new two-stage explicit method is applicable to linear and nonlinear
cases in a consistent manner while retaining full explicitness and
second-order accuracy for linear problems with the non-diagonal
damping matrix and velocity dependent nonlinear problems.

2.2. Review of the existing two-stage methods

The NB method has been applied to the wave propagation problems
in Ref. [14]. For ⩽ ⩽ +t t t tΔs s , the NB method [14] is summarized as

⎜ ⎟= + ⎛
⎝

⎞
⎠

++ p t p tu u u uΔ ̇ 1
2

( Δ ) ¨t p t t t tΔ
2

s s s s
(19a)

̂ ⎜ ⎟= + ⎛
⎝

⎞
⎠

+ p tu u u̇ ̇ 1
2

Δ ¨t p t t tΔs s s
(19b)

̃ ̂= − ++ +s su u u̇ (1 ) ̇ ̇t p t t p t tΔ Δs s s (19c)
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̃= ++
−

+ + t p tu M f u u¨ ( , ̇ , Δ )t p t t p t t p t sΔ
1

Δ Δs s s (19d)

̂ ⎜ ⎟= + ⎛
⎝

⎞
⎠

+ + +p tu u u̇ ̇ 1
2

Δ ¨t p t t p t t p tΔ Δ Δs s s
(19e)

⎜⎜ ⎟ ⎟= + ⎛
⎝

⎛
⎝

− ⎞
⎠

⎞
⎠

+ −+ + + +p t p tu u u u1 Δ ̇ 1
2

((1 ) Δ ) ¨t t t p t t p t t p tΔ Δ Δ
2

Δs s s s

(19f)

̂ ⎜⎜ ⎟ ⎟= + ⎛
⎝

⎛
⎝

− ⎞
⎠

⎞
⎠

+ + +p tu u u̇ ̇ 1
2

1 Δ ¨t t t p t t p tΔ Δ Δs s s
(19g)

̃ ̂= − ++ + +s su u u̇ (1 ) ̇ ̇t t t t t p tΔ Δ Δs s s (19h)

̃= ++
−

+ + t tu M f u u¨ ( , ̇ , Δ )t t t t t t sΔ
1

Δ Δs s s (19i)

̂= + − + ++ + + +p t q q qu u u u u̇ ̇ ( (1 )Δ ) ( ¨ ¨ ¨ )t t t t t t p t t tΔ Δ 0 1 Δ 2 Δs s s s s (19j)

where
⩽ ⩽ − = = − = − − +−

−p q q p q q q q0.5 2 2 , , ,p
p p1
1 2

2 (1 ) 2
1
2 1 0 1 2

1
2 , and

= −s 1. In the NB method, numerical dissipations are adjusted through
p. The non-dissipative case is obtained with =p 0.5, and the most dis-
sipative case is obtained with = −p 2 2 . As shown in Eq. (19), it can
be applied to general nonlinear dynamic problems without any diffi-
culties.

The spectral characteristics of the NB and Soares methods for un-
damped linear systems are almost identical. However, the Soares
method [22] was not extended to general nonlinear problems, and it
became a conditionally stable first-order accurate implicit method in the
presence of the non-diagonal damping matrix (C). Here, the Soares
method is presented in the form which is applicable to linear structural
problems with the damping matrix. For ⩽ ⩽ +t t t tΔs s , the Soares
method is summarized as

⎜

⎟

⎜ ⎟= ⎛
⎝

+ ⎞
⎠

⎛
⎝

− − ⎛
⎝

+ ⎞
⎠

+ + ⎞
⎠

+

−

+

t t t t

t β β

u

M C Mu Cu K u u

q q

̇

Δ
2

̇ Δ
2

̇ Δ Δ
2

̇

Δ ( )

t t

t t t t

t t t

Δ

1 2

1 2 Δ

s

s s s s

s s (20a)

⎜

⎟

= ⎛
⎝

+ ⎞
⎠

⎛
⎝

− − ⎛
⎝

+ ⎛
⎝

+ ⎞
⎠

⎞
⎠

⎞
⎠

+ + +

+

−

+

+ +

t t βb b t βb

t t

u

M C Cu K u

u u u u

Δ
2

Δ
2

̇ Δ ̇ 1
16

Δ ̇ Δ
2

( ̇ ̇ )

t t

t t t

t t t t t t

Δ

1 2
Δ 1 2

3
1

3
Δ Δ

s

s s

s s s s
(20b)

where
= = + = = = × =

×
+

−

−

t t t β β b bq q q q( ), ( Δ ), 1/2, 8.567 10 ,

8.590 10
t s t t sΔ 1 2 1

3
2

1

s s ,

and ⩽ ⩽β0 1. In the Soares method, numerical dissipation is adjusted

through β. As shown in Eq. (20), the matrix factorization +
−( )M CtΔ

2

1

should be conducted in the Soares method, while only −M 1 is required
in the NB and new two-stage explicit methods in the presence of C.
Computation of +

−( )M CtΔ
2

1
is also required in the classical central

difference method. If C is not diagonal, conducting +
−( )M CtΔ

2

1
be-

comes computationally expensive for large systems when compared
with the computation of −M 1, because proper mass lumping techniques
can be employed to diagonalize M[26,27], or diagonal mass matrices
can be constructed by using the technique presented in Ref. [28].

The KL method [17] is summarized as

= ++ τ tu u u( Δ ) ̇t τ t t tΔ 1s s s1 (21a)

⎜ ⎟= + ⎛
⎝

⎞
⎠

+ ++
−

+α t
α t

t τ tu u u M f u uΔ ̇ ( Δ )
2

( , ̇ , Δ )t α t t t t τ t t sΔ

2
1

Δ 1s s s s s1

(21b)

= + − + + −
+ +

τ
α

α τ α τ
α

τ α τ
α

tu u u u( )( ) ( ) Δ ̇t τ t t α t t tΔ
2

2

2 Δ
2 2

2
2 2

s s s s2 (21c)

= − + −
+ +

τ
α t

α τ
α

u u u u̇ 2
Δ

( ) 2 ̇t τ t t α t t tΔ
2

2 Δ
2

s s s s2 (21d)

= − +

+

+ +

+
−

− +
− + + − −

−
− + −

−

−
−

−
+ + t τ t

u u u

u

M f u u

̇

( , ̇ , Δ )

t t
τ

α τ α t α t
α α α τ α τ

α τ α t

α α τ t
α α τ t

α t
α τ t τ t t τ t s

Δ
3 1

( 3 ) Δ
( 1)( 1 3 3 )

( 3 )
( 1)( 1 3 )Δ

( 3 )

( 1)Δ
2( 3 )

1
Δ Δ 2

s s s

s

s s

2
2 2

2 2 2

2 2

2
2

2

2 2 2 (21e)

= −
−

+
−

− + −

− −

+

+ +
α

α t α α t
α α

α t
α

α

u

u u

u u

̇
2 3

( 1)Δ
1

( 1)Δ
(2 1)( 1)

Δ
1 ̇

t t

t t t α t

t t

Δ

Δ 2 Δ 2

s

s s

s s (21f)

where the case of = =τ τ0.25, 0.51 2 , and =α 0.5 gives the non-dis-
sipative case, and the case of = =τ τ0.2831, 0.51 2 , and =α 0.3370 gives
the most dissipative case. As given in Eqs. (21b) and (21e), the KL
method have two evaluations of −M f1 . However, the method does not
require üts, and ü0 is not necessary to start the procedure, either. The KL
method and the NB method have almost identical spectral properties.

For the completeness of the study, the implicit two-stage methods
used in the spectral analysis of this study is also presented. The implicit
two-stage method proposed by Kim and Reddy [29] is summarized as

= + ++ +c c cu u u u̇ ̇t τ t t τ t t tΔ 1 Δ 2 3s s s s (22a)

= + ++ +c c cu u u u¨ ̇ ̇ ¨t τ t t τ t t tΔ 1 Δ 2 3s s s s (22b)

= ++ + + t τ tMu f u u¨ ( , ̇ , Δ )t τ t t τ t t τ t sΔ Δ Δs s s (22c)

= + + + ++ + + +d d d d du u u u u u̇ ̇ ̇t t t t t τ t t t τ t tΔ 1 Δ 2 Δ 3 4 Δ 5s s s s s s (22d)

= + + + ++ + + +d d d d du u u u u u¨ ̇ ̇ ̇ ¨ ¨t t t t t τ t t t τ t tΔ 1 Δ 2 Δ 3 4 Δ 5s s s s s s (22e)

= ++ + + t tMu f u u¨ ( , ̇ , Δ )t t t t t t sΔ Δ Δs s s (22f)

where ci and di are defined by
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2 (23)

To ensure second-order accuracy, θ1 should be chosen as

=θ 1
21 (24)

and θ2 is chosen according to

=
− + + − + + − + − +

− +
∞ ∞ ∞ ∞

∞

θ

τ ρ τ ρ τ ρ τ τ ρ τ τ τ

τρ τ

( 1) 2 2 4 4 8 8 4

2( 2)

2

2 4 2 4 4 3 3 2

(25)

It is noted that τ is usually chosen as 1
2
, but different values of τ is also

allowed to adjust numerical dissipation of the important low-frequency
range. The KR method can include a full rage of dissipative cases, and it
is spectrally identical to the most recent two-stage implicit method (i.e.,
the ∞ρ -Bathe method) [30]. For this reason, two cases (i.e., =∞ρ 0 and

=∞ρ 1) of the KR method are used as the reference implicit method in
the spectral study. It should also be noted that the numerical char-
acteristics of the non-dissipative case ( =∞ρ 1) of the two-stage implicit
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methods are identical to those of the trapezoidal rule with a half time
step.

2.3. Accuracy and stability

The equation of structural dynamics given in Eq. (4) can be re-
written as a series of uncoupled single-degree-of-freedom (SDOF)
equations by changing the basis [31,32]. One of the series of uncoupled
SDOF equations is given by

+ + =u t ξωu t ω u t q t¨ ( ) 2 ̇ ( ) ( ) ( )2 (26)

where u t( ) is the displacement, ω is the natural frequency, ξ is the
damping ratio, and q t( ) is the external force. The initial conditions are

= =u u u u(0) , ̇ (0) ̇0 0 (27)

where u0 and u ̇0 are the initial displacement and velocity, respectively.
The accuracy and stability of time integration methods for the linear
case can be studied by using Eq. (26). By setting

= = = =ξ ω ω t u tM C K u1, 2 , , ( ) ( )2 , and =t q tq( ) ( ), the new explicit
method given in Eq. (16) can be directly applied to Eq. (26). The ap-
plication of the new explicit method given in Eq. (16) to Eq. (26) gives

   ⏟
⎧
⎨⎩

⎫
⎬⎭

= ⎡
⎣

⎤
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⎧
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⎫
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+ ⎧
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+ +

u
u

a a
a a

u
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t t

t t

t

t t t

A b

Δ

Δ

11 12
21 22

1

2
Δ /2

s

s

s

s
s

(28)

where A and b are the amplification matrix and the load vector, re-
spectively. The entries of A and b are

= − + − + − +

= − − − +

− + + + −

= + −

= + + − − +

a α ξ α ξ

a α ξ ξ α

ξ ξ α ξ

a ξ

a ξ ξ ξ

Ω Ω Ω Ω Ω 1

( Ω Ω 16 Ω 16 Ω
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24
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2 2
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3 1
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(29)

= − + − + +

= − + −

b α ξ α ξ

b ξ

( Ω Ω 12 Ω 12 Ω 12)

(Ω 12 Ω 12)

t

t

1
Δ
24

2
2

2
2

2
Δ
12

2

2

(30)

where = ω tΩ Δ . The characteristic polynomial of A is defined as

= − +p λ λ A λ A( ) 22
1 2 (31)

where A1 and A2 are the invariants of A. A1 is Atr( )1
2 , and A2 is Adet( ).

A1 and A2 of the new two-stage explicit method are computed as

= − + − + + − − +

= − + − + − +

A α α ξ ξ ξ ξ

A α ξ α ξ ξ ξ

Ω Ω Ω Ω Ω Ω Ω 1

Ω Ω Ω 2 Ω 2 Ω 1

1
1
48 2

4 1
24

4 1
4 2

3 7
12

3 2 2 1
2

2

2
1

24 2
4 1

6
3 1

2 2
3 2 2

(32)

By using A1 and A2 given in Eq. (32), some of the important char-
acteristics of the new explicit method can be investigated.

The accuracy of the new two-stage explicit method can be measured
by using the local truncation error [11,17] of the new two-stage explicit
method. By using A1 and A2, the local truncation error of the new two-
stage explicit method is defined by

= + − + −τ t
t

u t t A u t A u t t( ) 1
Δ

( ( Δ ) 2 ( ) ( Δ ))s s s s2 1 2 (33)

where u t( ) is the mathematically obtained exact solution of Eq. (26) for
the case =q t( ) 0. According to Refs. [11,17,33], the new two-stage
explicit method is kth-order accurate if =τ t O t( ) (Δ )s

k is satisfied. By
using the two invariants given in Eqs. (32) and the exact solution, τ t( )s
of the new two-stage explicit method is computed as

⎜ ⎟= −⎛
⎝

+
+ − ⎞

⎠
+τ t

ξ ω
u

ξ α ξ ω
u t O t( )

2
3

(1 8 3 )
3

̇ Δ (Δ )s

2 4

0

2
2

3

0
2 3

(34)

According to the result given in Eq. (34), the new explicit method is
second-order accurate even in the presence of the viscous damping
term. For the case of =ξ τ t0, ( )s of the new two-stage explicit method is
computed as

= +τ t α ω u t O t( )
24

̇ Δ (Δ )s
2 4

0
3 4

(35)

According to Eq. (35), the new explicit method becomes third-order
accurate for the undamped linear single-degree-of-freedom problem,
and it becomes fourth-order accurate for the undamped linear single-
degree-of-freedom problem if =α 02 is provided.

The stability of the new two-stage explicit method can be in-
vestigated by using the spectral radius [13,16,17]. The spectral radius is
defined by

=ρ t λ λA( (Δ )) max( , )1 2 (36)

where λ1 and λ2 are the roots of =p λ( ) 0(i.e., λ1 and λ2 are the eigen-
values of A). The new two-stage explicit method is stable for linear
problems if < ⩽ρ tA0 ( (Δ )) 1.

In general, levels of numerical dissipation in unconditionally stable
time integration methods (i.e., implicit methods) are specified by using
the ultimate spectral radius which is defined by

=∞ →∞
ρ ρ tAlim ( (Δ ))

tΔ (37)

On the other hand, explicit methods are only conditionally stable, and

∞ρ is not specifiable in explicit methods. To specify levels of numerical
dissipation in explicit methods, the spectral radius at the bifurcation
point is frequently used. The bifurcation point is defined as the point
where the two roots of Eq. (31) become real values. The spectral radius
at the bifurcation point is defined by

=ρ ρ tA( (Δ ))b b (38)

where tΔ b is the time step associated with the bifurcation point.
The critical time step tΔ c can be defined as the largest tΔ that sa-

tisfies the condition < ⩽ρ A0 ( ) 1. Since specific values of tΔ b and tΔ c
are dependent on the natural frequency, it is convenience to deal with
the non-dimensional values t TΔ /b and t TΔ /c , where =T π ω2 / is the
period.

The key values of α t T, Δ /b2 , and t TΔ /c versus ρb are given in Table 1.
In Table 1, it can be observed that t TΔ /c is always 0.551329 for any
values of ρb. It should be noted that the stability limit of the new two-
stage explicit method is slightly lower when compared with the existing
two-stage methods. To be specific, the values of t TΔ /c for the non-dis-
sipative ( =ρ 1b ) and asymptotic annihilating ( =ρ 0b ) cases of the NB
method are about 0.636619 and 0.568310, respectively. The spectral
radii of various implicit and explicit methods are presented in Fig. 1.
For a better comparison, the spectral radii of the two-stage implicit
method [29,30] are also included in Fig. 1. As shown in Fig. 1, nu-
merical dissipation of the new two-stage explicit method can be ad-
justed by changing α2 from 0 to 0.202041. The spectral radii given in
Fig. 1 directly indicate the level of numerical dissipation. For example,

Table 1
α t T, Δ /b2 , and t TΔ /c for varying values of ρb.

ρb α2 t TΔ /b t TΔ /c

0.0 0.202041 0.525428 0.551329
0.1 0.191927 0.530881 0.551329
0.2 0.179747 0.535519 0.551329
0.3 0.165482 0.539443 0.551329
0.4 0.149088 0.542728 0.551329
0.5 0.130500 0.545429 0.551329
0.6 0.109610 0.547590 0.551329
0.7 0.086299 0.549242 0.551329
0.8 0.060403 0.550406 0.551329
0.9 0.031720 0.551099 0.551329
1.0 0.000000 0.551329 0.551329
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the maximum amount of numerical dissipation is introduced at the
point where the level of the spectral radius is the minimum (i.e., at the
point tΔ b), and the mode associated with that time point can be damped
out with the fastest rate. By using this feature, the new explicit method
can eliminate the spurious high-frequency mode if the time step tΔ is
chosen to satisfy =t T t TΔ / Δ /bs , where =T π ω2 /s h is the shortest period
associated with the spurious high-frequency mode, and ωh is the spur-
ious high-frequency.

However, it should also be noted that t TΔ /c of the central difference
and 4th-order Runge-Kutta methods are about 0.318309 and 0.450158,
respectively. The central difference method uses one stage, and the
Runge-Kutta method uses four stages. Considering that the computa-
tional effort required in the Runge-Kutta method is almost four times
greater than the central difference method, its critical time step is too
small. Even with the relatively low stability limit, the Runge-Kutta
method is widely used in various engineering and scientific analyses
including structural dynamics [34–36]. As discussed in Ref. [35,34], the
Runge-Kutta method has not been broadly used in structural dynamics
not because of its low stability limit but because of the large period and
damping errors when large time steps were used. The critical time step
of the new two-stage explicit method is about 87–97% of the critical
time step of the NB and Soares methods depending on the level of
numerical dissipation. Although the critical time step of the new two-
stage explicit method is slightly smaller than those of the existing two-
stage methods, the new two-stage explicit method is still applicable to
practical analyses without any limitations.

For general analyses, the non-dissipative case ( =ρ 1.0b and =α 0.02 )
is recommended, while the most dissipative case ( =ρ 0.0b and

=α 0.2020412 ) is recommended for the problems with the spurious high-
frequency mode. Thus, the case with =ρ 0.0b can be used for wave
propagation and impact problems. Otherwise, the case with =ρ 1.0b is
recommended.

In fact, sizes of time steps are frequently dictated by both stability
and accuracy. Time steps of explicit methods are usually determined as
much smaller than the critical time step. For general problems, time
steps are chosen as ⩽t TΔ /10 to guarantee accurate predictions. To
make enhanced stability more useful in practical analyses, an explicit
method should also possess improved accuracy. Otherwise, inaccuracy

stable solutions are obtained. In other words, both enhanced stability
and improved accuracy are essential factors for more effective and ef-
ficient analyses. In numerical tests, it will be shown that the improved
accuracy of the new two-stage explicit method is one of the key factors
that allows more efficient computations through larger time steps, and
relatively low stability limit of the new two-stage explicit method is not
a serious shortage when compared with the existing explicit methods.

Order of accuracy is one of the important measurements of accu-
racy, but the period elongation and the damping ratio [2] are also
frequently used as the measurements of accuracy. The period elonga-
tion and the damping ratio are regarded as the key characteristics of a
time integration method in many studies. The relative period error is
defined by −T T T( )/ , where the exact period is =T π ω2 / , and the
numerically computed period is =T π ω2 / ¯ . The algorithmic damping
ratio is defined by = −ξ A¯ ln( )/(2 Ω̄)2 , where

= − −ω A A t ξ¯ acrtan( / 1 )/(Δ 1 )2 1
2 2 and = ω tΩ̄ ¯ Δ .

The relative period errors and the algorithmic damping ratios of
various implicit and explicit methods are presented in Figs. 2 and 3,
respectively. As shown in Fig. 2, the less dissipative cases of the new
two-stage explicit method have positive period errors while the highly
dissipative cases have negative period errors. More interestingly, the
period error of the new two-stage explicit method with =α 0.136969612

is almost negligible, which is not observed in the existing methods. All
dissipative cases of the new two-stage explicit method are presenting
much smaller period errors when compared with the NB method as
shown in Fig. 2. However, the algorithmic damping ratios of the new
two-stage explicit method are slightly greater than those of the NB
method when the same values of ρb are assumed as shown in Fig. 3. For
a better comparison, the period and damping errors of the two-stage
implicit method [29,30] are also included in Figs. 2 and 3. It is observed
that the new method has very small period errors and similar damping
errors in the low-frequency range when compared with the two cases of
the implicit two-stage method as shown in Figs. 2 and 3.

In particular, the non-dissipative case (the case with =ρ 1b ) of the
new two-stage explicit method is presenting smaller period errors than
the non-dissipative case of the NB method as shown in Fig. 2. Many of
the non-dissipative cases of the existing two-stage explicit methods can
only give the same accuracy of the central difference method with tΔ /2.

Fig. 1. Spectral radii (ρ A( )) of various methods for varying values of time step( t TΔ / ).
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Thus, using the non-dissipative case of the new two-stage explicit
method is expected to be more efficient and accurate for general pro-
blems where numerical dissipation is not necessary.

3. Numerical tests

In this section, four illustrative test problems are solved by using the
new, NB, and Soares methods, and their numerical results are carefully
compared. Through the analyses of the numerical results, improved
accuracy and effect of numerical dissipation of the new two-stage ex-
plicit method are verified.

3.1. Linear single-degree-of-freedom problem

To verify enhanced accuracy of the new two-stage explicit method,
two different cases of the linear SDOF problem given in Eq, (26) are
numerically solved, and numerical results of the three two-stage
methods are compared. The linear SDOF problem is not only simple but
also very useful for the test of time integration methods, because some
of the key characteristics, such as the period and damping errors, can be
investigated more clearly.

As the first case, an undamped and unforce case is considered by
setting = = = =ξ ω π q t u0, 2 , ( ) 0, (0) 1.0 and =u π̇ (0) 2 . Since the

Fig. 2. Period errors ( −T T T( ¯ )/ ) of various methods for varying values of time step( t TΔ / ).

Fig. 3. Damping errors (ξ̄ ) of various methods for varying values of time step( t TΔ / ).
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high-frequency filtering is not necessary in this case, non-dissipative
cases ( =ρ 1b ) are used. For the two-stage methods, =tΔ 1/20 is used,
and =tΔ 1/40 is used for the single stage methods. As shown in Fig. 4,
the numerical displacement solutions of the existing methods are pre-
senting noticeable errors when compared with the numerical solutions
of the new two-stage explicit method. For this particular case, numer-
ical solutions of the NB, Soares, and central difference methods super-
posed each other.

As the second case, an damped and force case is considered by
setting = = =ξ ω π u0.1, 2 , (0) 1.0 and =u π̇ (0) 2 . For the two-stage
methods, =tΔ 1/20 is used, and =tΔ 1/40 is used for the single stage
methods. Unlike the first case, the numerical solutions of the Soares
method are the most inaccurate as shown in Fig. 5. As shown in Fig. 5,
the new two-stage explicit method is presenting the most accurate re-
sults, while the results obtained from the NB method are also accep-
tably accurate. As a matter of fact, the Soares method becomes only
first-order accurate in the presence of the viscous damping term, while
the other methods are second-order accurate.

3.2. Multi-degrees-of-freedoms spring-mass problems with hardening springs

One of the biggest advantages of explicit methods is that large and
complex nonlinear problems can be solved in a relatively easy manner
by using explicit methods. In general, implicit methods are also ap-
plicable to nonlinear problems. However, proper iterative nonlinear
solution finding procedures (such as the Newton-Raphson and Picard
methods) should also be used within each time step, and proper con-
vergence check is also required. In addition, computing the tangent
matrix requires a certain level of calculus for a user, and construction
and factorization of a tangent matrix are inevitable in each time step. In
explicit methods, on the other hand, matrix factorizations are not re-
quired if the mass matrix is diagonal, and iterative nonlinear solution
finding procedures and convergence checks are not required, either.

To verify the improved performance of the new two-stage explicit
method in nonlinear analyses, the three-degree-of-freedom spring-mass
system presented in Fig. 6 is numerically solved by using the new two-
stage explicit method and the existing methods. Multi-degree-of-
freedom spring-mass-dashpot systems are frequently used to analyze

dynamic respond of complex structures by representing original struc-
tures as a set of simplified discrete systems. Similar systems have also
been used for the test of other methods in Refs. [37–40]. The Soares
method is not included in this comparison, because the Soares method
was not extended to nonlinear problems. For the test of the new explicit
method, a three-degree-of-freedom spring-mass problem with hard-
ening type nonlinear springs is considered. The description of the
problem is presented in Fig. 6. On the left edge, the displacement is
prescribed as

=u t π t( ) sin(2 )p (39)

By using the prescribed displacement given in Eq. (39), the motion of
the system given in Fig. 6 is governed by the equation
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where k k,1 2 and k3 are the hardening spring constants which are given
by

= + −
= + −
= + −

k u u
k u u
k u u

10.0[1.0 5.0( ) ]
5.0[1.0 5.0( ) ]
1.0[1.0 5.0( ) ]

p1 1
2

2 2 1
2

3 3 2
2 (41)

Like the previous case, numerical dissipation is not used for this pro-
blem, either. All initial conditions are set as zero. =tΔ 0.1 is used for the
two-stage methods, and =tΔ 0.05 is used for the single-stage methods.

For ⩽ ⩽t0.0 5.0, all of the methods present small errors as shown in
Figs. 7 and 8. However, the existing methods do not give accurate
prediction for a relatively long duration as shown in Figs. 7 and 8. For
this particular problem, the new two-stage explicit method is providing
more accurate predictions when compared with the existing methods.

As an additional test, the ten-degree-of-freedom spring-mass system
presented in Fig. 9 is numerically solved by using the new and existing
methods. In the ten-degree-of-freedom spring-mass system, the hard-
ening spring constants are given by

= − + − = …−k i u u i(11.0 1.0 )[1.0 5.0( ) ] for 1, 2, ,10i i i 1
2 (42)

Fig. 4. Errors −u u u( )/numerical exact max of + =u t ω u t¨ ( ) ( ) 0.02 , where = =ω π u2 , (0) 1.0, and =u π̇ (0) 2 .
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where u0 is prescribed as = =u u t π t( ) sin(2 )p0 . Figs. 10 and 11 show
errors of the numerical solutions of u1 and u10, respectively. Like the
case of the three-degree-of-freedom spring-mass system, the new two-
stage explicit method gives more accurate predictions when compared
with the existing methods as shown in Figs. 10 and 11.

3.3. Multi-degree-of-freedoms linear spring-mass problem

To verify the effect of numerical dissipation of the new two-stage
explicit method and its high-frequency filtering capability, the spring-

Fig. 5. Errors −u u u( )/numerical exact max of + + =u t ξ ω u t ω u t¨ ( ) 2 ̇ ( ) ( ) 0.02 , where = = =ω π ξ u2 , 0.1, (0) 1.0, and =u π̇ (0) 2 .

Fig. 6. Description of three-degree-of-freedom nonlinear hardening spring
problem.

Fig. 7. Errors −u u u( )/1numerical 1reference 1max of the three-degree-of-freedom nonlinear hardening spring problem described in Fig. 6.

W. Kim Engineering Structures 195 (2019) 358–372

366



mass system [41–43] is solved by using the new explicit method. It is
noted that this simple problem is considered to represent stiff and
flexible parts of a complicated structural model by Bathe and Noh for
the test of the implicit composite method [42]. In the problem, the
spring k1 represents almost rigid parts of a complicated structural
model, and the spring k2 represents flexible parts. The response of stiff
parts is not important in the overall system response in many practical
analyses, but it is considered as constraints [42]. In such cases, the high-
frequency modes of stiff parts can be filtered out for efficient and ac-
curate computations. In addition, inaccurate spatial discretizations of
the original partial differential equations of structural problems often
introduce so called the spurious high-frequency modes into numerical
solutions, and the spurious high-frequency modes should be filtered out
to increase qualities of numerical solutions. This issue is often con-
sidered seriously in impact and wave propagation problems
[13,18,42,44]. In these cases, numerical dissipation of time integration
methods are frequently used to eliminate the high-frequency modes. By
using the spring-mass problems, the high-frequency filtering capability
of the new method can be investigated. The problem has also been used
in Refs. [25,29,45] for the same purpose, and the details about the high-
frequency filtering capability of an explicit method are well presented
in Ref. [43]. The reduced form of the spring problem given in Ref.
[25,45] is expressed as
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where = = = = =m m k k u t1, 1, 10 , 1, sin(1.2 )p1 2 1
4

2 , and zero initial
conditions are used. Two natural frequencies of this problem are

=ω 0.99994999875043751 and =ω 100.00500037498124522 , and

corresponding natural periods are =T 6.28349949000571201 and
=T 0.0628287114006299492 , respectively. To eliminate the high-fre-

quency mode associated with ω2, the asymptotic annihilating case (i.e.,
=ρ 0.0b ) of the new method is used. The time steps of the new two-

stage explicit method is chosen as =tΔ 0.033011951756339246 to satisfy
=t T t TΔ / Δ /b2 , where t TΔ /b is 0.52542780. Values of t TΔ /b of the new

method are given in Table 1. With the chosen time steps, the maximum
amount of numerical dissipation is introduced into the high-frequency
mode associated with ω2.

In Figs. 12,13, the exact solution of u1 that includes all modes is
given as

=
+
−

u t
t

t

0.9998169017142247sin(1.200000000000000 )
0.0002699367427016144sin(0.9999499987499375 )
0.01199992774183260sin(100.0050003749812 )

exact

(44)

and the reference displacement solution that does not includes the
mode associated with ω2 is given as

=
+

u t
t

0.9998169017142247sin(1.200000000000000 )
0.0002699367427016144sin(0.9999499987499375 )

reference

(45)

The exact displacement, velocity and acceleration solutions are the
thin green lines in the figures, and the reference solutions are the thick
yellow lines in the figures. As shown in Figs. 12 and 13, the new method
can eliminate the high-frequency mode effectively when the maximum
numerical dissipation is used (i.e., =ρ 0b ).

3.4. Impact of an elastic bar

To further investigate the performance of the new two-stage explicit

Fig. 8. Errors −u u u( )/3numerical 3reference 3max of the three-degree-of-freedom nonlinear hardening spring problem described in Fig. 6.

Fig. 9. Description of ten-degree-of-freedom non-
linear hardening spring problem.
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method, the elastic bar problem [44,45] described in Fig. 14 is nu-
merically analyzed. The governing partial differential equation of the
bar problems [1] is given by

⎜ ⎟
∂
∂

− ∂
∂
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∂
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⎞
⎠

= ⎛
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and the initial and boundary conditions are given by
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(47)

where u t( )l and u t( )r are the prescribed displacements at
=x L Q t0 and , ( )l and Q t( )r are the prescribed axial forces at
=x L0 and , and U x( ) and V x( ) are initial displacement and velocity,

Fig. 10. Errors −u u u( )/1numerical 1reference 1max of the ten-degree-of-freedom nonlinear hardening spring problem described in Fig. 9.

Fig. 11. Errors −u u u( )/10numerical 10reference 10max of the ten-degree-of-freedom nonlinear hardening spring problem described in Fig. 9.
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respectively. In this study, zero initial conditions are used, and the
boundaries conditions are given in Fig. 14.

For the spatial discretization, 200 and 1000 uniform linear elements
are used. Due to the lower-order elements (i.e., the linear elements), the
semi-discrete systems contain the spurious high-frequency modes which
should be filtered out properly. However, filtering of the high-fre-
quency modes is not possible with the non-dissipative central difference
method, unless proper post-processing is used. To eliminate the spur-
ious high-frequency modes in solutions, however, the numerical dis-
sipation of the new explicit method which was explained in the pre-
vious linear spring-mass example can be used. In each case, time step is
chosen based on =t T t TΔ / Δ /bs to introduce the maximum amount of

numerical dissipation into the highest frequency mode (i.e., the mode
associated with the shortest period), where tΔ b is the time step asso-
ciated with the bifurcation point, andTs is the shortest period associated
with the highest frequency mode. When =ρ 0b is used to get the most
dissipative case, the values of t TΔ /b are 0.52542780 for the new two-
stage explicit method and 0.54338896 for the NB and Soares methods.
The key values of t TΔ /b of the new two-stage explicit method are given
in Table 1. Ts is 0.00906983 for the case of the 200 linear elements, and
Ts is 0.001814 for the case with the 1000 linear elements. It is noted that

tΔ /2 is used for the central difference method. With these time steps,
the stability conditions are also satisfied. The key values of t TΔ /b versus
ρb are given in Table 1.

Fig. 12. Displacement u t( )1 obtained by the new two-stage method.

Fig. 13. Velocity u ṫ ( )1 obtained by the new two-stage method.
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To investigate the effect of numerical dissipation, the central dif-
ference method and the non-dissipative cases ( =ρ 1b ) of the two-stage
methods are used. For the case of the 200 uniform linear elements, the
asymptotic annihilating cases ( =ρ 0b ) of the new and NB methods
eliminate the spurious oscillations effectively as shown in Fig. 15.
However, the numerical result of the asymptotic annihilating ( =ρ 0b )
case of the Soares method is presenting some spurious oscillations on
the left edge of the bar(at =x 0) as shown in Fig. 15.

With 1000 uniform linear elements, smaller time steps are used
accordingly. The numerical solutions of the three two-stage methods
approach to the reference solution with the refined meshes as shown in
Fig. 15. However, the spurious oscillations of the Soares method on the
left edge of the bar(at =x 0) do not completely disappear as shown in
Fig. 16.

In the examples, it is shown that numerical dissipations of the dis-
sipative explicit methods are useful in reducing the spurious oscillations
when compared with the non-dissipative central difference method.
However, they cannot completely remove the spurious oscillations,
because the dissipative explicit methods can introduce numerical
damping into a narrow range near the stability limit as shown in Fig. 1.
For this reason, some of the highest modes near the stability limit can
be eliminated with a fast rate, but the relatively moderate high-fre-
quency modes cannot. For more complete elimination of the spurious
modes, dissipative implicit methods are more suitable as shown in Refs.
[42,44], but implicit methods are computationally expensive for large
complex nonlinear systems.

4. Conclusion

In this study, a simple and effective family of two-stage explicit time
integration methods with controllable dissipation is developed. The
superior features of the new family of two-stage explicit time integra-
tion methods are summarized as follows:

(a) It is a true self-starting method, and the acceleration vectors of the
previous time step are not required.

(b) The new family has noticeably decreased period errors when
compared with the existing two-stage methods.

(c) It can be applied to both linear and nonlinear problems in a con-
sistent way without any modifications.

(d) For nonlinear analyses, no iterative nonlinear solution finding
methods are needed due to the full explicitness.

(e) It has numerical dissipation control capability and includes a full
range of dissipative cases.

(f) It can provide improved predictions for the problems that do not
require filtering of the high-frequency mode when compared with
the existing two-stage methods.

(g) It can suppress the spurious high-frequency mode when time steps
and levels of numerical dissipation are chosen correctly.

As shown in the numerical tests and the mathematical analyses of
the new two-stage explicit method, the proposed family is more effec-
tive when compared with the existing two-stage explicit methods.
Although the method has slightly lower stability limit than the existing
two-stage explicit methods of equivalent computational structures,
more accurate predictions are possible with the new two-stage explicit
method when the same size of time steps are used. For the impact and
high-frequency filtering problems, the new two-stage explicit method
can provide accurate predictions.

Fig. 14. Impact of an elastic bar from Ref. [44].

Fig. 15. The velocity at =t 0.6 obtained by the new and existing methods. 200 linear elements are used.
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