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A B S T R A C T

The bond stress of a reinforcing bar in a cementitious matrix varies along the bar length and is difficult to
quantify. Thus, design code provisions refer to the concept of bar development length and rely on statistical
analysis of rebar-pull-out test results. In the present study, a novel data-driven predictive model based on
Polynomial Chaos Expansions (PCE) was developed to predict the reinforcing bar development length using 534
experimental results of simple pull-out tests on short unit bar lengths. The predictive capability of PCE was
compared to that of other data-driven models, namely the Response Surface Method (RSM) and Artificial Neural
Networks (ANN). Moreover, predictions of the PCE, RSM and ANN were further compared with calculations of
three commonly used design code formulas (i.e., ACI 318-14, ACI 408R-03, and Eurocode 2) and predictions of
two existing empirical models (i.e. Model Code 2010 and Hwang et al. model). A parametric study was con-
ducted to explore the sensitivity of the proposed model to influential input parameters. It was found that the
Polynomial Chaos Expansions model offers a powerful predictive tool for reinforcing bar bond strength. The
model was able to capture trends that differ from that of existing models that assume unrealistic uniform bond
stress along the rebar. This flexible and data intensive model for predicting rebar bond stress and full embedment
length could offer an intelligent platform for accommodating new bar materials, new test data, and calibrating
existing design provisions to keep design codes relevant.

1. Introduction

Reinforced concrete technology has been undergoing transformative
changes in recent decades. For instance, various types of reinforcing
steel rebar are being used, including carbon steel with various deformed
shapes, galvanized, epoxy-coated, stainless, and high-strength steel
rebar [1,2]. Moreover, new composite material bars with different en-
gineering properties and surface texture have emerged as contenders
for concrete reinforcement, including carbon, aramid, glass and basalt
rebar.

Likewise, the cementitious matrices in which various rebar can be
embedded have become diverse. Indeed, different types of concrete
have become mainstream with inherently different bond to and com-
patibility with reinforcing rebar. These include conventional concrete,
mass concrete, cellular concrete, fiber-reinforced concrete, high-
strength concrete, reactive powder concrete, ultrahigh-performance

concrete, polymer-modified concrete, lightweight concrete, pervious
concrete, shotcrete, rubberized concrete, roller-compacted concrete,
self-consolidating and anti-washout concrete, concrete using calcium
aluminate or calcium sulfo-aluminate cements, just to name the most
common types. Moreover, sustainability considerations have brought
about eco-efficient concrete types such as geo-polymer concrete, con-
crete using alkali-activated binders, and other alternative cementitious
matrices.

Such developments pose challenges to the design engineer. Classical
design equations reflecting old age wisdom acquired on traditional
concrete and rebar materials have, in many cases, become obsolete.
Thus, substantial experimental testing is often needed to develop more
reliable design provisions applicable to the emerging new materials, so
that design codes can be appropriately revised.

Furthermore, the bond of steel rebar to a cementitious matrix has
become the subject of considerable research and controversy. Various
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parameters influence the bond strength of rebar in concrete. These in-
clude mutual adhesion between the rebar and concrete interfaces;
friction interlock between bar deformations or projections of rebar and
the cementitious matrix; gripping effect imparted for instance by
shrinkage stresses; the tensile, compressive and stiffness properties of
the cementitious medium; mechanical anchorage of bar ends; diameter,
shape, surface condition, and stress-strain behavior of the rebar; con-
crete cover; rebar embedment length; and rebar confinement and
transverse reinforcement.

The rebar development length, ld, is generally defined as the
shortest length of rebar through which the bond stress can increase
from zero to the bar yield strength, fy. This implies that when the dis-
tance from the end of rebar to a point where the stress equals fy is less
than the development length, then the rebar will not yield, but rather
pull out of the concrete. Discussion of bond development of reinforcing
rebar and basic rebar development length has been extensively ad-
dressed elsewhere (e.g., [3]).

The concepts of bond stress and rebar development length are
fundamental in reinforced concrete design codes and guidelines, such as
the ACI 318-14, ACI 408R-03, and Eurocode 2. Discussion of existing
design methods for bar development length has been provided by
others (e.g., [4]) and will not be covered further herein. Such design
provisions generally specify the rebar development length empirically
based on existing test results. The development of a more flexible and
data intensive framework for predicting rebar average bond stress and
full embedment length could offer an intelligent platform for accom-
modating new data, calibrating existing design provisions and keeping
design codes relevant.

The polynomial chaos expansions (PCE) approach proposed by
Wiener (1983) can capture stochastic relations for complex nonlinear
engineering events using homogeneous orthogonal polynomials basis
functions [5]. Non-parametric analysis-based modelling approach using
PCE has been considered in the past for multiple complex engineering
problems characterized by uncertainty. For instance, quantification of
uncertainties in numerical simulation by PCE is a technique, which has
been recently used in various problems and applications. It can also be
used in global sensitivity analysis through approximation of sensitivity
indices. The PCE-based modelling has indeed been widely utilized in
numerus engineering problems. These include structural reliability
analysis [6,7], prediction of vehicle dynamics [8], fluid mechanics [9],
structural dynamics [10], and fluid-structure interaction problems [11].
The PCE-based model was implemented for uncertainties assessment of
hydrologic model under randomness [12,13]. Sochala and Le Maître
used the PCE-based surrogate model to represent uncertainties of input
parameters in simulating subsurface flows [14]. Kewlani et al. [8]
employed the PCE for evaluating vehicle dynamics under uncertainty.
The PCE was also utilized to predict the dissolved oxygen (DO) con-
centration in river water and structured using water quality input
variables [15]. However, it has not previously been adopted to solve
data intensive problems such as modeling the bar bond stress in re-
inforced concrete design.

In the present study, a novel modelling approach based on PCE is
proposed for using multivariate orthogonal polynomial (MOP) func-
tions with high-order terms. The high-order cross Hermite PCE func-
tions based on the input data are applied to predict the average re-
inforcing bar bond strength (ARBS). The accuracy of the PCE-based
model in predicting ARBS is appraised via two data-driven models, first
using the response surface method (RSM) second-order polynomial
functions with cross terms, and then using artificial neural networks
(ANN). The accuracy of predicting the average reinforcing bar bond
strength by the three heuristic modeling approaches (PCE, RSM and
ANN) was assessed. First such predictions were compared to that of two
existing empirical models (Model Code 2010 and the Hwang et al. 2017
model). Second, it was compared with predictions of three commonly
used reinforced concrete design codes (i.e. ACI 318-14, ACI 408R-03,
and Eurocode 2) [4,16–19].

2. Experimental database

The development of a data-driven model for predicting the average
bond stress and full development length of reinforcing bar in concrete
based on Polynomial Chaos Expansions requires a comprehensive da-
tabase capturing the key parameters influencing the overall behavior.
In this study, such a database was retrieved from the open literature. In
total, 534 data sets from 27 different studies based on the lap-splice test
method, which is described in the Joint ACI-ASCE Committee 408, were
used. The excellent database is compiled and presented in detail else-
where [4,20]. Since this database is readily accessible, there is no need
to reproduce it herein. The database includes the lap splice length ls,
ranging from 76 to 2311mm, the reinforcing bar diameter db, ranging
from 9.5 to 43.0mm, the concrete compressive strength fc′, ranging
from 12.6 to 113.0MPa, and the yield strength of the reinforcing bar fy,
ranging from 345 to 830MPa. For all 534 experimental cases, the da-
tabase presents the experimental tensile strength (fs) of the bar splices
according to the splice length. The database was randomly divided into
training (80%) and validation (20%) sets to build the models, as dis-
cussed below.

3. Methodology and model development

3.1. Polynomial chaos Expansions

The polynomial chaos expansion (PCE) was generally formulated by
homogeneous and orthogonal Hermite polynomial functions to build
stochastic models. The PCE model to predict the tensile strength of the
bar splices ( fs ) is presented using series expansions as follows [21]:
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where wi is the unknown coefficients, which provides a connection
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where M is the dimension of MOP, which is given by the input data
using each Hermite polynomials Hi, which in turn is given by the fol-
lowing relations [22]:
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The multivariate orthogonal polynomials are given by homo-
geneous chaos functions H0-Hp with dimension M in the basic predicted
relation of PCE in Eq. (1). As can be observed in Eq. (3), the basic
functions, ( )i are increased exponentially by increasing the total ex-
pansion order, p and dimension of the problem. High-order degree for
polynomial basis chaos functions may be provided based on the order
chaos polynomial factor, p. Consequently, the input chaos data points
are given based on an order chaos polynomial factor of p=5 to build
the multi-dimensional Hermite polynomial functions ( )in the current
study. The predicted rebar stress is given based on the Hermite poly-
nomial functions as follows:
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where ftrain is the rebar stress data in the training phase. The matrix
NxP is MOPs determined as follows:
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The number of training data points (N) is selected to be larger than
the number of orthogonal polynomials (P), i.e. N > P. Accordingly, a
total number of data used in the training phase, i.e. 427 data points,
were randomly selected and represent about 80% of the entire database
(534 data points). The schematic view of the PCE model based on the
input variables x1-xM and p=2 is plotted in Fig. 1a. The PCE model
represents the input variables by MOPs functions-based Hermite poly-
nomials of each input data using mapping = X µ for prediction of the
average rebar bond stress. These MOPs basis functions for training and
testing data points can be extracted from the basic input variables in the
modelling process by basic Hermite polynomials. For example, the
MOPs are determined for two input data ( 1 and 2) and p=5 using
basic Hermite polynomials of =H H( ) 1;0 1
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It can be noted that a large variety of Hermite PCE is applied to
predict fs. The database using MOPs basis functions is the connecting
tool between the input data and predicted average rebar bond stress.

3.2. Response surface method

The response surface method (RSM) is among the most efficient and
simple modeling tools using second-order polynomial functions, as
follows [23]:
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where fs(X) is the predicted tensile strength; n is the number of input
variables; and ao, ai and aij are unknown coefficients. The basic poly-
nomial basic function is directly computed using input data without
chaos form in the RSM. The unknown coefficients in Eq. (7) can be
calibrated using the least square method via the following direct rela-
tion in Eq. (8) [24,25]:
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where a represents the unknown coefficients vector; ftrain are the ex-
perimental rebar stress data in the training phase; P(X) is the poly-
nomial basic function which is computed with n-input data as P
(X)= {P(X1), P(X2), … P(Xn)}T; N denotes the number of data points in
the training phase; and P(Xn) is the input data by second-order function,
which are computed by XN as follows:
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3.3. Artificial neural network

Artificial Neural Networks (ANN) are robust statistical optimization
frameworks that mimic the biological nervous system. They can es-
tablish logical models comprised of several interconnected neurons in a
computing platform [26–28]. ANNs are employed in finding solutions
to complex modeling tasks, such as estimating, classifying, or per-
forming pattern recognition. The development of any ANN demands
three modeling steps. ANNs for regression or classification tasks are
mainly classified into two main forms: supervised and unsupervised.
Supervised ANNs are trained via a regulation of the inter-neuronal
weight values, making it possible to predict the output values after
introducing several input data from the previous experiments. In un-
supervised ANNs, there are no set target values during the introduction
of the input. In the multi-layer perceptron (MLP) feedforward ANN,
which is one of the most common algorithms for training of optimiza-
tion frameworks, there is usually one or more hidden layers where the
selection of the appropriate input data mainly depends on the experi-
ence of the analyst, as well as on the nature of the problem to be solved.
The input, in the feedforward backpropagation algorithms traverses the
network, and at the end, the network output is matched with a set
values for estimating the error level [29,30]. Back-propagation learning
rule ensures the establishment of an input-output relationship, which is

Fig. 1. (a) Shamanic view of PCE structure for p=2, (b) Schematic structure of
ANN with 2-hidden layer.
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usually determined by randomly allocating initial weights to the input
data before updating it. The randomly weighted input data are updated
by comparing the outcome of the iteration process to the desired
output.

Most studies that utilized neural computations implemented several
transfer functions based on the nature of the problem (complexity and
nonlinearity). In recent engineering tasks, the two most common
transfer functions often utilized for the hidden and output layers, re-
spectively, are the tangent sigmoid and the linear functions. The tan-
gent sigmoid transfer functions are usually applied to the hidden neu-
rons to ensure that the input-output behavior of the system is
significantly improved when the updated weights are slightly varied. In
Fig. 1b, a multi-layer ANN comprising two hidden layers having nine
neurons is depicted.

During the training of a network, the termination criterion is
reached when an error evaluation criterion such as the mean squared
errors (MSE) and correlation coefficient (R), has reached an acceptable
limit, or after passing a pre-adjusted number of training epochs. These
error measures (MSE and R) are defined as follows [31]:
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where fso represents the experimental data value, fsp is the predicted
value, and n represents the number of samples in the data set. fso and
fsp are the mean values of fso and fsp, respectively.

4. Model application, results and discussion

Three commonly used design code formulas, namely ACI 318-14,
ACI 408R-03, and Eurocode 2, along with two empirical mathematical
models, and three data-driven modeling approaches using PCE, RSM
and ANN were applied for the prediction of the average reinforcing
rebar bond strength in concrete. The PCE and RSM were coded in
MATLAB, while the ANN was applied based on a MATLAB toolbox with
one input layer, two hidden layers with nine neurons, and one output
layer as M-9-9-1, where M is the number of input data. In this study,
two input scenarios were used to compare the different predicated
models of the average bond strength of reinforcing rebar. Scenario I
applied four elements l d f f( , , , )s b c y

' , while scenario II used the parameter
+cw K
d

( )atr
b

(where, c= cmin+ db/2, w=0.1(cmax/cmin)+ 0.9≤ 1.25,

=K f A t nS6 ( )atr c tr d t
' , cmax=max(cb, cs), cmin=min(cb, cs), cs =min

(cso, csi+6.4), St=center-to-center distance of the transverse bars,
n=the number of bars being developed, Atr=total cross-sectional
transverse bar area within spacing St, csi=one-half of the center-to-
center bar spacing, cb= thickness of bottom cover concrete, and
cso=thickness of side cover concrete)

The PCE is structured using the MOPs basis functions with a high-
order of p=5. The highly nonlinear function can provide suitable
flexibly for the model to consider high cross-correlations between all
input data and the average reinforcing rebar bond strength. Fig. 2 il-
lustrates the effect of the order, p of the multivariate orthogonal poly-
nomial function on the RMSE value for the training and testing phases.
It can be observed that the RMSE decreased with increasing p in the
training phase, which means that high-order polynomials in calibrating
the PCE model can improve its training prediction. However, for the
testing phase, no significant reduction in RMSE could be observed be-
yond p=5. In fact, RMSE for p=8 was higher than that for p=5. This
justifies why the authors limited the order p of the PCE model in this
study to 5, which was perceived as optimal. This is also advantageous
since it reduces the computational burden of the PCE model.

The database was randomly divided into two sets. About 80% of the

experimental data points were utilized for the training stage of the
models, while about 20% of the data was used for the model validation
phase. The accuracy of model predictions and agreement of predicted
data amongst these nonlinear models were compared based on several
comparative statistics, including the root mean square error (RMSE),
mean bias error (MBE), mean absolute error (MAE), modified agree-
ment index (md) and modified Nash and Sutcliffe efficiency (mNSE)
statistics [32–34], which are expressed below:
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When RMSE, MBE, and MAE approach zero, the model provides
near perfect prediction and close agreement with experimental data,
with md and mNSE values that tend to one.

Figs. 3 and 4 with the statistical presentation provided in Tables 1
and 2 compare the model results for predictions of the proposed models
(RSM, ANN, and PCE) in the training phase (i.e., 80% of the database)
and testing phase (i.e., 20% of the database). Fig. 3 and Table 1 show
predictions for scenario I, which considers the lap-splice length ls, re-
inforcing bar diameter db, concrete compressive strength fc′, and yield
strength of the reinforcing bar fy as design parameters. It can be ob-
served that each of the various models exhibited similar level of accu-
racy for its predictions in the training and testing phases. The RSM and
ANN models showed large variance for predictions for the normal steel
rebar stress levels (i.e., less than 500MPa), and tended to overestimate
tensile stresses for the bar splices in the high stress levels (i.e., higher
than 500MPa). On the other hand, the PCE model predicted experi-
mental test results better than both the RSM and ANN models. This can
be explained by the excellent ability of the PCE model to abstract the
physical mechanism and interrelations between the independent and
dependent variables. This was also reported in several previous studies
(e.g., [7,35–36]). Hence, it would be interesting to revisit previous
studies which exploited ANN modeling (e.g. 37–40) to explore whether
PCE modeling could provide superior performance.

Fig. 4 and Table 2 illustrate predictions for scenario II, which ad-
ditionally considers the effects of the concrete cover and transverse

Fig. 2. Effect of the order of the multivariate orthogonal polynomial function,
p, on the RMSE value for the training and testing phases.
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reinforcement, i.e. +cw K
d

( )atr
b

on the bond strength. Compared to sce-
nario I, the proposed models in scenario II better predicted the ex-
perimental test results. This is because the bond strength of the bar
splices showing splitting failure is significantly affected by the concrete
cover and transverse reinforcement. The trend of model predictions of
the training phase was similar to that of the testing phase. In addition,
the data-driven models are essentially based on regression analyses in
which non-stationary and non-linear features can better be captured
(related variables as predictors).

Figs. 5–6 and Table 3 visualize the calculations of various design
code empirical equations versus the actual experimental rebar stress

values. The experimental dataset was split into 80% training and 20%
validation phases, in harmony with the models developed in the current
study (training and testing phases), so that the validation can be per-
formed in a more reliable manner. It can be observed that the predic-
tions of the ACI 408R-03 [19] and Hwang et al. [4] models correlated
well with the test results, regardless of the stress level of the rebar
splice.

Fig. 7 compares the experimental rebar stress test results to corre-
sponding calculations of current design codes and that of the models
proposed in the present study. For direct comparison, safety factors
were neglected in the calculations of design codes. ACI 318-14 [16],
Eurocode 2 [17], and Model Code 2010 [18] generally showed ratios of

Fig. 3. Scatterplot (Scenario I) of (a, b and c) the applied modeling strategies (ANN, RSM and PCE) over the training phase (80% all data selected randomly), and (d,
e, f) testing phase (20% all data selected randomly).
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Fig. 4. Scatterplot (Scenario II) of (a, b and c) the applied modeling strategies (ANN, RSM and PCE) over the training phase (80% of all data selected randomly), and
(d, e, f) testing phase (20% all data selected randomly).

Table 1
Statistical comparative indicators of different modeling strategies for scenario (I) over the training and testing phases.

Models MAE RMSE MBE md mNSE MAE RMSE MBE md mNSE

Training phase Testing phase

ANN 56.785 78.687 0.030 0.761 0.541 59.476 78.686 0.015 0.739 0.515
RSM 66.320 86.142 0.037 0.714 0.464 68.007 87.182 0.028 0.705 0.445
PCE 21.549 54.282 0.008 0.912 0.826 24.300 44.085 0.000 0.899 0.802
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Table 2
Statistical comparative indicators of different modeling strategies for scenario (II) over the training and testing phases.

Models MAE RMSE MBE md mNSE MAE RMSE MBE md mNSE

Training phase Testing phase

ANN 37.595 50.106 0.014 0.909 0.845 44.720 55.162 0.010 0.808 0.635
RSM 46.281 61.163 0.019 0.864 0.809 42.605 54.149 0.008 0.820 0.652
PCE 14.698 21.350 0.003 0.983 0.940 22.779 31.419 −0.002 0.906 0.814

Fig. 5. Scatterplot of empirical design code methods over the training phase (80% all data points randomly) (a) ACI 318-14, (b) ACI 408R-03, (c) Eurocode 2, (d)
Model Code 2010, and (e) Hwang et al. 2017 model.
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ftest/fs greater than 1.0 in the small ls/db range. This indicates that the
design code methods (without safety factor) underestimated the tensile
strength of bar splices related to the pull-out failure. Moreover, the
design codes considered showed lower accuracy in their predictions.
Conversely, the ACI 408R-03 [19] and the Hwang et al. [4] model
predicted the test results with reasonable accuracy, showing an average
ftest/fs ratio= 1.002, and 1.005, and COV.= 0.151 and 0.155, respec-
tively.

The predictions of the models proposed in this study, including

RSM, ANN, and PCE were better than those of the existing methods,
showing an average ftest/fs ratio= 1.016, 1.013, and 1.005, and
COV.= 0.143, 0.124, and 0.064, respectively. In particular, the PCE
model showed the best accuracy of predictions amongst all methods
considered in this study. While predicting well the test results, the
proposed methods also tended to somewhat overestimate the experi-
mental test results. Accordingly, a safety factor is necessary to consider
the proposed methods for design applications.

To satisfy the design safety level, the value of “average –

Fig. 6. Scatterplot of empirical/code methods over the testing phase (20% all data points which are selected randomly) (a) ACI 318-14, (b) ACI 408R-03, (c)
Eurocode 2, (d) Model Code 2010, and (e) Hwang et al. 2017 model.
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K×standard deviation” (where K=1.645 for 5% fractile (quantile)
with 90% confidence level of 534 specimens) should be greater than
1.0, so that the likelihood of failure would be less than 5%. For the
proposed methods, and without the safety factor, the values are 0.777
(RSM), 0.806 (ANN), and 0.897 (PCE). Thus, in the case of the PCE
method, a safety factor = 0.9 can be considered for 5% fractile
(quantile) with 90% confidence level. Although the RSM and ANN
models attained good results in the testing phase, they require lower
safety factors (e.g., about 0.75 to 0.8) considering their relatively lower
accuracy compared to that of the PCE method. Lower safety factors
imply that the lap splice length should be increased for design safety.
Thus, the use of the PCE method can improve design accuracy and cost
efficiency compared to all other methods investigated.

5. Parametric study

To explore the sensitivity of the PCE model to key parameters af-
fecting the rebar bond strength, a parametric study was conducted
whereby each influential parameter was varied within its practical
range, while the other input parameters were maintained constant, and
the model was then asked to predict the rebar bond strength.

Fig. 8-a illustrates the results of the parametric study for the effect of
the concrete compressive strength on the bar bond strength for a ratio
of bar splice length to bar diameter (ls/db) of 10, 20, 40 and 70. The
yield strength of the bar was maintained at 830MPa and the +cw K

d
( )atr

b
parameter was kept equal to 2. It can be observed that as expected,
when the ls/db ratio increased, the rebar bond strength also increased.
Increasing the ls/db ratio seemed to be most effective for increasing the
maximum tensile stress in the bar, fs. As the compressive strength in-
creased, fs increased linearly. This linear relationship is very interesting
since until now, existing models and design codes have generally con-
sidered the effect of concrete strength as (fc’) 0.25 to (fc’) 0.5. It should be
noted that, unlike existing models and design codes, the PCE model is
data-driven and reflects the actual effect of the 534 points in the da-
tabase.

Fig. 8-b portrays the effect of the bay yield strength on the max-
imum bar stress. The concrete compressive strength was maintained at
30MPa and the +cw K

d
( )atr

b
parameter was maintained equal to 2. The

ls/db ratio was 10, 20, 40 and 70. In general, existing models do not
consider the effect of the bar yield strength on the bar bond strength.
Only Model Code 2010 (factor η4 in clause 6.1.3.2), considers this as-
pect where the bond strength decreases as the yield strength increases.
However, the present parametric study based on polynomial chaos
expansions shows an opposite relationship. Except in the proximity of
the rebar yielded range, a linear relationship can be defined. While this
result emulates from the data drive model, it is rather difficult to ex-
plain the mechanism controlling this behavior.

Fig. 8c captures the effect of the parameter +cw K
d

( )atr
b

on the
maximum tensile stress in the bar fs. The concrete compressive strength
was maintained at 30MPa and the ls/db ratio was 10, 20, 40 and 70. The
maximum tensile stress in the bar, fs increased with in-
creased +cw K

d
( )atr

b
. Except in the proximity of the bar yield stress, this

increase can be approximated by a linear function, which is similar to

existing models and design code equations. One discrepancy observed is
that since fy=830MPa was used, fs should be less than fy. However, in
the case of ls/db=70, fs was greater than fy. Nonetheless, this model is
data driven and by examining the database, a significant number of
experimental outputs justifies the appearance of the above noted dis-
crepancy.

Fig. 9 exhibits results of the parametric study whereby the ls/db ratio
was increased for various levels of concrete compressive strength
(Fig. 9a), bar yield strength (Fig. 9b), and parameter +cw K

d
( )atr

b
(Fig. 9c). It can be observed in Fig. 9a that as ls/db increased, fs in-
creased non-linearly. This is unlike in design codes in which this in-
crease is rather linear due to the common assumption of uniform bond
stress distribution.

In Fig. 9b, the effect of the ls/db ratio on fs is shown when the bar
yield stress varied from 350, 550, 750 and 950MPa. Again, the concrete
compressive strength was maintained at 30MPa and the parameter was
kept equal to +cw K

d
( )atr

b
2. As the ls/db ratio increased, fs also increased,

and this increase was more significant the higher the bar yield stress.
Except in the proximity of the bar yield stress, the relationship between
ls/db and fs can be approximated to be linear, which is generally similar
to existing models and design codes.

Fig. 9c captures the relationship between ls/db and fs when the
parameter +cw K

d
( )atr

b
is varied between 1, 2, 3 and 4. The concrete

compressive strength was maintained at 30MPa and fy was kept at
830MPa. The parameter +cw K

d
( )atr

b
had an influential effect on fy as

observed earlier. As the ls/db ratio increased, fs also increased. Again;
this increase can be considered linear, except near the bar yield stress.
The observed discrepancy of fs exceeding fy was discussed earlier.

It is worth exploring the computational effort for computing the
unknown coefficients (weights) for the established PCE, RSM and ANN
models. Scenario I was selected as an example to quantify the compu-
tational cost for each model and the results are reported in Table 4. The
ANN needs a feedforward backpropagation algorithm to define best
connections between neurons in the training process. Conversely, the
PCE and RSM models are directly computed using a least square esti-
mator. On the other hand, the PCE model needs to compute the mul-
tivariate orthogonal polynomial as input data, which requires higher
computational effort for higher order multivariate orthogonal poly-
nomials. It can be observed in Table 4 that, at the optimal order of
p=5, the PCE model was much more computationally effective than
the ANN model. However, when increasing the order p to 8, the PCE
model became more computationally intensive than the ANN model.
The RSM was the most computationally effective. However, using high-
order polynomial functions would also make the RSM computationally
intensive, but this was not investigated herein.

Finally, the practical relevance of the PCE model needs to be clar-
ified. First, the proposed PCE model could be readily used in design
subject to the application of a safety factor. Owing to its superior pre-
dictive capability, this safety factor would be smaller than that in ex-
isting design provisions, hence averting overly conservative design and
its associated cost. Moreover, the proposed PCE model is highly flexible.
This intelligent data intensive framework for predicting rebar average
bond stress and full embedment length can better accommodate new

Table 3
Statistical comparative indicators of different empirical/code formulations over the same data sets.

Models MAE RMSE MBE md mNSE MAE RMSE MBE md mNSE

Training phase Testing phase

ACI 318-14 216.706 285.700 0.484 0.427 −0.752 248.388 329.904 0.534 0.387 −1.028
ACI 408R-03 52.805 82.179 0.000 0.815 0.573 50.773 78.106 0.010 0.823 0.586
Euro code 2 102.158 138.882 0.139 0.650 0.174 104.538 147.486 0.144 0.647 0.147
MC 2010 188.979 270.593 0.378 0.494 −0.528 205.149 311.433 0.393 0.467 −0.675
HH 2017 50.908 79.641 0.000 0.815 0.588 54.404 78.795 0.020 0.805 0.556
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data and new rebar materials and configurations for calibrating existing
design provisions and keeping design codes relevant. Moreover, we are
entering an era of the fourth industrial revolution and witnessing a
fusion of technologies that is blurring boundaries between the physical,
digital and biological spheres. Emerging technology breakthroughs
such as robotics, artificial intelligence, nanotechnology, quantum

computing, biotechnology, the Internet of Things, decentralized con-
sensus, additive manufacturing, etc., are changing the way we do
things. Hence, intelligent models such as the proposed PCE tool could
find a place in automated and semi-automated design platforms of the
future [37–40].

Fig. 7. The ftest/fs ratio against ls/db ratio: (a) ACI 318-14, (b) ACI 408R-03, (c) Eurocode 2, (d) MC 2010, (e) Huang et al. 2017, (f) RSM, (g) ANN, and (h) PCE.
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6. Summary and concluding remarks

The reinforcing bar bond stress and rebar development length are
fundamental concepts in reinforced concrete design codes and guide-
lines. However, the bond stress of a reinforcing bar anchored in a ce-
mentitious matrix varies along the bar length and cannot be easily
quantified. Hence, design codes rather refer to the concept of bar de-
velopment length and average bond stress. Moreover, design provisions
for bond strength are generally based on statistical analysis of bar
pullout test results. In the present study, a novel statistical predictive
model based on Polynomial Chaos Expansions (PCE) was developed to
predict the reinforcing bar development length using 534 experimental
results of simple pullout tests on short unit bar lengths retrieved from

Fig. 8. Bond strength of bar splices with respect to: (a) concrete compressive
strength fc′, (b) yield strengths of the reinforcing bar fy, and (c) parameter

+cw Katr
db

( ) for different lap splice length to reinforcing bar diameters (ls/db) of

10, 20, 40 and 70.

Fig. 9. Effects of lap splice length-to-reinforcing bar diameter (ls/db) on average
bond strength of bar splices for (a) different concrete compressive strengths fc′,
(b) different yield strengths of reinforcing bar fy, and (c) different values of

parameter +cw Katr
db

( ) .

Table 4
Computational effort for computing the unknown coefficients (weights) of the
developed PCE, RSM and ANN models.

Models PCE RSM ANN

P=3 P=4 P=5 P=6 P=7

Times to build models
(seconds)

0.11 0.12 0.47 2.77 14.68 0.07 10.82
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the open literature. Its predictions were compared to calculations of
commonly used design code methods (i.e., ACI 318-14 [16], ACI 408R-
03 [19], and Eurocode 2 [17]) and bond models including [4,16–19]. A
parametric study was conducted using the proposed PCE model to ex-
plore its sensitivity to key input parameters. The following conclusions
can be drawn:

• Among existing methods, predictions of the ACI 408R-03 [19] and
the Hwang et al. [4] model better correlated with the experimental
test results, regardless of the stress level of the rebar splice.

• The capability of the novel model based on Polynomial Chaos
Expansions proposed in this study in predicting experimental rebar
stress outperformed all existing methods considered in this study, as
well as the response surface model and the artificial neural network
model.

• The proposed model showed adequate sensitivity to influential input
parameters. While its trends generally agreed with that of existing
design provisions, it captured certain features not identified by
previous models which assume unrealistic uniform bond stress along
the reinforcing bar.

• The proposed model could be used in design upon the application of
a safety factor. Considering the superior predictive capability of the
novel model, this safety factor can be smaller than that of existing
methods. This can prevent overly conservative design and should
thus lead to more cost effective design.

• The proposed PCE model is highly flexible. It can offer an intelligent
data intensive framework for predicting rebar average bond stress
and full embedment length, with ability to accommodate new data
and new rebar materials for calibrating existing design provisions
and keeping design codes relevant.
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