
 

Accepted Manuscript

Security-Level Switchable Attribute-Based Encryption under The
Strictly Weaker Assumption Family

Ge Song, Yuqiao Deng

PII: S0020-0255(16)31258-0
DOI: https://doi.org/10.1016/j.ins.2018.12.062
Reference: INS 14162

To appear in: Information Sciences

Received date: 14 October 2016
Revised date: 24 December 2018
Accepted date: 27 December 2018

Please cite this article as: Ge Song, Yuqiao Deng, Security-Level Switchable Attribute-Based
Encryption under The Strictly Weaker Assumption Family, Information Sciences (2018), doi:
https://doi.org/10.1016/j.ins.2018.12.062

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.ins.2018.12.062
https://doi.org/10.1016/j.ins.2018.12.062


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Security-Level Switchable Attribute-Based Encryption

under The Strictly Weaker Assumption Family

Ge Songa, Yuqiao Dengb,∗

aCollege of Mathematics And Informatics, South China Agricultural University,
Guangzhou, China.

bSchool of Mathematics And Statistics, Guangdong University of Finance and
Economics, Guangzhou, China

Abstract

Attribute-Based Encryption (ABE), a special type of public key encryption,
efficiently shares sensitive data with fine-grained access control. ABE can be
classified into two types: Ciphertext-Policy ABE (CP-ABE) and Key-Policy
ABE (KP-ABE). However, the securities of most presented ABE systems
were reduced to the q-type DBDH (Dicisional Diffie-Hellman Assumption)
assumptions, which are stronger than the DBDH assumption. So, the above-
mentioned ABE systems become insecure if DBDH is proved to be insecure.
We propose a new ABE framework, called security-level switchable ABE
(SLS-ABE). In SLS-ABE framework, a series of ABE systems can be gener-
ated and their securities are reduced to a k-BDH assumption family proposed
by Benson et al. The k-BDH assumption family has the following properties:
1) any assumption in the k-BDH assumption family is associated with a pa-
rameter k, and the assumption becomes strictly weaker as the parameter k
increases. 2) the 1-BDH assumption is proved to be equivalent to the DBDH
assumption. So, all the k-BDH assumptions where k > 1 are weaker than
DBDH assumption. We apply the technique of Benson et al. to construct
ABE on k-BDH assumption, furthermore, we design a new framework to
support the flexible switchable security-level for users. Concretely, the mas-
ter public key, the master secret key and core keys issued by the system are
constant. A User can generate different security-level public key/secret key
pairs if it holds the core key. We propose a public key forgery attack model
(PKFA) to capture the behaviors of adversary for generating a forged public
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key. We formally prove the selective-CPA security and PKFA security of our
ABE systems. We compare the performances of our systems with Waters’
ABE systems.

Keywords: KP-ABE, CP-ABE, k-BDH assumption family, selective
security Model, PKFA

1. Introduction

Attribute Based Encryption (ABE), which has been presented by Sahai
and Waters [17], is an influential paradigm for embedding complex access
policy into the encrypted data. Key-Policy Attribute Based Encryption (KP-
ABE) and Cipertext-Policy Attribute Based Encryption (CP-ABE) are two
typical kinds of the ABE scheme [12]. In KP-ABE, the ciphertext is associ-
ated with the attributes set and the private key is associated with the access
policy; In CP-ABE, the ciphertext is associated with the access policy and
the private key is associated with the attributes set.

ABEs attract increasing concerns on new functionalities[7, 14] or better
performance[10, 11, 13] in recent years, however, most of them suffer from
two indetectable secure problems described as follows :

(1) The q-type DBDH assumptions can not guarantee the security of ABE
while encountering Cheon’s attack [8]. Most of proposed ABEs are re-
duced to “q-type DBDH ” assumptions [7, 15, 13, 19, 12]. Nevertheless,
Cheon[8] claimed that q-type assumptions (and surely the ABEs asso-
ciated with them) might meet a special attack. Recently, Sakemi et al.
showed that Cheon’s attack could be realized through executing a suc-
cessful experiment. It means that the ABE system built on the q-type
assumption might not be secure when encountering Cheon’s attack.

(2) Any single assumption may become insecure when new attacks against
this assumption are found. Almost all the frameworks of ABE are built
to adapt to one assumption, the drawback of the above frameworks is
that, they can not provide the property of “scalable”, that is, when the
current assumption upon which the framework built becomes insecure,
the existing ABEs can not provide the “plug and play” mechanism to
switch the old framework to a new one which based on a more secure
assumption. In other words, the existing ABE framework is relatively
“fixed” for one assumption.
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We will simultaneously overcome the above two problems by employing a
new Security-Level Switchable ABE framework. The assumption upon which
ABE relies can be simply “switched” in a assumption series (we named the
assumption series as  L). The assumption series  L satisfies the following
three conditions: first, each assumption in  L is weaker than q-type DBDH
assumptions. Second, each assumption is associated with a parameter κ,
we denote this assumption as ASκ. Third, assumption ASκ in  L becomes
progressively weaker as the value of the parameter κ increases.

We address the two secure problems mentioned above, if we can con-
struct an ABE framework accommodating an arbitrary assumption in the
assumption series  L. First, since any assumption in  L is weaker than the
q-type DBDH assumption, our improved ABE is more secure than the ex-
isting schemes relied on the q-type assumptions. Second, when the current
relied assumption ASκ1 becomes insecure, we can switch to an even weaker
and remains secure assumption, ASκ2 where κ1 < κ2 (Notice that according
to the property of  L, assumption ASκ2 is weaker than assumption ASκ1).

According to the description above, the remaining problem is that, first,
we must find such a series of assumptions,  L, and second, we must construct
a suitable framework for  L. Recently, Benson et al [3] proposed a proper
assumption family: k-BDH Assumption Family. k-BDH Assumption Family
satisfies all the properties of assumption series  L. We give a brief introduction
of the k-BDH Assumption Family as follows.

1.1. The k-BDH Assumption Family

The k-BDH Assumption Family, which firstly proposed in [3], is a deci-
sional assumption family. We describe the k-BDH assumption as follows.

Let G be a multiplication group of prime order p, x, y, r1, ..., rk ∈ Zp be
chosen at random and g, v1, ..., vk be generators of G. A vector

~z = (G, p, g, gx, gy, v1, ..., vk, vr11 , ..., v
rk
k )

is given to any probability polynomial time (PPT) algorithm A.
The advantage ε for A to solve the k-BDH assumption is defined as

ε = |Pr[A(~z, T = K) = 1]− Pr[A(~z, T = R) = 1]| − 1
2
,

where K = e(g, g)xy(r1+···+rk) and R is a random element chosen from G. The
k-BDH assumption is solvable, if ε is non-negligible.
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We note that each k-BDH assumption is associated with a parameter k.
Especially, Benson et al. [3] gave the proof that the 1-BDH assumption is
equivalent to the DBDH assumption, and the assumptions in the k-BDH as-
sumption family become progressively weaker when the parameter k increases
(section 4 in [3]).

We demonstrate that the k-BDH assumption family satisfies three proper-
ties of  L. first of all, the k-BDH assumption family satisfies the first property
of  L: since the DBDH assumption is weaker than the q-type DBDH assump-
tion, the 1-BDH assumption is equivalent to the DBDH assumption, and the
l-BDH assumption is weaker than 1-BDH (l > 1), we can deduce that the
l-BDH assumptions (k ≥ 1) are weaker than the q-type DBDH assumption.
Secondly, the k-BDH assumption family satisfies the second property of  L
as each k-BDH assumption is associated with a parameter k . Finally, it is
obvious that the k-BDH assumption family satisfies the third property of  L.
Therefore, the k-BDH assumption family matches all the requirements of the
assumption series  L.

1.2. Our Technique

We mainly utilize the following two techniques in this paper.
Reduction from DBDH to k-BDH. The reduction from a general

ABE to the k-BDH assumption is not straightforward, we briefly explain the
difficulties of our technique. In the k-BDH assumption, we are given a vector

~z = (G, p, g, gx, gy, v1, · · · , vk, vr11 , · · · , vrkk ),

and to distinguish the term T = e(g, g)xy(r1+···+rk) from a random element
in G. In the security reduction, we usually use the term T to randomize
the message m and the vector ~z to generate the remaining ciphertext com-
ponents and the secret keys. The difficulty arises because ~z includes bases
(v1, v2, · · · , vk), whereas T only contains one base g. So, we must “transform”
the bases (v1, v2, · · · , vk) into the base g in the security reduction phase.

Our work starts from considering a simplified transformation: we first
transform the DBDH assumption to the 1-BDH assumption; then, we append
the parameters of 1-BDH assumption to obtain the k-BDH assumption. It
is given ~z′ = (g, ga, gb, gc) and to determine T ′ = e(g, g)abc in the DBDH
assumption. We simply let x = a and y = b (x, y are parameters come from
the 1-BDH assumption). However, there are no v1 and r1 in the DBDH
assumption. We use the following trick proposed by [3]. We choose two
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Figure 1: The Model of Our System

integers, then issue {vs11 , v
r′1
1 }. The term vs11 is reduced to the term g and the

term v
r′1
1 is reduced to the term gc. Concretely, suppose v1 = gk1 , where k1

is some unknown term, we implicitly set s1 = l1/k1, r
′
1 = c/k1, where l1 is a

chosen parameter to randomize the parameter. So, we have vs11 = (gk1)l1/k1 =

gl1 , v
r′1
1 = (gk1)c/k1 = gc. We can then obtain the reduction methodology from

DBDH framework to k-BDH assumption framework by appending the above

parameters (i.e., append {vs11 , v
r′1
1 } to {vsii , v

r′i
i }i∈[k]).

Security Switchable Framework. Our ABE framework is motivated
by the work of IBE proposed by [3]. However, that IBE cannot be flexibly
switched among the k-BDH assumptions, because the parameter k is em-
bedded in the public key. In other words, one needs to reset the system
parameters when the IBE is switched to another assumption, and the reset
operation makes the system unpractical.

We conquer the abovementioned obstacle by using the following tech-
nique. As shown in Fig.1, in our new framework, the PK/SK pair can be
classified into three types, namely, the master public key (MPK)/ master
secret key (MSK) pair, the normal public key (NPK)/ normal secret key
(NSKI) pair and a core key (CKI), where I denotes the “Identity” of the
user (the “identity” in the context of ABE means an attribute set in CP-
ABE, or an access structure in KP-ABE). The MPK/MSK and the CKI are
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generated by the certification center (CA), whereas the NPK/NSKI pair
is issued by the user. The MPK/MSK and the CKI are constant and the
NPK/NSKI pair is variable.

We achieve the following two advantages from this framework. First,
the system reset is unnecessary, because the MPK/MSK pair and CKI that
generated by CA are constant. Second, our framework provides more flexible
security choices for users. For example, suppose a user needs to receive
sensitive information from multiple data owners in the cloud. Frequently,
the security levels of this information are different, e.g., the disclosure of
some trade secret documents is not allowed; and the disclosure of some paid
movie videos is acceptable. The CA forms the MPK/MSK pair and generates
one CKI for each user. Every user is permitted to issue different “security
level” NPKk and corresponding NSKI

k by itself if it holds the CKI , where
k denotes the security level (the larger the value of k, the higher the security
level).

However, we must consider the following security issue: if a malicious user
can generate other users’ NPK/NSK pair, this will pose a security threat,
we call this type of attack as public key forgery attack (PKFA). How to
construct a security level switchable ABE framework that can resist PKFA
is a challenge. The CKI is indeed introduced to forbid the PKFA. We explain
the role of CKI below.

As shown in Fig. 2, in our framework, an adversary is allowed to is-
sue NPKk′/NSK

I
k′ pair, if it holds the core key CKI issued by the CA,

and it cannot form NPKk′/NSK
I′
k′ pair where I ′ 6= I. In order to achieve

the above goal, we first require that CKI must be included in the NSKI
k′ ,

then one can modify the user’s identity I to some I ′ if it can modify CKI

to CKI′ . Then, we utilize the following technique to forbid the modifica-
tion of CKI : we introduce a selective CPA-secure ABE scheme ABEs =
(Setups, Encs, KeyGens, Decs). The CA initials the system through running
the Setups algorithm, then it executes the KeyGen algorithm to generate
secret key SKI for user I, and CKI is set to be SKI in this phase. A selective
CPA-secure ABE essentially prevents the user’s identity from being modified
(else, the CPA-secure can be broken). Therefore, an adversary can modify
the identity of NSKI

k′ , if it can break the selective CPA-security of generic
ABE. We will provide detailed proof about this below.

6
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Figure 2: The PKFA Model

1.3. Our Contribution

The contribution of the paper is multifold. First, trivial ABE scheme
will suffer from severe attack once the underlying assumption becomes inse-
cure and must redesign the whole scheme in order to change the underlying
assumption to a new one. We handle this problem by proposing a new
ABE framework. The underlying assumption in our ABE framework can be
flexibly “switched”. Second, we demonstrate how to implement the ABE
framework mentioned above. We propose two ABE schemes: KP-ABE and
CP-ABE separately. Our two ABE schemes are both built to adapt to the
assumption series: k-BDH assumption family. Third, the public key is con-
stant in our ABE framework, so the system needs not to be reset when the
underlying assumption changes.

1.4. Related Work

The first work related to Identity-Based Encryption (IBE) [5] was pro-
posed by Boneh-Franklin a decade ago. After that, lots of works focused on
all kinds of IBE schemes are presented [9][18][6].

Recently, Karyn Benson, Hovav Shacham and Brent Waters [3] proposed
an IBE system based on an arbitrary assumption in k-BDH assumption.
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They proved that the assumption can generalize DBDH assumption. Indeed,
their works strengthen the security of IBE as one can create IBE scheme
reduced to an weak enough assumption in k-BDH assumption family as it
needs.

A new research trend about IBE has been put forward by Sahai and
Waters [17]. They proposed an fuzzy IBE scheme providing the mechanism
for the data provider to express how he will share data in the encryption
algorithm. On this basis, Sahai and Waters [17] presented a new concept:
Attribute-Based Encryption (ABE), in which a user’s credentials is repre-
sented by a set of string called attributes and the predicate is represented by
a formula over these attributes.

Most of existing ABE schemes are proposed based on the DBDH or q-
type DBDH assumption. For example, in respect of KP-ABE, Goyal, Pandey,
Sahai, and Waters [12] proposed an expressive KP-ABE scheme with fine-
gained access control which is based on the DBDH assumption. Attrapadung
et al [1] proposed a KP-ABE scheme with constant-size ciphertexts which is
based on the q-DBDHE assumption (q-Decisional Bilinear Diffie-Hellman
Exponent, one type of q-type DBDH). Ostrovsky et al. [15] proposed a KP-
ABE scheme with a non-monotonic access structure where the secret keys are
assocaited with a set of attributes including positive and negative attributes,
their scheme is based on DBDH assumption. Rouselakis and Waters [16]
proposed a KP-ABE with large universe using a new proving method, their
scheme is under the assumption called ”q-2” assumption which belongs to
the q-type DBDH assumption.

In respect of CP-ABE, In 2007, using a monotonic access tree as access
structure, Bethencourt et al. [4] proposed the first CP-ABE construction,
however, the security of their scheme is limited that their system is proven
secure in the generic group model. After that, Waters [19] proposed three
CP-ABE schemes expressing the access structure using the tool of Linear Se-
cret Sharing Scheme (LSSS), the three CP-ABEs are based on the q-parallel
DBDHE assumption (q-parallel Bilinear Diffie-Hellman Exponent problem,
one type of q-type DBDH), q-DBDHE assumption and DBDH assumption
separately. There have been increasing concerns on CP-ABE, for example,
Goyal et al proposed a bounded CP-ABE under the DBDH assumption,
Chase [7] proposed Multi-authority CP-ABE under the DBDH assumption,
Rouselakis and Waters [16] proposed a CP-ABE with large universe under
the so-called ”q-1” assumption, which is a type of q-type DBDH assumption,
and so on.

8
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2. Background

We first give the definition of bilinear maps, access structures and Linear
Secret Sharing Schemes (LSSS). Finally, we give the security definitions of
Ciphertext-Policy Attribute Based Encryption (CP-ABE) and Key-Policy
Attribute Based Encryption (KP-ABE).

2.1. Bilinear Maps

Let G and GT be two multiplicative cyclic groups of prime order p. Let g
be a generator of G and e be a bilinear map, e : G×G→ GT . The bilinear
map e has the following properties:

1. Bilinearity: for all u, v ∈ G and a, b ∈ Zp, we have e(ua, vb) = e(u, v)ab.
2. Non-degeneracy: e(g, g) 6= 1.

2.2. Access Structures

Definition 1 (Access Structure [2]) Let {P1, P2, ..., Pn} be a set of par-
ties. A collection A ⊆ 2{P1,P2,...,Pn} is monotone if ∀B,C : if B ∈ A and B ⊆
C then C ∈ A.

In this paper, attributes are the equivalent of the parties. Thus, the ac-
cess structure A will contain the authorized sets of attributes. And, in our
context, the access structure is monotone [19].

2.3. Linear Secret-Sharing Schemes

Definition 2 (Linear Secret-Sharing Schemes (LSSS) ) A secret-
sharing scheme Π over a set of parties P is called linear (over Zp) if:

(1) A vector is formed by the shares for each party over Zp.
(2) Let M be a matrix of l rows and n columns, the function ρ be a map

that maps row i to a party ρ(i), where i = 1, ..., l. Assume a secret
s ∈ Zp is needed to be shared, choose a vector v = (s, r2, ..., rn), where
r2, ..., rn ∈ Zp are randomly chosen, then (Mv)i for i = 1, ..., l is the l
shares of the secret s and the party ρ(i) owns the share (Mv)i.

It is pointed out in [2] that, every LSSS also enjoys the linear reconstruc-
tion property: Let S ∈ A be any authorized set, and let I ⊂ (1, 2, ..., l) is
the following set that I = (i : ρ(i) ∈ Zp). Then, there must exist constant
set {ωi ∈ Zp} satisfying

∑
i∈I ωiλi = s, if λi are valid shares of any secret s.

2.4. Definitions of ABE

We briefly review the definitions of CP-ABE and KP-ABE in this section[17].

9
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2.4.1. Definitions of CP-ABE

The CP-ABE is consisted of four algorithms: Setup, Encrypt,KeyGen
and Decrypt. The descriptions of these algorithms are demonstrated as fol-
lows.

Setup(U). This algorithm takes an attribute universe description U as
input. It outputs the public key PK and the master secret key MSK.

Enc(PK,m,A). This algorithm takes the PK, a message m, and an access
structure A as intputs. It outputs the ciphertext CT.

KeyGen(MSK,S).This algorithm takes the MSK and an attribute set A
as inputs. It outputs the secret key SK.

Dec(PK,CT,SK). This algorithm takes the CT and SK as inputs. It
outputs the message m, if the attribute set embedded in the SK satisfies the
access structure embedded in the CT.

Security Model for CP-ABE The security model of CP-ABE is a
game played between the challenger and the adversary. The formal security
game is shown as follows.

Init. The adversary publishes the challenge access structure A∗.
Setup. The challenger generates the PK and sends it to the adversary.
Phase 1. The adversary queries any secret key associated with attribute

set S with a limitation that, S can not satisfy the challenge access structure
A∗.

Challenge. The adversary submits two equal length messages m0 and
m1. The challenger flips a random coin b ∈ {0, 1}, and forms the challenge
ciphertext CT ∗ by encrypting the message mb with the challenge access struc-
ture A∗. The challenger gives CT ∗ to the adversary.

Phase 2. The same as the Phase 1.
Guess. The adversary outputs a guess b′ of b.
The advantage of an adversary in this game is defined as Pr[b′ = b]− 1

2
.

A CP-ABE scheme is said to be selective secure, if any PPT algorithm
has at most negligible advantage in winning the above game.

2.4.2. Definitions of KP-ABE

The KP-ABE is consisted of four algorithms: Setup, Enc,KeyGen and
Dec. The descriptions of these algorithms are demonstrated as follows.

Setup(U). This algorithm takes an attribute universe description U as
input. It outputs the public key PK and the master secret key MSK.

Enc(PK,m,S). This algorithm takes the PK, a message m, and an at-
tribute set S as inputs. It outputs the ciphertext CT.

10
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KeyGen(MSK,A).This algorithm takes the MSK and an access structure
A as inputs. It outputs the secret key SK.

Dec(PK,CT,SK). This algorithm takes the CT and SK as inputs. It
outputs the message m, if the attribute set embedded in the CT satisfies the
access structure embedded in the SK.

Security Model for KP-ABE The security model of KP-ABE is a
game played between the challenger and the adversary. The formal security
game is shown as follows.

Init. The adversary publishes the challenge attribute set S∗.
Setup. The challenger generates the PK and sends it to the adversary.
Phase 1. The adversary queries any secret key associated with access

structure A with a limitation that, the challenge attribute set S∗ can not
satisfy A.

Challenge. The adversary submits two equal length messages m0 and
m1. The challenger flips a random coin b ∈ {0, 1}, and forms the challenge
ciphertext CT ∗ by encrypting the message mb with the challenge attribute
set S∗. The challenger gives CT ∗ to the adversary.

Phase 2. The same as the Phase 1.
Guess. The adversary outputs a guess b′ of b.
The advantage of an adversary in this game is defined as Pr[b′ = b]− 1

2
.

A KP-ABE scheme is said to be selective secure, if any PPT algorithm
has at most negligible advantage in winning the above game.

3. Security-Level Switchable ABE Framework and Security Models

We describe the Security-Level Switchable CP-ABE (SLS-CP-ABE) and
Security-Level Switchable KP-ABE (SLS-KP-ABE) frameworks used to switch
ABE among different assumptions in this section.

3.1. SLS-CP-ABE

A SLS-CP-ABE is consisted of five algorithms: Setup, CoreKeyGen,
NorKeyGen, Encrypt and Decrypt. We formally describe these five algo-
rithms as follows.

Setup(U). The setup algorithm takes the number U of attributes as
inputs. It outputs the MPK and the MSK.

CoreKeyGen(MSK,S). The CoreKeyGen algorithm takes the MSK
and the attribute set S as inputs. It outputs the core key CKS.

11
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NorKeyGen(S,CKS, nmax, k
′).The NorKeyGen algorithm takes the at-

tribute set S, the CKS, the maximum number nmax of columns in the access
structure, and a security parameter k as inputs. It outputs the “k′ security
level” normal public key NPKk′ and normal secret key NSKS

k′ .
Encrypt(MPK,NPKk′ , A, m). The Encrypt algorithm takes the MPK,

the NPKk′ , a message m, and a LSSS access structure A as inputs. It
outputs the “k′ level security” ciphertext CTA

k′ .
Decrypt(CTA

k′ , NSK
S
k′). The Decrypt algorithm takes a CTA

k′ and a nor-
mal secret key NSKS

k′ as inputs. It outputs the encrypted message m, if S
satisfies A.

We provide the rigorous PKFA model and selective security model of
SLS-CP-ABE as follows.

PKFA Model for SLS-CP-ABE.
Init. A chooses and issues a challenge access structure A∗.
Setup. C generates and issues the MPK to A.
CoreKey Queries 1. A makes any core key query CKS

k′ to C with
a limitation that, the attribute set S cannot satisfy the challenge access
structure A∗.

Challenge. A chooses and submits two equal length messages m0 and
m1. C flips a random coin b, and generates the challenge ciphertext CTA∗

k′

by encrypting the message mb under the challenging access structure A∗. C
gives CTA∗

k′ to A.
CoreKey Queries 2. The same as the CoreKey Queries 1 phase.
Guess. A outputs a guess b′ of b.
The advantage of adversary A in winning the abovementioned game is

defined as Pr[b′ = b]− 1
2
.

A SLS-CP-ABE is said to be secure against PKFA, if any PPT algorithm
can win the abovementioned game with at most negligible advantage.

Selective Security Model for SLS-CP-ABE. The selective security
model of SLS-CP-ABE is a game played between the challenger C and the
adversary A.

Init. A chooses and issues a challenge access structure A∗.
Setup. C generates and issues the MPK to A.
CoreKey Queries 1. A makes any core key query CKS to C. C gener-

ates and sends the corresponding core key to A.
NorKey Queries 1. A makes the normal public and secret key query

NPKk′ , NSK
S
k′ to C, where the NPKk′ is the challenge NPK (namely, the

challenge ciphertext is encrypted by NPKk′). There is a limitation that,

12
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the attribute set S included in NSKS
k′ cannot satisfy the challenge access

structure A∗ (else, A can trivially win the game).
C generates and sends the corresponding normal key pair NPKk′ , NSK

S
k′

to A.
Challenge. A chooses and submits two equal length messages m0 and

m1. C flips a random coin b, and generates the challenge ciphertext CTA∗
k′

by encrypting the message mb under the challenging access structure A∗. C
gives CTA∗

k′ to A.
CoreKey Queries 2. The same as the CoreKey Queries 1 phase.
NorKey Queries 2. The same as the NorKey Queries 1 phase.
Guess. A outputs a guess b′ of b.
The advantage of adversary A in winning the abovementioned game is

defined as Pr[b′ = b]− 1
2
.

A SLS-CP-ABE is said to be selective secure, if PPT algorithm can win
the abovementioned game with at most negligible advantage.

Remarks. We provide the following observations of our CP-ABE frame-
work.

1. We capture the public key forgery attack behavior of the adversary in
the PKFA model. The adversary first issues a challenge access struc-
ture A∗. Then, we provide Q core keys {CKSi}i∈[Q] to the adversary
(Q is the permitted query times for the adversary), excepts for the
key that the embedded attribute set S satisfies A∗. The adversary
can generate any NPK/NSKSi pair associated with attribute set Si.
However, because {Si}i∈[Q] do not satisfy A∗, the NSK set known by
the adversary cannot decrypt the ciphertext formed by A∗ (even the
ciphertext is encrypted using the NPK formed by the adversary itself).
The above model implies that, the adversary is granted Q “identity”
(i.e., Q attribute sets {Si}i∈[Q]). It aims to derive a NSK associated
with a new “identity” (i.e., a new attribute set), in order to satisfy the
challenge access structure A∗. However, the above attack fails, if the
advantage of the adversary in winning the PKFA game is negligible.

2. Considering the selective security model. The adversary first issues a
challenge access structure A∗. Then, the adversary is allowed to hold
any core key , the challenge NPK∗, and the NSKS where S does not
satisfy A∗. The selective security definition shows that, if the selective
security holds ,then the adversary is unable to create a NSK∗S

′
where

S ′ satisfies A∗.
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3.2. SLS-KP-ABE
The definition of SLS-KP-ABE is quite similar to the SLS-CP-ABE. We

describe it as follows.
A SLS-KP-ABE is consisted of five algorithms: Setup, CoreKeyGen,

NorKeyGen, Encrypt and Decrypt. We formally describe these five algo-
rithms as follows.

Setup(U). The setup algorithm takes the number U of attributes as
inputs. It outputs the MPK and the MSK.

CoreKeyGen(MSK,A). The CoreKeyGen algorithm takes the MSK
and the access structure A as inputs. It outputs the core key CKA.

NorKeyGen(S,CKA, nmax, k
′).The NorKeyGen algorithm takes the ac-

cess structure A, the CKA, the maximum number nmax of columns in the
access structure, and a security parameter k as inputs. It outputs the “k′

security level” normal public key NPKk′ and normal secret key NSKA
k′ .

Encrypt(MPK,NPKk′ , A, m). The Encrypt algorithm takes the MPK,
the NPKk′ , a message m, and a attribute set S as inputs. It outputs the “k′

level security” ciphertext CT Sk′ .
Decrypt(CT Sk′ , NSK

A
k′). The Decrypt algorithm takes a CT Sk′ and a nor-

mal secret key NSKA
k′ as inputs. It outputs the encrypted message m, if S

satisfies A.
We provide the rigorous PKFA model and selective security model of

SLS-KP-ABE as follows.
PKFA Model for SLS-KP-ABE.
Init. A chooses and issues a challenge attribute set S∗.
Setup. C generates and issues the MPK to A.
CoreKey Queries 1. A makes any core key query CKA

k′ to C with
a limitation that, the challenge attribute set S∗ cannot satisfy the access
structure A.

Challenge. A chooses and submits two equal length messages m0 and
m1. C flips a random coin b, and generates the challenge ciphertext CT S

∗
k′ by

encrypting the message mb under the challenging attribute set S∗. C gives
CT S

∗
k′ to A.
CoreKey Queries 2. The same as the CoreKey Queries 1 phase.
Guess. A outputs a guess b′ of b.
The advantage of adversary A in winning the abovementioned game is

defined as Pr[b′ = b]− 1
2
.

A SLS-KP-ABE is said to be secure against PKFA, if any PPT algorithm
can win the abovementioned game with at most negligible advantage.
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Selective Security Model for SLS-KP-ABE. The selective security
model of SLS-KP-ABE is a game played between the challenger C and the
adversary A.

Init. A chooses and issues a challenge attribute set S∗.
Setup. C generates and issues the MPK to A.
CoreKey Queries 1. A makes any core key query CKA to C. C gener-

ates and sends the corresponding core key to A.
NorKey Queries 1. A makes the normal public and secret key query

NPKk′ , NSK
A
k′ to C, where the NPKk′ is the challenge NPK (namely, the

challenge ciphertext is encrypted by NPKk′). There is a limitation that, the
challenge attribute set S∗ cannot satisfy the access structure A.
C generates and sends the corresponding normal key pair NPKk′ , NSK

A
k′

to A.
Challenge. A chooses and submits two equal length messages m0 and

m1. C flips a random coin b, and generates the challenge ciphertext CT S
∗

k′ by
encrypting the message mb under the challenging attribute set S∗. C gives
CT S

∗
k′ to A.
CoreKey Queries 2. The same as the CoreKey Queries 1 phase.
NorKey Queries 2. The same as the NorKey Queries 1 phase.
Guess. A outputs a guess b′ of b.
The advantage of adversary A in winning the abovementioned game is

defined as Pr[b′ = b]− 1
2
.

A SLS-KP-ABE is said to be selective secure, if any PPT algorithm can
win the abovementioned game with at most negligible advantage.

4. Generic SLS-ABE

We first propose our SLS-ABEs (including SLS-CP-ABE and SLS-KP-
ABE). Then, we give the security proofs of our schemes.

4.1. Generic SLS-CP-ABE

In this section, we first propose our construction; then, we prove the
security of it.

4.1.1. Construction

Let ρ(.) be a injective function that associates rows of LSSS matrix M to
attributes, [x] a positive integers set that [x] = {1, 2, ..., x}. The construction
is described as follows.
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Setup(U). The setup algorithm takes the number U of attributes as
inputs. The algorithm chooses a selective-secure CP-ABE scheme (denoted
as ABEs)

ABEs = (Setups, KeyGens, Encs, Decs).

Then, the algorithm executes the Setups algorithm and generates the public
key PKs and the master secret key MSKs. The MPK is issued as

MPK = {PKs}.

The MSK is set as
MSK = {MSKs}.

CoreKeyGen(MSK,S). The algorithm takes the MSK and the at-
tributes set S as inputs, it calls the KeyGens algorithm and achieves the
secret key SKS

s , it outputs the core key CKS as

CKS = {SKS
s }.

NorKeyGen(S,CKS, nmax, k
′). The NorKeyGen algorithm takes the

attributes set S, the MPK, the CKS, the maximum number nmax of columns
in the access structure, and a security parameter k′ as inputs. The parameter
k′ represents the “security level” of these NPK/NSK pair. The algorithm
generates the NPKk′ and NSKS

k′ as follows.
The algorithm chooses a group G of prime order p then generates (g, {vi}i∈[k′]) ∈

Gk′+1 and (x, {ri}i∈[k′]) ∈ Zk′+1
p , it chooses random elements {ht,i,j}t∈[k′],i∈[nmax],j∈[U ]

and forms the NPKk′ as

NPKk′ = {g, gx, {vt, vrtt , ht,i,j}t∈[k′],i∈[nmax],j∈[U ]}.

The algorithm also chooses random elements pt,i ∈ Zp : (t ∈ [k′], i ∈
[nmax]), then it computes

Kt = gxrtgxpt,1 : (t ∈ [k′]),
Lt,i = v

pt,i
t : (t ∈ [k′], i ∈ [nmax]),

Nt,χ =
∏

i∈[nmax]
(ht,i,χ)pt,i : (t ∈ [k′], χ ∈ S).

The NSKS
k′ is issued as follows

NSKS
k′ = {CKS, Kt, Lt,i, Nt,χ}t∈[k′],i∈[nmax],χ∈S.

16



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Notice that, the core key CKS is included in the NSKS
k′ , thus, the ad-

versary cannot modify the attribute set S unless it can modify CKS, we will
formally prove this later.

Encrypt(MPK,NPKk′ ,A = (M,ρ),m) The algorithm takes the MPK,
the NPKk′ , a message m and a LSSS access structure (M,ρ) as inputs, it
chooses k′ + 1 random vectors {~r, {~vi = (si,1, si,2, · · · , si,nmax)}i∈[k′]}. The k′

vectors ~vi will be used to share the k′ encryption exponents s1,1, · · · , sk′,1, and
the vector ~r is a random vector used for the encryption of Encs algorithm .

The algorithm computes

C0 = Encs(MPK,A,m
∏
t∈[k′]

e(gx, vrtt )st,1 ;~r),

Ct = v
st,1
t : (t ∈ [k′]),

Ct,i,τ = gxMτ,i·st,ih
−st,1
t,i,ρ(τ) : (t ∈ [k′], i ∈ [nmax], τ ∈ [`])

and issues the ciphertext

CTA
k′ = {C0, {Ct, Ct,i,τ}t∈[k′],i∈[nmax],τ∈[`]}

along with a description of A = (M,ρ).
Decrypt(CTA

k′ , NSK
S
k′) The decryption algorithm takes a ciphertext CTA

k′

and a private key NSKS
k′ as inputs. Suppose the attributes set S satisfies

the access structure A, let set J be defined as J = {τ : ρ(τ) ∈ S}, then we
can find a constants set {ωt,τ ∈ Zp}τ∈J satisfying:

∑
τ∈J

ωt,τMτ,1 = 1,
∑
τ∈J

ωt,τMτ,2 = 0,

...

∑
τ∈J

ωt,τMτ,nmax = 0,

if terms {λt,τ = Mt,τ · −→vt } are valid shares of the secret st,1 where t ∈ [k′].
The above equations hold because if terms {λt,τ = Mt,τ · −→vt } are valid

shares of the secret st,1, then the decryptor can efficiently find constants
{ωt,τ ∈ Zp}τ∈J satisfying

∑
τ∈J

ωt,τλt,τ = st,1 according to the description Sec.

2.3. Actually, the method for the decryptor to find such constants is that, it
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finds constants satisfying
∑
τ∈J

ωt,τMt,τ = (1, 0, · · · , 0) (So we have:

∑

τ∈J
ωt,τλt,τ =

∑

τ∈J
ωt,τMt,τ · −→vt = (1, 0, · · · , 0) · (st,1, st,2, · · · , st,nmax) = st,1

).
The decryption algorithm works as follows, it first computes

CT1 = e(C1, K1)e(C2, K2) · · · e(Ck′ , Kk′)
=

∏
t∈[k′]

e(g, vt)
xst,1rt

∏
t∈[k′]

e(g, vt)
xst,1pt,1 ,

then, it computes

CT2 =
∏
t∈[k′]

∏
i∈[nmax]

e(Lt,i,
∏
τ∈J

C
ωt,τ
t,i,τ )

=
∏
t∈[k′]

∏
i∈[nmax]

e(v
pt,i
t , g

∑
τ∈J

xωt,τMτ,ist,i
)× ∏

t∈[k′]

∏
i∈[nmax]

e(v
pt,i
t ,

∏
τ∈J

h
−st,1ωt,τ
t,i,ρ(τ) )

=
∏
t∈[k′]

e(g, vt)
xst,1pt,1

∏
t∈[k′]

∏
i∈[nmax]

e(v
pt,i
t ,

∏
τ∈J

h
−st,1ωt,τ
t,i,ρ(τ) ),

it also computes:

CT3 =
∏
t∈[k′]

∏
τ∈J

e(N
ωt,τ
t,ρ(τ), Ct)

=
∏
t∈[k′]

∏
τ∈J

e(
∏

i∈[nmax]
h
pt,iωt,τ
t,i,ρ(τ) , v

st,1
t )

=
∏
t∈[k′]

∏
i∈[nmax]

e(v
pt,i
t ,

∏
τ∈J

h
st,1ωt,τ
t,i,ρ(τ) ).

Finally, the algorithm can recover the message m through the following
computation

m = C ′0 · (CT1/(CT2 · CT3))−1,
where

C ′0 = Decs(CK
S
s , C0)

= Decs(NSK
S
s , Enc(PKs,A,m

∏
t∈[k′]

e(gx, vrtt )st,1 ;~r))

= m
∏
t∈[k′]

e(gx, vrtt )st,1 .

The abovementioned C ′0 can be derived because of the correctness of the
ABEs, namely, the message can be recovered by the Decs algorithm, if the
attribute set S satisfies the access structure A.
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4.1.2. Proof

Theorem 1 The advantage for any probability polynomial time (PPT)
algorithm in winning the PKFA game is negligible, if ABEs is a selective-
secure CP-ABE scheme.

Proof. Assume there exists an adversary A can break the PKFA model
with non-negligible advantage, we construct a challenger B to break the
selective-security of ABEs scheme as follows.

Init. The adversary A chooses a challenge access structure A∗ = (M∗, ρ∗)
and sends A∗ to the challenger B, where M∗ is a ` × nmax matrix and ρ∗ is
an injective function that associates rows of M∗ to attributes. B launches a
simulator C and sends the access structure A∗ to C as the challenge access
structure it chooses.

Setup. B queries the public key of ABEs to C and receives the PKs from
C. B sets MPK = PKs.

CoreKey Queries 1,2. The adversary A can query any core key CKS

to B, with the only limitation that the attribute set S cannot satisfy the
challenge access structure A∗. The situation is similar when B queries the
secret key SKS

s to C: B cannot query a secret key SKS
s to C where the

attribute set S satisfies the challenge access structure A∗.
Once B receives a valid core key query CKS from A, it queries the secret

key SKS
s to C and returns to A the secret key what C returns to it.

Challenge. At some point, A generates a forged public key. Let this key
be

NPKk′ = {g, gx, {vt, vrtt , ht,i,j}t∈[k′],i∈[nmax],j∈[U ]}.
B then alerts C to play the “challenge” game. C chooses and issues two
messages (m0,m1) with the same length, then forms a challenge ciphertext

CT ∗ = Encs(PKs,A∗,mβ;~r)

and sends this ciphertext to B.
B chooses random {st,i}i∈[k′] and generates two messages

(m′0 =
m0∏

i∈[k′]
e(gx, vrii )st,i

,m′1 =
m1∏

i∈[k′]
e(gx, vrii )st,i

),

then it forms the following ciphertext CT ′∗

C0 = CT ∗,
Ct = v

st,1
t : (t ∈ [k′]),

Ct,i,τ = gxM
∗
τ,i·st,ih

−st,1
t,i,ρ∗(τ) : (t ∈ [k′], i ∈ [nmax], τ ∈ [`]).
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B sends (m′0,m
′
1) and the challenge ciphertext CT ′∗ to A.

Guess. A will eventually issue a guess β′ of β to B. B then returns to C
the β′ as its guess.

We demonstrate that if A guesses the correct β, then so does B. It is
obvious that B simulates the game withA perfectly, excepts for an ambiguous
setting of the ciphertext component C0. Actually, we have

C0 = CT ∗

= Encs(PKs,A∗,mβ;~r)
= Encs(PKs,A∗,

mβ∏
i∈[k′]

e(gx,v
ri
i )st,i

· ∏
i∈[k′]

e(gx, vrii )st,i ;~r)

= Encs(PKs,A∗,m′β ·
∏
i∈[k′]

e(gx, vrii )st,i ;~r).

Thus, C0 is proper distributed.
Therefore, B breaks the selective-security of ABEs when A forges the

NPK. Theorem 1 holds. �
Theorem 2 The advantage of any PPT algorithm in winning the selective-

security game is negligible, if the k′-BDH assumption holds.
Proof. If there exists an adversary A can selectively break the security

of our SLS-CP-ABE scheme with non-negligible advantage, then there ex-
ists a challenger B can resolve the k′-BDH assumption with non-negligible
advantage.

Init. The adversary A chooses a challenge access structure A∗ = (M∗, ρ∗)
and sends A∗ to the challenger B, where M∗ is a ` × nmax matrix and ρ∗ is
an injective function that associates rows of M∗ to attributes.

Setup. B takes the k′-BDH challenge vector

~z = (g, gx, gy, v1, · · · , vk′ , vr̂11 , · · · , v
r̂k′
k′ , T )

as inputs. The task of B is to determine whether

T = e(g, g)xy(r̂1+···+r̂k′ ).

B chooses a selective-secure CP-ABE schemeABEs = (Setups, KeyGens, Encs, Decs)
and launches the Setups algorithm to obtain the public key and master secret
key PKs,MSKs. B can form any secret key of ABEs because it knows the
master secret key MSKs.
B issues

MPK = {PKs}
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and
MSK = {MSKs}.

CoreKey Queries 1, 2. The adversary A can issue any core key query
to B. B can answer all theses queries because it knows the MSKs.

NorKey Queries 1, 2. A queries a NPK∗k′/NSK
∗S
k′ pair to B, where the

NPK∗k′ is the challenge NPK that used to generate the challenge ciphertext
CTA∗

k′ . B chooses random elements {zt,i,j ∈ Zp}t∈[k′],i∈[nmax],j∈[U ] and sets the
public parameters {ht,i,j}t∈[k′],i∈[nmax],j∈[U ] as follows

ht,i,j =

{
v
zt,i,j
t gxM

∗
d,i : (d ∈ [`]) ∧ (ρ∗(d) = j)

v
zt,i,j
t : else.

(1)

B sets the parameter ht,i,j using the following trick: if the attribute j is
associated with a row x in the challenging matrix M∗, then B sets ht,i,j =
v
zt,i,j
t gxM

∗
d,i ; otherwise, B simply sets ht,i,j = v

zt,i,j
t . B also chooses {at}t∈[k′]

and issues NPK∗k′ as follows

NPK∗k′ = {g, gx, {vt, (vr̂tt )1/at , ht,i,j}t∈[k′],i∈[nmax],j∈[U ]}.

B implicitly sets rt = r̂t/at for t ∈ [k′] in the above setting.
B finds a vector ~ω = (ω1, · · · , ωnmax) satisfying that ω1 = −1 and M∗

i ·
~w = 0 for all i where ρ∗(i) ∈ S. This vector must exist according to the
property of LSSS [2], as long as S does not satisfy A∗. Then, B chooses
{θt,i}t∈[k′],i∈[nmax] ∈ Zp and implicitly sets pt,i as

pt,i = θt,i + ωir̂t/at (t ∈ [k′], i ∈ [nmax]). (2)

B sets {Lt,i}t∈[k′],i∈[nmax] as

Lt,i = v
pt,i
t

= v
θt,i+ωir̂t/at
t

= v
θt,i
t ((vr̂tt )1/at)ωi

and constructs Kt as

Kt = gxrtgxpt,1

= gxr̂t/at+xθt,1+xω1r̂t/at

= gxθt,1 .
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Finally, B sets Nt,χ as

Nt,χ =





∏

i∈[nmax]
(vr̂tt )zt,i,χwi/atgxθt,iM

∗
d,iv

zt,i,χθt,i
t (∃d : ρ∗(d) = χ),

∏

i∈[nmax]
v
zt,i,χθt,i
t (vr̂tt )ωizt,i,χ/at (¬∃d : ρ∗(d) = χ).

(3)

where d ∈ [`] denotes a row in the challenge matrix M∗. B sets the parameter
Nt,χ using the following trick: if the attribute χ is associated with a row d
in the challenge matrix M∗, then

Nt,χ = (
∏

i∈[nmax]
(vr̂tt )zt,i,χwi/atgxθt,iM

∗
d,iv

zt,i,χθt,i
t ) · (gxr̂t/at)

∑
i∈[nmax]

M∗d,iwi
. (4)

In the above equation (4), only the term gxr̂t/at is unknown by B, however,
this term is canceled out because we have

∑
i∈[nmax]

M∗
d,iωi = 0, where ∃d :

ρ∗(d) = χ. If there exists no such row d that associated with the attribute
χ, then

Nt,χ =
∏

i∈[nmax]
(vr̂tt )zt,i,χwi/atv

zt,i,χθt,i
t . (5)

Finally, B issues the secret key as follows

NSK∗Sk′ = {SKS
s , Kt, Lt,i, Nt,χ}t∈[k′],i∈[nmax],χ∈S.

Challenge. A forms two messages m0,m1 with the same length, and
issues them to B. B flips a coin β ∈ {0, 1} and forms the challenge ciphertext
by encrypting the message mβ with NPK∗k′ as follows.
B sets the parameter {Ct}t∈[k′] as

Ct = v
st,1
t = (gy)at : (t ∈ [k′]).

B implicitly sets the value st,1 = aty/st where vt = gst : (t ∈ [k′]) and st
is some integer unknown to B in the above setting. We have Ct = v

st,1
t =

(gst)aty/st = (gy)at . B chooses random vectors {~yt = (0, yt,2, · · · , yt,nmax)}t∈[k′]
and implicitly sets the vector {~vt}t∈[k′] as follows

~vt = (aty/st, aty/st, · · · , aty/st)︸ ︷︷ ︸
nmax

+~yt

= (aty/st, aty/st + yt,2, · · · , aty/st + yt,nmax).
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The vector ~vt is properly distributed, since the vector ~yt randomizes the
vector (aty/st, aty/st, · · · , aty/st). B creates the parameter Ct,i,τ as follows

Ct,i,τ = (gx)M
∗
τ,iyt,i(gy)−zt,i,τat .

Notice that, every attribute τ must be associated with a row %τ in the
challenge matrix M∗, namely, ρ∗(%τ ) = τ . Therefore,

ht,i,τ = v
zt,i,τ
t gxM

∗
%τ ,i : (t ∈ [k′], i ∈ [nmax], ρ

∗(%τ ) = τ).

B forms the ciphertext Ct,i,τ by the following computation

Ct,i,τ = gxM
∗
%τ ,i

aty/stgxM
∗
%τ ,i

yt,i × v−zt,i,τaty/stt g−xM
∗
%τ ,i

aty/st

= (gx)M
∗
%τ ,i

yt,i(gy)−zt,i,τat .

B chooses a random vector ~r∗ to encrypt the challenge ciphertext, then
forms the following ciphertext:

C0 = Encs(PKs,A∗,mβ · T ;~r∗).

Guess. A will eventually output a guess β′ of β. B outputs 0 when A
outputs 0; otherwise, B outputs 1.

If T = e(g, g)xy(r̂1+r̂2+···+r̂k′ ), then B simulates the game perfectly with A
because ∏

t∈[k′]
e(gx, vrtt )st,1 =

∏
t∈[k′]

e(gx, (gst)r̂t/at)aty/st

= e(g, g)xy(r̂1+r̂2+···+r̂k′ ).

Therefore, B resolves the k′-BDH assumption when A breaks the SLS-CP-
ABE scheme with non-negligible advantage. Otherwise, T is a random ele-
ment in GT , then the message encrypted by B is a random message. A has to
“guess” the coin β and gains no advantage in breaking our CP-ABE scheme.
�

4.2. Generic Construction of SLS-KP-ABE

In this section, we present our SLS-KP-ABE scheme using the similar
technique of the SLS-CP-ABE scheme.
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4.2.1. Our Construction

Setup(U). The setup algorithm takes the number U of attributes as
inputs, it chooses a selective-secure KP-ABE scheme (denoted as ABEs)

ABEs = (Setups, KeyGens, Encs, Decs)

and executes the Setups algorithm to obtain the public key PKs and master
secret key MSKs. The MPK is issued as

MPK = {PKs}

and The MSK is
MSK = {MSKs}.

CoreKeyGen(MSK,A). The algorithm takes the MSK and the access
structure A as inputs, it calls the KeyGens algorithm and achieves the secret
key SKA

s , it outputs the core key CKA as

CKA = {SKA
s }.

NorKeyGen(A, CKA, k′). The NorKeyGen algorithm takes the access
structure A = (M,ρ), the CKA, and a security parameter k′ as inputs,
it chooses a group G of prime order p, generators (g, {vt}t∈[k′]) ∈ Gk′+1,
(x, {rt}t∈[k′]) ∈ Zk′+1

p and random elements {ht,j}t∈[k′],j∈[U ], then it generates
the public key as

NPKk′ = {g, gx, {vt, vrtt , ht,j}t∈[k′],j∈[U ]}.

Let M be a ` × nmax access structure matrix, the algorithm chooses
k′ random vectors { ~ϕt = (αt,1, αt,2, · · · , αt,nmax)}t∈[k′], where the elements
{αt,2, · · · , αt,nmax}t∈[k′] are random chosen, and

{αt,1 = rt}t∈[k′]

are implicitly set by the algorithm. The above k′ vectors will be used to
share the k′ exponents (r1, · · · , r′k). The algorithm chooses random elements
{ηt,τ}t∈[k′],τ∈[`] and computes

K1,t,τ = gx〈Mτ · ~ϕt〉h
−ηt,τ
t,ρ(τ) : (t ∈ [k], τ ∈ [`])

K2,t,τ = v
ηt,τ
t : (t ∈ [k′], τ ∈ [`]),
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where 〈Mτ · ~ϕt〉 denotes the inner product of vector ~Mτ (the τ th row of matrix
M) and vector ~ϕt.

The secret key associated with the access structure A is issued as follows

SKA
k′ = {CKA, K1,t,τ , K2,t,τ}t∈[k′],τ∈[`].

Encrypt(MPK,NPKk′ , S,m) The encrypt algorithm takes the MPK,
the NPKk′ , the attribute set S and a message m as input. It chooses k′

random elements st ∈ Zp, (t ∈ [k′]) and a vector ~r used for the encryption of
Encs algorithm. The algorithm computes

C0 = m · Encs(MPK,S,m
∏
t∈[k′]

e(gx, vrtt )st ;~r)

Ct = vstt : (t ∈ [k′])
Ct,χ = hstt,χ : (t ∈ [k′], χ ∈ S).

The ciphertext is published as:

CT Sk′ = (C0, {Ct, Ct,χ}t∈[k′],χ∈S).

Decrypt(CT Sk′ , SK
A
k′) The decrypt algorithm takes a ciphertext CT Sk′ and

a private key SKA
k′ as inputs. Assume the attributes set S satisfies the access

structure A, we define a set J as J = {τ : ρ(τ) ∈ S}. If the terms {λt,τ} are
valid shares of secret rt for t ∈ [k′], the algorithm can find a constants set
{ωt,τ ∈ Zp}τ∈J such that

∑
τ∈J

ωt,τλt,τ = rt.

The algorithm first computes

CT1 =
∏
t∈[k]

e(Ct,
∏
τ∈J

K
ωt,τ
1,t,τ )

=
∏
t∈[k]

e(vstt ,
∏
τ∈J

gxωt,τ 〈Mτ · ~ϕt〉h
−ωt,τηt,τ
t,ρ(τ) )

=
∏
t∈[k]

e(vstt , g

∑
τ∈J

xωt,τ 〈Mτ · ~ϕt〉
)
∏
t∈[k]

e(vstt ,
∏
τ∈J

h
−ηt,τωt,τ
t,ρ(τ) )

=
∏
t∈[k]

e(vrtt , g
x)st

∏
t∈[k]

∏
τ∈J

e(vstt , h
ωt,τηt,τ
t,ρ(τ) )−1.

Then, the algorithm computes

CT2 =
∏
t∈[k]

∏
τ∈J

e(K2,t,τ , C
ωt,τ
t,ρ(τ))

=
∏
t∈[k]

∏
τ∈J

e(v
ηt,τ
t , h

stωt,τ
t,ρ(τ) )

=
∏
t∈[k]

∏
τ∈J

e(vstt , h
ωt,τηt,τ
t,ρ(τ) ).
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Finally, the algorithm can recover the message m through the following
computation

m = C ′0 · (CT1 · CT2)−1.
where

C ′0 = Decs(SK
A
s , C0)

= Decs(SK
A
s , Enc(PKs, S,m

∏
t∈[k′]

e(gx, vrtt )st ;~r))

= m
∏
t∈[k′]

e(gx, vrtt )st .

4.2.2. Proof

Theorem 3 The advantage for any PPT algorithm in winning the PKFA
game is negligible, if ABEs is a selective-secure KP-ABE scheme.

We omit the proof because it is quite similar to the proof of theorem 1.
Theorem 4 The advantage for any PPT algorithm in winning the

selective-security game is negligible, if the k′-BDH assumption holds.
Proof. If there exists an adversary A can break the selective-security

of our SLS-KP-ABE with non-negligible advantage, then there exists a chal-
lenger B can resolve the k′-BDH assumption with non-negligible advantage.

Init. A chooses a challenge attribute set S∗ and sends it to B.
Setup. B takes the k′-BDH challenge vector

~z = (g, gx, gy, v1, · · · , vk′ , vr̂11 , · · · , v
r̂k′
k′ , T )

as inputs. The task of B is to determine whether

T = e(g, g)xy(r̂1+···+r̂k′ ).

B chooses a selective-secure KP-ABE schemeABEs = (Setups, KeyGens, Encs, Decs)
and launches the Setups algorithm to obtain the public key and master secret
key PKs,MSKs. Notice that, B can form any secret key of ABEs, since it
knows the master secret key MSKs.
B issues

MPK = {PKs}
and

MSK = {MSKs}.
CoreKey Queries 1, 2. The adversary A can query any core key to B,

and B can answer all theses queries because it knows the MSKs.
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NorKey Queries 1, 2. B must answer the normal key queries from A.
Assume A queries for a normal NPK∗k′/NSK

∗A
k′ pair, where NPK∗k′ is the

challenge NPK used to encrypt the challenge message. B forms the NPK∗k′
and the NSK∗Ak′ as follows.
B chooses random elements {zt,j ∈ Zp}t∈[k′],j∈[U ] and sets the public pa-

rameters {ht,j}t∈[k′],j∈[U ] as follows

ht,j =

{
v
zt,j
t gx (j 6∈ S∗)
v
zt,j
t (j ∈ S∗). (6)

Additionally, B chooses {at}t∈[k′], and issues NPK∗k′ as follows

NPK∗k′ = (g, gx, {vt, (vr̂tt )1/at , ht,j}t∈[k′],j∈[U ]).

We note that B implicitly sets rt = r̂t/at for t ∈ [k′] in the above setting.
B sets the secret key NSK∗Ak′ as follows (let A = (M,ρ)). It finds a vector

~ω = (ω1, · · · , ωnmax) satisfying that ω1 = 1 and Mi · ~w = 0 for all i where
ρ(i) ∈ S∗. This vector must exist according to the property of LSSS [2], as
long as the challenge attributes set S∗ dose not satisfy the access structure A.
Define a vector ~yt as ~yt = (ω1rt/at, ω2rt/at, ..., ωnmaxrt/at), B chooses random

vectors ~y′t = (0, yt,2, · · · , yt,nmax) and implicitly sets the vector ~ϕt as follows

~ϕt = ~yt + ~y′t
= (r̂t/at, ω2r̂t/at + yt,2, · · · , ωnmax r̂t/at + yt,nmax) : (t ∈ [k′]).

The vector ~ϕt is properly distributed, since the vector ~y′t randomizes the
vector (ω1r̂t/at, ω2r̂t/at, · · · , ωnmax r̂t/at). The above setting sets αt,1 = rt :
(t ∈ [k′]), because αt,i = ωir̂t/at + y′t,i and ω1 = 1, y′t,1 = 0, rt = r̂t/at.

The tricks of constructing Kt,τ can be classified into the following two
categories: ρ(τ) ∈ S∗ and ρ(τ) 6∈ S∗.
(i) If ρ(τ) ∈ S∗, B chooses random mt,τ ∈ Zp and sets ηt,τ = mt,τ . The

unknown term gxr̂t/at for B will not appear in Kt,τ because 〈Mτ · ~w〉 = 0.
We provide the detailed construction of K1,t,τ , K2,t,τ as follows

K1,t,τ = gx〈Mτ ~ϕt〉h
−ηt,τ
t,ρ(τ)

= gx(〈Mτ ~yt〉+〈Mτ
~y′t〉)h

−ηt,τ
t,ρ(τ)

= (gxrt/at)〈Mτ~ω〉(gx)〈Mτ
~y′t〉h

−mt,τ
t,ρ(τ)

= (gx)〈Mτ
~y′t〉v
−zt,ρ(τ)mt,τ
t ,

K2,t,τ = v
ηt,τ
t = v

mt,τ
t .
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(ii) If ρ(τ) 6∈ S∗, B implicitly sets ηt,τ = 〈Mτ · ~ω〉rt/at. The unknown term
gxr̂t/at for B may appear because 〈Mτ · ~w〉 6= 0. However, this term can
be canceled out by the term of h

−ηt,τ
t,ρ(τ) as follows

K1,t,τ = gx〈Mτ ~ϕt〉h
−ηt,τ
t,ρ(τ)

= gx(〈Mτ ~yt〉+〈Mτ
~y′t〉)h

−ηt,τ
t,ρ(τ)

= (gxrt/at)〈Mτ~ω〉(gx)〈Mτ
~y′t〉(gxv

zt,ρ(τ)
t )−〈Mτ ·~ω〉rt/at

= (gx)〈Mτ
~y′t〉(vrt/att )−〈Mτ ·~ω〉zt,ρ(τ) ,

K2,t,τ = v
ηt,τ
t = (v

rt/at
t )〈Mτ~ω〉zt,ρ(τ) .

B issues the secret key as follows

NSK∗Ak′ = {SKA
s , K1,t,τ , K2,t,τ}t∈[k′],τ∈[`].

Challenge. At some point, A outputs two messages (m0,m1) with the
same lengths and gives them to B. B sets Ct : (t ∈ [k′]) as

Ct = vstt = (gy)at : (t ∈ [k′]).

Suppose {vt = gγt}t∈[k′] for some γt unknown to B, then B implicitly sets
st = aty/γt in the above equation.
B creates Ct,χ as follows

Ct,χ = hstt,χ
= (gγt)zt,χ·aty/γt

= (gy)zt,χat .

We have ht,χ = v
zt,j
t = (gγt)zt,χ in the above setting because χ ∈ S∗.

B flips a coin β ∈ {0, 1}, chooses a random vector ~r∗ to encrypt the
challenge ciphertext, then forms the following ciphertext:

C0 = Encs(PKs, S
∗,mβ · T ;~r∗).

Guess. A will eventually output a guess β′ of β. B outputs 0 when A
outputs 0; otherwise, B outputs 1.

If T = e(g, g)xy(r̂1+r̂2+···+r̂k′ ), then B simulates the game perfectly with A,
because ∏

t∈[k′]
e(gx, vrtt )st =

∏
t∈[k′]

e(gx, (gγt)r̂t/at)aty/γt

= e(g, g)xy(r̂1+r̂2+···+r̂k′ ).
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System Ciphertext Size Key Size Dec. Time Assumption
Sec. 4.2 O(k′n2) O(k′kmaxA) O(k′nT ) k′-BDH
Sec. 4.3 O(k′A2) O(k′nmaxkmaxA) O(k′nT ) k′-BDH
Sec.3 in [19] O(n) O(A) O(T ) q-Parallel DBDHE
Sec.5 in[19] O(n) O(kmaxA) O(T ) q-DBDHE
Sec.6 in [19] O(n2) O(kmaxA+ nmax) O(nT ) DBDH

Table 1: The Performance Comparisons of ABE Schemes

So, B resolves the k′-BDH assumption when A breaks our SLS-KP-ABE
scheme with non-negligible advantage. Otherwise, T is a random element in
GT , then the message encrypted by B is a random message. A has to “guess”
the coin β and gains no advantage in breaking our SLS-KP-ABE scheme. �

5. Discussion

We analyse the performances of our two schemes with Waters’ three CP-
ABE schemes [19]. Let n be the size of access formula, A the number of
attributes in the user’s private key, kmax the maximum number of times
a single attribute may appear in an access formula, nmax the number of
columns, T the minimum number of satisfied nodes of the formula. The
performances for the ABE schemes are shown in table 1.

We compare the performances of our ABE schemes to the Waters’ CP-
ABE schemes: our two schemes are both built upon the k′-BDH assumption,
while the three CP-ABE schemes proposed by Waters are built upon the
q-Parallel DBDHE assumption (q-type DBDH assumption), q-DBDHE as-
sumption (q-type DBDH assumption) and DBDH assumption, separately.

First, we observe that ABEs based on q-type DBDH assumption are
more efficient: the performances of scheme 4 and scheme 5 are better than
any other scheme. However, we must construct ABEs (e.g., the schemes
1,2,3 in table 1) under weaker assumption, when the security needs to be
strengthened .

We analyse the schemes 1,2,3 in table 1, we can observe from the table
1 that when k′ = 1, our two schemes have the same storage performance
and time performances with the Waters’ scheme. When k′ is increased, our
schemes’ performances becomes approximately k′ times the Waters’ scheme,
however, our ABE systems are built upon the k′-BDH assumption, which is
weaker than the DBDH assumption.
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We provide a methodology to construct an ABE framework on gener-
ating different security-level ABE systems. The price paid for the security
enhancement is reduced efficiency. However, the system security should take
precedence over the efficiency, when the security is threatened.

6. Conclusion

We mainly do the following work in this article:

(1) The CP-ABE and KP-ABE schemes reduced upon the k-BDH assump-
tion are constructed.

(2) Considering that the IBE scheme in [3] is not flexible enough when the
security-level is switched, we first propose a new security-level switch-
able method: the master public parameters do not need to be changed
when the security-level is switched. Users can freely publish their nor-
mal public keys with different security-levels. Our approach makes the
k-BDH assumption more practical: users can define different security-
levels all by themselves, so they can guarantee the confidentiality of
different kinds of files.

(3) We propose a new security model, PKFA. PKFA captures the behavior of
adversaries in the system to issue forged public keys. By using the core
key technology, we can eliminate this type of attack from adversaries.
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