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a b s t r a c t

In this paper, the spatial-temporal characteristics of green travel behavior in public bike-sharing system
are studied. From the vector perspective, a coarse graining method of green travel direction is proposed,
the methods and steps of analyzing the spatial characteristics and temporal window of green travel
behavior are established, which opens up new horizons in the study of green travel behavior, develop the
existing coarse granulation methods and temporal network theory, and provides a new way of route
optimization and high-frequency task window recognition for the dynamic rebalancing scheme. At the
same time, we conduct an empirical analysis by the travel data of the public bike-sharing system in
Nanjing from March 20, 2017 to March 26, 2017, and verify the dynamic spatial characteristics and time-
varying of green travel behavior based on vector perspective.

© 2019 Elsevier Ltd. All rights reserved.
1. Introduction

As a sustainable, efficient, economical, flexible and environ-
mentally friendly transportation mode, public bike has become an
increasingly powerful way to alleviate the last-mile problem.
Around the world, public bike-sharing system has been operated in
about 1500 cities at present (Ahmadreza et al., 2017; Haider et al.,
2018), and green travel behavior has been widely concerned by
scholars (Si et al., 2019).

Travel data records green travel behavior in time and space, and
contains a large amount of potentially valuable information. The
improvement of data acquisition and analysis of public bike system
promotes the research of green travel behavior. In order to capture
the characteristics of green travel behavior, travel speed (Jensen
et al., 2010), travel time (Jappinen et al., 2013), the gendered
travel behavior (Zhao et al., 2015), travel type (Bordagaray et al.,
2016), trip chains (Zhang et al., 2018) and spatial structure (Boss
et al., 2018) are studied. At the same time, the relationships
between green travel behavior and site selection (Wang et al.,
2016), the sustainability and efficient functioning of cities
(Bullock et al., 2017), dynamic repositioning (Zhang et al., 2017),
built environments (Liu and Lin, 2019), job accessibility (Pritcharda
et al., 2019) are analyzed according to the spatial-temporal char-
acteristics of the data.

Spatial-temporal characteristics are the eternal research theme
of the objective world. Although there are many literatures on
green travel behavior, the researches focus on spatial-temporal
characteristics by travel data are limited, and there are some im-
perfections: 1) spatial characteristics are mostly based on statistical
pattern (Zhao et al., 2015;Wang et al., 2016; Zhang et al., 2018; Boss
et al., 2018), and lack of dynamic analysis from the vector
perspective; 2) temporal characteristics are mostly based on arti-
ficial time windows with equal intervals (Wang et al., 2016;
Bordagaray et al., 2016; Pritcharda et al., 2019), and lack of high
frequency temporal windows which are based on dynamic spatial
characteristics to describe green travel behavior with tidal phe-
nomena (Chardon et al., 2016).

To fill this gap, we will establish a new vector coarse graining
method and construct a directional index of spatial characteristics,
and analyze the dynamic spatial-temporal characteristics of green
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travel behavior in the vector field established by temporal network.
It will open up new horizons for the study of green travel behavior,
the route optimization and the identification of high-frequency
task windows in the dynamic rebalancing scheme, and be a
powerful complement to existing coarse granulation methods
(Wang et al., 2016a;Wang et al., 2018) and complex network theory
(Dong et al, 2012; Wang et al., 2016b; Dong et al., 2018).

The scheme of green travel behavior's spatial-temporal charac-
teristics in this paper is shown in Fig. 1, and the remainder of the
paper is organized as follows: Section 2 reviews the relevant
literature. Section 3 provides the new methods and symbols. Sec-
tion 4 carries out empirical analysis.

2. Literature review

The research on green travel behavior is rich. According to the
content, existing literature can be divided into two categories. One
focus on the factors that influence green travel behavior, such as the
sign-up process (Fishman et al., 2012), topography (Iderlina et al.,
2016), weather (Mattson and Godavarthy, 2017; Godavarthy and
Taleqani, 2017), public bike infrastructure (Chardon et al., 2017;
Hamilton and Wichman, 2018), and Convenience (Fishman et al.,
2014; Si et al., 2019).

The other is the rebalancing problem. According to static and
dynamic rebalancing models, minimizing the total unmet demand
(Contardo et al., 2012; Chemla et al., 2013; Szeto et al., 2016; Shui
and Szeto, 2018) and minimizing vehicle travel time or cost
(Benchimol et al., 2011; Dell’Amico et al., 2014; Kloimllner et al.,
2014; Pfrommer et al., 2014; Rainer-Harbach et al., 2015; Schuij-
broek et al., 2017; Zhang et al., 2017) are analyzed.

In addition, some studies have confirmed that green travel
behavior can indeed improve traffic flow (Wang and Zhou, 2017;
Hamilton and Wichman, 2018) and improve people's health
(Fuller et al., 2013; Ricci, 2015). The necessity of wearing helmet has
also been confirmed (Graves et al., 2014).

3. New methods and symbols

3.1. Two network of green travel behavior

To describe the behavior of borrowing public bike and returning
public bike, we introduce two complex networks.

Definition 1. 1) In the interval ½t;tþ Dt�, we represent the stations

of the public bike-sharing system as nodes fVgNi¼1, the borrowed
record from station Vi to station Vj as a directed edge Eij, and the
number of borrowed public bikes between the station Vi and sta-
tion Vj as aweightwij to establish a directed and weighted complex
network of borrowing public bike behavior, and record it as GBðV ;
EÞ.

2) In the interval ½t; tþ Dt�, we represent the station of the public

bike-sharing system as a node fVgNi¼1, the returned record from
station Vj to station Vi as a directed edge Eji, and the number of
returned public bikes between the station Vj and station Vi as a
weight wji to establish a directed and weighted complex
network of returning public bike behavior, and record it as GRðV ;
EÞ.
3.2. Spatial characteristic

Since vector can describe the spatial distribution of green travel
behavior from quantity and direction, we will establish a vector
coarse graining method to construct the spatial characteristics of
green travel behavior.

3.2.1. Vector representation of node flow
In the public bike network (PBN), the number and direction of

borrowed and returned public bikes on the nodes well describe the
public travel behavior on the corresponding stations. Therefore, we
refer to the number and direction of borrowed and returned public
bikes on the node as the outflow and inflowof the node, collectively
referred to as the flow of the node. And we introduce the following
definitions.

Definition 2. 1) Let fVgNi¼1 be the nodes of GBðV ; EÞ, wij be the
weight on the directed edge Eij, then vector ½wi1;wi2;/;wiN� rep-
resents the outflow of node Vi, and we record it as Vout

i . At the same

time, we record the j-th sub-vector of Vout
i on the directed edge Eij is

E
!

ij, where E
!

ij ¼ wij, E
!0

ij , E
!0

ij indicating the unit direction of the
directed edge Eij, 1� i; j � N;

2) Let fVgNi¼1 be the nodes of GRðV ; EÞ, wij be the weight on the
directed edge Eij, then vector ½w1i;w2i;/;wNi� represents the

inflowof node Vi, we record it as Vin
i . Andwe record the j-th sub-

vector of Vin
i on the directed edge Eji is E

!
ji, where E

!
ji ¼ wji, E

!0
ji,

E
!0

ji indicating the unit direction of the directed edge Eji, 1� i;

j � N.

Note 1. Although
P
j
E
!

ij ¼ ½wi1;wi2;/;wiN�,½ E
!0

i1; E
!0

i2;/; E
!0

iN� is

a linear representation of Vout
i , and

P
j
E
!

ji ¼ ½w1i;w2i;

/;wNi�,½ E
!0

1i; E
!0

2i;/; E
!0

Ni� is a linear representation of Vin
i , but they

are no practical significance in PBN.
For example, GBðV ; EÞ is a B-PBN, and there are three public bikes

borrowed from node V1, two go to node V2 and the other one to
node V3. Then there are two cases of the outflow vector

Vout
1 ¼ E

!
12 þ E

!
13 (See Fig. 2).

In Fig. 2 (a), E
!

12 þ E
!

13 does not point to any one of the nodes

fVig4i¼1 in GBðV ;EÞ. That is, the borrowed public bikes from node V1

do not go to the nodes fVig4i¼1 in GBðV ; EÞ. Then the vector

E
!

12 þ E
!

13 has no practical meaning. In Fig. 2 (b), E
!

12 þ E
!

13 point
to node V4 in GBðV ; EÞ. In fact, none of the borrowed public bikes

from node V1 will go to node V4. Therefore, the vector E
!

12 þ E
!

13
still has no practical meaning.

3.2.2. Vector coarse graining method
The dominant directional component (DDC) in the vector

(Almaas et al., 2004) can effectively describe the overall trend of
outflow and inflow of the node, and reveal the preference of green
travel behavior. Based on the different cases of DDC, we construct a
new coarse graining method for vectors.

Definition 3. Let V ¼ ½a1;a2;/;an�s0, E
!0

i be the unit vector of the
i-th sub-vector in V , i ¼ 1;2;/;n. If there is a ai satisfies:

jaij �
1
2
jV j (1)

Then the vector V has a unique dominant sub-vector ai, E
!0

i 。

For example, ½0;2;1� is the outflow Vout
1 of node V1 on GBðV ; EÞ

(See, Fig. 3), the total number of borrowed public bikes on node V1
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is
��Vout

1
�� ¼ �� E!11

��þ �� E!12
��þ �� E!13

��¼ w11 þ w12 þ w13 ¼ 3, and the

number of borrowed public bikes on the sub-vector E
!

12 is�� E!12
��¼ w12 ¼ 2> 3

2 (See, Fig. 3(a)). Then, the sub-vector E
!

12 rep-

resents 66.67% of the outflow Vout
1 on node V1, which portrays the

overall trend of the outflow Vout
1 , and is the dominant sub-vector in

Vout
1 (See, Fig. 3(b)).
Generally, according to the number of dominant sub-vectors in

the vector, we establish the following coarse graining method.

Definition 4. Let V ¼ ½a1; a2; /; an�s0, fj~aijgni¼1 is the new
sequence reordered from small to large by sub-vector weights
fjaijgni¼1, where j~a1j � j~a2j � / � j~anj. A1;A2;/;Ak is the k sets
obtained by classifying the elements in fj~aijgni¼1 according to the
law of numerical equality (i.e. let ~ai2Ai, ~aj2Aj ði> jÞ, then j~aij≡ ci,��~aj

��≡cj, and j~aij �
��~aj

��). If there is a positive integer hð� 1Þ, the
following conditions are met:

X
~ai2∪h

i¼1Ai

j~aij �
1
2
jV j; and

X
~ai2∪h�1

i¼1 Ai

j~aij<
1
2
jV j; h � k: (2)

Let m is the number of elements in the set ∪h
i¼1Ah, then the

number of dominant sub-vectors in V is m, and the vector V is
called m-type coarse graining vector, which is denoted as mV .

In Fig. 3., for example, E
!

12, E
!

13 is the non-zero sub-vectors of

the outflow Vout
1 , and

�� E!12
�� ¼ 2,

�� E!13
�� ¼ 1, jV j ¼ 3 and. Then

�� E!12
��> 1

2 jV j, and m ¼ 1. That is, Vout
1 is a 1-type coarse graining

vector.
3.2.3. Coarse graining method of node flow
Applying the above conclusions to the directional weighted

complex network, we obtain the coarse granulation method of the
node flow as follows.

Theorem 1. Let Vi be a node in the directed and weighted complex

network GðV ; EÞ, Vout
i , Vin

i respectively represent the outflow and
inflow on node Vi, and wij be the weight on the directed edge Eij, 1� i;
j � N.

1) If the number of dominant sub-vectors of the outflow Vout
i is m,

then node outflow Vout
i is am-type coarse graining vector, which

is recorded mVout
i ;

2) If the number of dominant sub-vectors in the inflow Vin
i is m,

then node inflow Vin
i is am-type coarse graining vector, which is

recorded mVin
i .

For convenience, we introduce the coarse-graining character-
istic function of the outflow and inflow on node Vi in the directed
and weighted complex network GðV ; EÞ as follows:

myouti ¼
8<
:

1; if Vout
i 2 mVout

i ;
0; other

(3)

and

myini ¼
8<
:

1; if Vin
i 2

mVin
i ;

0; other:
(4)
3.2.4. Directional degree of directed and weighted networks
The coarse graining method of node flow simplifies the edges in

the directed and weighted network, which is effective to explore
the law among node flow in network, and to depict spatial char-
acteristics of green travel behavior. To further characterize green
travel behavior, we introduce directional degree of the directed and
weighted network as follows:

Definition 5. Let Vi be an node in the directed and weighted

complex network GðV ;EÞ, and let Vout
i , Vin

i be the outflow and inflow
on node Vi, i ¼ 1;2;/;N.

mYout ¼

P
i
youti

P
i
sgn

�
souti

�; (5)

where souti is the out strength on node Vi and sgnðxÞ is the sign
function;

mYin ¼

P
i
yini

P
i
sgn

�
sini

�; (6)

where sini is the in strength on node Vi and sgnðxÞ is the sign
function.

1) After node outflow fVout
i gNi¼1 is processed by the coarse graining

method, the ratio of m-type coarse graining vector mVout
i is

called m-type outflow directional degree of the directed and

weighted network GðV ;EÞ, and it is recorded as mYout:

2) After node inflow fVin
i g

N
i¼1 is processed by the coarse graining

method, the ratio ofm-type coarse graining vector mVin
i is called

m-type inflow directional degree of the directed and weighted

network GðV ;EÞ, and it is recorded as mYin:

In complex network GðV ; EÞ (See, Fig. 4), for example, E
!

12, E
!

22,

E
!

32 are the dominant sub-vectors of the outflow on the nodes

fVg3i¼1 respectively. E
!

12, E
!

22, E
!

32 constitute a new vector field
(See, Fig. 4 (b)), which represents more than half of the node
outflow in the entire network and portrays the overall spatial

characteristics of the network. Similarly, E
!

31, E
!

12, E
!

13 are the

dominant sub-vectors of the inflow on the nodes fVg3i¼1 respec-
tively, and they form another new vector field (Fig. 4 (c)), which
represents more than half of the node inflow in the whole network
and characterizes the overall spatial characteristics of the network.

3.3. Temporal characteristic

Green travel behavior is time-varying. In different time win-
dows, the value of directional degree is different. Temporal network
is an effective tool for portraying the timeliness of the behavior.
Therefore, we describe temporal characteristics of green travel
behavior by temporal windows.

3.3.1. Standard of temporal window division
Based on the analysis of directional degree, we establish the

following criteria for dividing temporal windows:

Definition 6. 1) Let ½tB; tE� be the time interval of borrowed re-

cords, f½ta; ta þ Dta�gNa¼1 is any non-overlapping temporal windows



Fig. 1. Spatial-temporal characteristics analysis method of green travel behavior.

Fig. 2. Two cases of the node outflow Vout
1 by vector addition.

Fig. 3. The outflow of node V1.
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division on ½tB; tE�, and fGaðVa; EaÞgNa¼1 is the corresponding tem-
poral network. If the k-type outflow directional degree in temporal
network satisfies:

min
a

Xm

k¼1
kY

a;out � c1: (7)

Then, f½ta; ta þ Dta�gNa¼1 is called a m-type valid division on the
time interval ½tB; tE� under the parameter c1, and c1 is temporal
factor in B-PBN.

min
a

Xm

k¼1
kY

a;in � c2: (8)

2) Let ½tB; tE� be the time interval of returned records,

f½ta; ta þ Dta�gNa¼1 is any non-overlapping temporal windows

division on ½tB; tE�, and fGaðVa; EaÞgNa¼1 is the corresponding
temporal network. If the k-type inflow directional degree in
temporal network satisfies:

Then, f½ta; ta þ Dta�gNa¼1 is called a m-type valid division on the
time interval ½tB; tE� under the parameters c2, and c2 is temporal
factor in R-PBN.
Note 2. The factors c1 and c2ð2 ½0;1�Þ characterize theminimum
of the m-type directional degree within temporal windows, reflect
the overall worst level of spatial characteristic.

Note 3. It can be seen from the Definition 3 that the spatial
characteristic on the node which has the 1-type coarse graining
vector is more obvious. Then, the value of the 1-type direction
degree under temporal windows is higher, the edges in the
network by coarse graining method is fewer. Therefore, we will
obtain temporal windows by the 1-type valid division in this paper.

3.3.2. Methods of temporal window division
Now, we propose a method for dividing temporal windows, as

follow:

Definition 7. 1) Given temporal factor c1 of GBðV ; EÞ, and take
Dta ¼ ta � ta�1≡Cð>0Þ to divide ½tB; tE� into equal time interval：

TB ¼ t0 < t1 < t2 </< ta </< tN�1 < tN ¼ TE . If f½ta; ta þ Dta�gNa¼1

is a m-type valid division, then we called min
Dta

f½ta; ta þ Dta�gNa¼1 is a

m-type temporal windows of GBðV ; EÞ under temporal factor c1;

2) Given temporal factor c2 of GRðV ; EÞ, and take
Dta ¼ ta � ta�1≡Cð>0Þ to divide ½tB; tE� into equal time interval:
TB ¼ t0 < t1 < t2 </< ta </< tN�1 < tN ¼ TE . If

f½ta; ta þ Dta�gNa¼1 is a m-type valid division, then we called

min
Dta

f½ta; ta þ Dta�gNa¼1 is am-type temporal windows of GRðV ; EÞ
under temporal factor c2.

For example, according to the borrowed records in Table 1, we
establish a complex network GBðV ; EÞ (See, Fig. 5 (a)) and build a

temporal network fGa
BðVa; EaÞg2a¼1(See, Fig. 5 (b)-(c)) by two equal

time intervals. According to Definition 5, we calculate 1-type
directional degree of each network (See, Fig. 5 (d)-(i)).

In network GBðV ; EÞ (See, Fig. 5 (a)), 1Y
out

is 1/3 (See, Fig. 5 (d)),

and 1Y
in

is 1/3 (See, Fig. 5 (g)) under window ½t1; t8�. In G1
BðV1; E1Þ

(See, Fig. 5 (b)), 1Y
1;out

is 1 (See, Fig. 5 (e)), and 1Y
1;in

is 1 (See, Fig. 5

(h)) under temporal window ½t1; t4�. In G2
BðV2;E2Þ. 1Y2;out

is 1 (See,

Fig. 5 (f)), and 1Y
2;in

is 1 (See, Fig. 5 (i)) under temporal window ½t5;
t8�. According to Definition 6, f½t1; t4�; ½t5; t8�g is a valid division on
the time interval ½t1; t8�.

It can be seen that green travel behavior in the public bike-
sharing system is closely related to temporal windows, and



Fig. 4. The node flow of the complex network.

Fig. 5. Networks and their 1-type directional degrees.
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temporal windows is more conducive to the mining of the spatial-
temporal characteristic of green travel behavior. Therefore, we can
obtain the high-frequency temporal windows by numerical evo-
lution analysis of the 1-type directional degree in temporal
network.
4. Empirical analysis

4.1. Data

In this paper, 940,368 borrowed records and 940,421 returned
records are the real-time records of Nanjing public bike company
from march 20, 2017 to march 26 2017. We fix time interval as 20,
10, 5, 2 and 1min respectively, and obtain the frequency of bor-
rowed records and returned records in each group of time intervals
(See, Fig. 6). In this paper, MATLAB is used to calculate and plot.

The daily frequency distributions of borrowed records (See,
Fig. 6. Borrowed records frequency a
Fig. 6 (a)) and returned records (See, Fig. 6 (b)) of green travel
behavior are very uneven, showing a distinct ‘tidal wave’ phe-
nomenon: at 0:00e6:00 before dawn, the frequency is very small;
in the morning peak 7:00e10:00 and the evening peak
17:00e20:00, the frequency increases sharply, and presents tidal
phenomenon (Affected by the arrival of rainfall, tidal phenomenon
does not appear in the evening peak on Wednesday), and the tidal
phenomenon on weekdays is more obvious than the weekend; the
frequency at other times is relatively stable. At the same time, the
above-mentioned ‘tidal’ phenomenon does not depend on the time
interval. Therefore, the public travel behavior is time-varying, and
does not depend on time interval, which is an inherent attribute of
the public bike-sharing system. Therefore, the spatial-temporal
characteristics of green travel behavior in different temporal win-
dows need to be treated differently.

4.2. Spatial-temporal characteristics of green travel behavior

Since the methods of m-type directional degree and m-type
temporal window are fixed, we will only analyze the spatial-
temporal characteristics with 1-type directionality and 1-type
temporal window.

4.2.1. Evolution analysis of spatial-temporal characteristics
In this section, we take five fixed values as the time interval,

establish five sets of temporal networks, and analyze spatial-
temporal characteristics of green travel behavior by 1-type direc-
tional degree under each temporal window.

4.2.1.1. Green travel behavior of borrowing public bike. Taking 20 as
the time interval Dta (minute), 504 temporal windows are ob-
tained. According to borrowed records in each temporal window,
we establish the temporal networks and calculated the values of 1-

type out directional degree 1Y
a; out

by formula (3) and (5).
Fixed Dta as 10, 5, 2 and 1, borrowed records are divided into

1008, 2016, 5040 and 10,080 temporal windows respectively, and

the value of 1Y
a; out

under each temporal window is calculated as
shown in Fig. 7 (b)-(e).

We find that 1Y
a; out

is time-varying, and its value is closely
related to frequency (Fig. 7): during the morning peak 7:00e10:00
and the evening peak 17:00e20:00, the frequency is the highest,
nd returned records frequency.



Fig. 7. 1-type outflow directional degree and borrowed records frequency under different time intervals.



Fig. 8. 1-type inflow directional degree and returned records frequency under different time intervals.
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and the average value of 1Y
a; out

at different temporal windows is
the smallest, 0.3430, 0.4792, 0.6211, 0.7794 and 0.8628, respec-
tively; during 0:00e6:00 before dawn, the frequency is the least,

and the average value of 1Y
a; out

at different temporal windows is
the highest, reaching 0.9284, 0.9561, 0.9706, 0.9462 and 0.8605
respectively; during the other three periods 6:00e7:00,
10:00e17:00 and 20:00e24:00, the frequency is moderate, and the
average value of at different time intervals is second, 0.5378,
0.6662, 0.7800, 0.8856 and 0.9329, respectively.

Comparing the effects of different time intervals on the spatial
characteristics of borrowing public bike behavior (See, Fig. 7), we
find that:

1) Between 6:00 and 24:00 after dawn, as the value of Dta de-

creases: 20/10/5/ 2/1, 1Y
a; out

increases continuously:

0.1968/ 0.2866/0.4069/ 0.5561/0.6519. So, 1Y
a; out

f 1
Dta.

That is, in the temporal network of borrowing public bike
behavior during 6:00e24:00, the smaller the value of Dta, the
more obvious the overall spatial characteristics under temporal
windows.

2) Between 0:00 and 6:00 before dawn, as the value of Dta de-

creases, 1Y
a; out

undergoes a process of rising and then
decreasing, and its minimum values are: 0.7688/ 0.8333/
0.500/ 0/0. At the same time, empty temporal windows that
do not contain any records gradually appear:
0/ 0/1/49/331, and the temporal window with
1Y

a; out ¼ 0 is also increasing: 0/ 0/0/ 2/7 (See, Fig. 8),

which breaking the law of 1Y
a; out

f 1
Dta. It meanings that, in the

temporal network of borrowing public bike behavior during
0:00e6:00, the overall spatial characteristics are complicated
with the value of Dta, which is not a simple linear relationship.
4.2.1.2. Green travel behavior of returning public bike. Fixed Dta as
20, 10, 5, 2 and 1, returned records are divided into 504, 1008, 2016,
5040 and 10,080 temporal windows respectively, and the value of
1Y

a; in
under each temporal window is calculated as shown in

Fig. 8.

We find that 1Y
a; in

is also time-varying, and its value is closely
related to frequency (Fig. 8): during 0:00e6:00 with the least fre-

quency, the average value of 1Y
a; in

under temporal windows is the
highest, reaching 0.9465, 0.9700, 0.9852, 0.9526 and 0.8571
respectively; during 7:00e10:00 and 17:00e20:00 with the highest

returned records frequency, the average value of 1Y
a; in

under
temporal windows is the smallest, which is 0.2943, 0.4375, 0.5913,
0.7633 and 0.8541, respectively; during the other three time pe-
riods 6:00e7:00, 10:00e17:00 and 20:00e24:00 with moderate

returned records frequency, the average value of 1Y
a; in

under
temporal windows is second, which is 0.5238, 0.6590, 0.7788,
0.8882 and 0.9367, respectively.

Comparing the effects of different time intervals on the spatial
characteristics of returning public bike behavior (See, Fig. 8), we
find that:

1) Between 6:00 and 24:00 after dawn, as the value of Dta de-

creases: 20/10/5/ 2/1, 1Y
a; in

increases continuously:

0.1281/0.2052/0.3485/ 0.5034/0.6372. So, 1Y
a; in

f 1
Dta.

That is, in the temporal network of returning public bike
behavior between 6:00 and 24:00, the smaller the value of Dta,
the more obvious the overall spatial characteristics of returning
public bike under temporal windows.

2) Between 0:00 and 6:00 before dawn, as the value of Dta de-

creases, 1Y
a; in

undergoes a process of rising and then
decreasing, and its minimum values are:
0.8143/ 0.8000/0.7500/ 0/0. At the same time, empty
temporal windows that do not contain any records gradually
appear: 0/ 0/1/51/352, and the temporal window with
1Y

a; in ¼ 0 is also increasing: 0/ 0/0/ 2/7 (See, Fig. 8),

which breaking the law of 1Y
a; in ¼ 0f 1

Dta. That is, in the tem-
poral network of returning public bike behavior between 0:00
and 6:00, the overall spatial characteristics are complicatedwith
the value of Dta.

To sum up, green travel behavior is time-varying, its spatial
characteristic has a complex relationship with time interval Dta,
and it should be treated differently according to six different pe-
riods (0:00e6:00, 6:00e7:00, 7:00e10:00, 10:00e17:00,
17:00e20:00 and 20:00e24:00).

4.2.2. Spatial-temporal characteristics
In this section, we calculate the spatial-temporal characteristics

of green travel behavior in the above six different time intervals. At
the same time, in order to ensure that spatial characteristic can
represent the behavior of most green travelers, we set the temporal
factors c1;c2 � 0:6.

After multiple evolutionary analysis, we obtain spatial-temporal
characteristics of green travel behavior according to definitions 6
and 7 (See, Fig. 9), and the key parameters in each temporal win-
dow are sorted out (See, Table 2).

In terms of spatial characteristics, although the daily green
travel behavior of borrowing public bike and returning public bike

are different, the amplitudes of 1Y
a; out

and 1Y
a; in

are smaller and
fluctuate around 0.8 all the time (See, Fig. 9). At the same time,
there are no empty windows that do not contain any records. That
is, green travel behavior has inherent spatial characteristics, and
the characteristics be described by temporal windows and direc-
tional degree.

In terms of temporal characteristics, green travel behavior of
borrowing public bike and returning public bike are consistency. In
5 time intervals: 0:00e6:00, 6:00e7:00,10:00e17:00,17:00e20:00
and 20:00e24:00, the temporal windows is the same. During the
3 h from 7:00 to 10:00, Dta of GBðV ; EÞ is slightly larger than GRðV ;
EÞ, which is 2 and 1min respectively. According Definition 7, the
2min is also a valid window division interval of GRðV ; EÞ in
7:00e10:00. That is, in 6 time intervals: 0:00e6:00, 6:00e7:00,
7:00e10:00, 10:00e17:00, 17:00e20:00 and 20:00e24:00, Dta of
green travel behavior can be unified: 120, 5, 2, 2.5, 1 and 0.66.

Therefore, we can analyze green travel behavior of borrowing
public bike and returning behavior under the same high-frequency
temporal windows. That is, the high-frequency temporal windows
of green travel behavior can be used as the high-frequency task
window of the dynamic rebalancing, and the calculation method
provides a new idea for the identification of the high-frequency
task window. At the same time, the coarse graining method of
the node flow under the temporal windows also opens up new
horizons for the route optimization of the dynamic rebalancing.

5. Conclusion

From a vector perspective, this paper establishes a new method
and step to analyze and calculate the spatial-temporal character-
istics of green travel behavior. Firstly, we establish a coarse grained



Table 1
Borrowed records of the public bike-sharing system.

Start station End station i jw Date

1 2 2 t1

3 1 1 t2

1 1 1 t3

1 1 1,G V E

1 2 1 t4

2 1 2 t5

1 3 2 t6

1 1 1 t7

2 2 2,G V E

3 2 1 t8

,G V E

Fig. 9. Spatial-temporal characteristics of green travel behavior.

Table 2
Spatial-temporal characteristics parameters of green travel behavior.

0:00e6:00 6:00e7:00 7:00e10:00 10:00e17:00 17:00e20:00 20:00e24:00

B-PBN Dta 120min 5min 2min 2.5min 1min 5min
c1 0.60 0.63 0.60 0.66 0.65 0.68

R-PBN Dta 120min 5min 1min 2.5min 1min 5min
c2 0.61 0.67 0.63 0.66 0.71 0.66
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method to describe the node flow by dominant directional
component in the vector, and construct directional degree index to
describe the spatial characteristics of green travel behavior. Then,
the indicators and methods for calculating the time-varying of
green travel behavior are established by temporal network.

At last, based on the real-time travel data from 2017/03/
20e2017/03/26 in Nanjing public bike company, we conducted the
empirical analysis, and find green travel behavior of borrowing
public bike and returning public bike are highly time-varying,
which need to be studied separately in six different time in-
tervals. We find that although the above two green travel behaviors
have differences in spatial characteristics, the temporal
characteristics are the same. That is, the above two green travel
behaviors can be analyzed within the same temporal windows.
Therefore, the analysis method of green travel behavior proposed in
this paper opens up a new horizon for the research of the dynamic
rebalancing.

Limited by the data, we only focus on green travel behavior
between March 20 and March 27, 2017, its spatial-temporal char-
acteristics are inevitably not comprehensive and profound.
Although each day is divided into six periods by spatial-temporal
characteristics of green travel behavior, the intervals of temporal
window in each period are still artificially equal. In the future, we
will establish a new temporal window, in which the intervals
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change in real time with green travel behavior.
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