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Abstract—The linear decreasing weight particle swarm 

optimization algorithm (LDWPSO) is mentioned in the concept 

of a center particle, and then puts forward center particle swarm 

optimization algorithm (PSO). The linear decreasing weight 

particle swarm optimization algorithm, unlike other general 

center particle, particle velocity center is not clear, and is always 

placed in the center of the particle swarm. In addition, the neural 

network training algorithm compared to particle swarm 

optimization algorithm and the linear decreasing weight particle 

swarm optimization algorithm, results show that: the 

performance is better than the linear optimization center particle 

swarm decreasing weight PSO algorithm. algorithm.
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I. Introduction

PSO algorithm is a kind of method like social behavior 

and imitate birds and fish evolved from computing 

technology[1-3], PSO algorithm has good convergence and 

good performance in nonlinear function optimization. So it is 

getting more and more attention. Many researchers are 

committed to improving his performance with a variety of 

different methods and advanced interesting variables. These 

methods are broadly classified into the following categories.

The improved method is to add a new coefficient to the 

velocity and position equation of the particle swarm 

optimization algorithm[4]. Finally, the coefficient should be 

selected reasonably. Angeline points out that the local search 

capability of the elementary particle swarm optimization 

algorithm is very low. To overcome this shortcoming, Shi and 

Eberhart proposed a LDWPSO algorithm[5], which 

introduced linear decrement inertial factor into the velocity 

update equation of the basic PSO algorithm.

Because inertial factors effectively balance the global and 

local searching ability of particle swarm. The performance of 

particle swarm optimization algorithm is improved and its 

efficiency is greatly improved[6]. A key feature of particle 

swarm optimization is the sharing of social information 

among particles in a region. Therefore, various information 

sharing methods are proposed to improve the performance of 

the algorithm[7]. Kennedy studies various topological 

structures that affect the performance of the algorithm and 

points out that the von Neumann topology has better 

performance. Suganthan proposed a variable neighborhood,

which in the initial period of optimization was the 

neighborhood of a single particle itself. As this particle 

algebra grew, the neighborhood gradually extended to all 

particles. Mohai puts forward a dynamic adaptive 

neighborhood. This dynamic neighborhood adaptation can be 

generated at random, and directly construct the topological 

structure of the original value population. On the edge of the 

population structure in the process of running a population is 

freely from one point to another point. It is Lovbjerg and 

others who combine the basic particle swarm algorithm with 

the idea of group feeding. Zhang and xie introduced the 

differential evolution operator to the elementary particle 

swarm optimization algorithm. Krink and Lovbjerg combine 

the basic particle swarm optimization algorithm with the 

genetic algorithm.

II. Central particle swarm optimization algorithm

A. Linear decreasing weight particle swarm optimization 

algorithm 

A population consists of N particles moving in the 

d-dimensional search space. The position of the ith particle in 

the t thiteration is denoted as : �� ,Speed 
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is expressed as �� ,The individual 

extreme point reached by individual particles is denoted as: 

�� .The global extremum reached by all 

the particles in the group is denoted as: 

�� .The position of the ith example in the 

next iteration will be calculated by the following equation:

��

�

��

���������� (1)

The c1 and c2 are normal numbers, respectively 

representing individual cognitive ability and social cognitive 

ability. Rand () is a random function in [0, 1] and w is an 

inertial factor. It decreases linearly from 0.9 to 0.4 during the 

search. In addition, particle velocity is limited to the range of 

[Vmin, Vmax]D. If an element of velocity exceeds the 

threshold of Vmin or Vmax, the corresponding particle 

exceeds the threshold.

B. Central particle swarm optimization algorithm

The development of cationic algorithms is driven by the 

observation of population behavior. 

From equation (1), the velocity of particles is determined 

by the previous velocity and the individual cognitive ability 

and social cognitive ability. Because social cognition (part 

three of the equation) means that all particles are attracted to 

the global optimum and move towards it. The other two parts, 

the former speed and the individual's cognitive ability are 

equivalent to self-control, allowing particles to retain their 

own information. Therefore, during the search, all particles 

move towards the global optimal position, their positions are 

often different but very close to the global optimal position.

In this paper, it is clearly proposed that the central 

particle is located at the center of the population in each 

iteration. Another N-1 example in the particle swarm uses the 

basic particle swarm algorithm in each iteration to actually 

update their positions, changing with the number of iterations. 

The central particle updates its position using the following 

equation.

�
�

�

��

�
�             (2)

It is different with other particles, and center of the 

particle velocity, it besides a particle calculation, like all other 

example participate in all process, such as adaptive value 

calculation, the competition best particle, etc. This algorithm 

is called the central particle swarm optimization 

algorithm.The pseudo-code of the central PSO algorithm is 

defined as follows:

Start the particle swarm optimization

Initialization ();

T goes from 1 to the maximum number of iterations

� (3)

If needed, update the individual extreme value () and 

global extreme value ();

I goes from 1 to N – 1

�     

Update speed ( � )

Limited speed ( � );

According to the equation (update position);

If needed, update the individual extreme value (Pi) and 

global extreme value (Pg);

The end;

To renew the position of the centralion;

If the global extremum () satisfies the requirements of 

the problem, is terminated.

The end;

The end of the particle swarm optimization.

As mentioned above, central particles have potential 

efficient solutions. If the result of a central particle is to get it 

to find a good position, then it won't have much impact on the 

algorithm. One particle is too small to compare with other 

ordinary particles in the population. More importantly, the 

central particle is more likely to be the social extreme of the 

population. So the central particle can guide the future region 

of the entire population and accelerate convergence.

III. Experiments

A. Function optimization

We're going to use three benchmark functions in this 

experiment.

The first function is the Rosenbrock function:
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The second function is the generalized Rosenbrock 

function: 

������ �
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The third function is the generalized Griewank function:

����� � 

� �

(5)       

In our experiment, the linear decreasing weight particle 

swarm optimization algorithm and the central particle 

removal algorithm are compared. The same parameters are set 

for the two algorithms: inertia weight decreases linearly from 

0.9 to 0.4; The learning factor c1=c2=2; Vmin is equal to 

Xmin; Vmax is equal to Vmax; Each equation is measured on 

a scale of 10, 20, 30; The corresponding maximum number of 

iterations is set to 1000, 1500 and 2000 respectively. In order 

to detect the measurability of the algorithm, four populations 

(size N= 20, 40, 80, 160) are needed to detect the different 

dimensions of each function. The central particle swarm 

algorithm consists of a central particle and n-1 ordinary 

particle. In each experiment, each algorithm was executed 100 

times.

B. Neural network training

Neural network training is a complex optimization 

problem. Usually, the goal is the mean square error of all 

training modes. Variables include weight and weight. Suppose 

a standard network structure uses D to represent the entry unit, 

M to represent the hidden unit, C to represent the output unit, 

and the number of variable factors: ������ .

In conclusion, neural network training is a multispace 

optimization problem with multiple local minimum values.

Neural network training uses n random partition 

technology to divide data into n mutually exclusive data of 

equal size. Select one set of data as the data group and the 

other as the test group.

We set n to 10 in our experiment. Three - layer feed 

forward neural networks of s-type transfer function are used 

for character classification. The neural network is set to 14 

input units, 5 hidden units, and 2 output units, so the 

dimension of each particle is 87. For diabetes, the neural 

network is set to eight input units, five hidden units, and two 

output units, so the dimension of each particle is 57. In the 

function optimization of the above experiment, all the 

parameters of the central particle swarm optimization and the 

LDWPSO are the same, except Vmin= -2 and Vmax =2.The 

maximum number of iterations is set to 1000 and the 

population size is set to 20.

IV. Conclusions

In this paper, we proposed the central particle swarm 

optimization algorithm, and the concept of central particle 

was introduced from the linear decreasing weight particle 

swarm optimization algorithm. The population consists of 

ordinary particles, and the position of the central particle 

changes with the change of the population center during each 

iteration. In typical particle activity, all particles oscillate 

around the center of the population and gradually approach 

the center of the population. Particles in the center of the 

operation process, usually can get a better position and 

become the global optimal particle, so it's only a center of the 

particle. It have more chance to guide population search and 

greatly influence the performance of the algorithm. The 

experimental results show that the performance of the central 

particle swarm optimization algorithm is better than that of 

the LDWPSO algorithm.
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