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Abstract— Online social networks are rapidly becoming an 
identifying feature of modern society. As online communities 
continue to grow, business networks of different domains also 
grow. As online social network begins to become increasingly 
integrated in our daily lives, the optimization of social network 
influence becomes increasingly important. In this paper, I 
propose to optimize influence using a modified linear threshold 
model. Under this model, I will focus on strategically selecting 
a set of users that will optimize our influence within the 
network. I call this type of problem as influence optimization. 
In this paper, I will propose a model to optimize social network 
influence.  

Keywords—Influence Optimization, Community 
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I. INTRODUCTION 
With the rapid expansion of online social networks, 

online social networks have become a critical medium of 
communication and interactions between individuals. Online 
social networks have provided ways to communicate strangers 
and friends alike. With online social networks, communication 
is faster than ever, and the scope of communication is much 
more diverse. Due to the implications of social networks, it has 
become necessary for companies and researchers to study and 
gain understanding of them. In particular, it has become very 
beneficial for researchers to study the diffusion of information 
within an online social network. While online social networks 
retain many properties of a regular networks such as local 
influence, online social networks have allowed to expand 
influence beyond that of the local network. Ultimately, online 
social networks have expanded individual scopes of influence. 

An important topic for online social networks is 
influence maximization. The objective of influence 
maximization is to maximize the number of individuals 
involved with a single idea within a network, which can range 
from news, gossip, and products, to recommendations and etc. 
This problem within networks has various applications such as 
marketing, advertising, and even the medical field. For 
example, a company might want to promote a new product and 
needs to select a set of users that can maximize the exposure of 
the advertised product. By selecting an optimal set of users, a 
company can maximize its profits and minimize its losses. 
Some popular influence diffusion models include the 
independent cascade (IC) and the linear threshold (LT). Both 
models are used to characterize how influence propagates 
throughout the network starting from the initial seed nodes. In 
this paper, I will use a propagation model that will have 
characteristics of both. 

Independent cascade and linear threshold usually only 
take in consideration of neighboring nodes, but I will also 
introduce a credibility factor in my model that will modify the 
influence of the neighbors. My goal is to maximize the total 
influence of a target product by selecting a set of users to 
distribute retail samples. The users can be influenced by 
neighboring nodes, rated by their neighbors. The rating will 
serve as the credibility factor. The higher the credibility of the 
node, the more influence it will have on the rest of its neighbors. 
In order to select users, there must be guidelines for specific 
types of users. To solve this, I will use an algorithm to find all 
communities within the network and sort them by size. An 
important difference is that I divide the graph into communities 
rather than sub-graphs. This distinction is important is because 
communities are well connected; consequently, the spread of 
influence will increase. After establishing the communities that 
I want, I will measure the closeness centrality (connectivity) of 
each node within the selected communities, taking the node 
with the highest rating from each chosen community to form a 
set of seed users. 
II. RELATED WORK 
A. Influence Maximization in Networks 

There has been a lot of research done specifically on 
the topic of influence maximization in networks. Chen et al. 
first introduced the idea of using a linear threshold model [6]. 
Later on, Chen et al. also discussed the scalability of the model 
[7]. Along the same lines, Pathak et al. proposed a generalized 
linear threshold model for multiple cascades.  Goyal et al. took 
an alternate route and used the greedy algorithm for influence 
maximization [11]. Heidari et al. built on that and proposed a 
scalable version of the algorithm [12]. Similarly, Selim and 
Zhan created an algorithm to identify the shortest paths on large 
networks, especially those of social media. On a different note, 
Kempe et al. discussed the impact of influence maximization in 
social networks specifically [13][33]. Kostka et al. compared 
the spread of influence on social media to rumors [14].  
B. Other Research on Networks 

As I previously explained, networks are an important 
and highly influential topic to study; therefore, there has been a 
great quantity of research done on improvements of them. Ahn 
and Zhan used proxies for node immunization identification on 
large graphs [1][24][28]. Blosser and Zhan proposed a 
collaborative social network preserving privacy [2]. Chiu et al. 
improved network security by detecting suspicious activity 
from partially paired data [3]. Chopade et al. used a variety of 
techniques for community detection [7][8][9]. Building off of 
Chopade et al., Pirouz et al. added ranking to community 
detection methods [16][17]. Xu et al. used community detection 
and social networks to organize researcher communities [20]. 
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Zhan et al. researched the prediction of social network 
community behaviors and friends [21][22][30][31]. On the 
other hand, Zhan et al. researched social network computing, 
especially of trust [23][25][29][32]. 
C. Applications 
There are various applications of networks in a multitude of 
fields including [4-5,10,15,18-19,26-27-28,34-49]. 

III. PROPOSED APPRAOCH   
A. Problem Definition 

Given a social network, we apply a community detection 
algorithm to find community set. We then sort the community 
set from the highest to the lowest according to the cardinality 
of the set. We will then select k highest cardinality community. 
From those communities, we will find the closeness centrality 
of each node within the community and return the node with 
the highest closeness centrality. The k returned nodes will be 
used to propagate the social network by a modified mixed 
model of independent cascade and linear threshold. The 
problem is how to find a set of seed nodes to optimize influence 
[1-14].  
B. Propagation Model 

    The propagation model describes how influence spreads 
throughout the network. The propagation model is a 
combination of the Linear Threshold Model (LT) and the 
Independent Cascade Model(IC). The LT model describes that 
the users’ opinions are mostly influenced by friends, meaning 
that a user is more likely to be influenced by certain idea when 
peers and family share a similar idea. In our model, the node’s 
threshold will sample from a uniform distribution and the sum 
of the neighbors’ influence adds up to one.  ~  (0, 1) 

Another factor I add is the probability of acceptance, given 
that the threshold is met. The purpose of using probability is to 
model a possibility of rejecting an idea even when others have 
accepted it. In addition, I introduce another component: a 
credibility factor. Credibility models the validity of the 
individual’s opinion. Depending on the credibility of the user, 
its influence on others will vary, and consequently, so will the 
spread of ideas. In our model, users with high credibility can 
maximize their own influences on others, while users with low 
credibility do not have that potential. Credibility is bound the 
weight of the influence. Credibility suggests that a user’s idea 
is more valid if there are others that share a similar idea [15-
25]. 

The final component in the propagation model is the state of 
change. Every node in a network has a threshold, and once the 
sum of its neighbor influence meets this threshold, the node can 
accept reject the idea. In a standard linear threshold model, 
when the threshold is met, the node changes its state. Instead of 
basing the probability off of edge weight, I use the sum of the 
influence being propagated towards the node. 

For a given social network ( , , ) and given  element 
of V I define the opinion state of  to be  = ( )( ) , where  is the influence 
between two users and  is the credibility factor of user k. The 
credibility factor is modeled with a linear equation where  the 

percentage that the neighbors make the user credible is and  is 
the base credibility of the user.  is sampled from a beta 
distribution where  is significantly larger than . This creates 
a left-skewed distribution for calculating , showing that base 
credibility is more important than reputation.  = ( ) +  

 is calculated by subtracting  from 1. Since  is calculated 
from a left skewed distribution,  must be small in order to 
satisfy the condition that the sum of  and  is less than or 
equal to one.  
B. Community Detection 

In a network structure, a network is said to have some form 
of community structure if there is a group of nodes that are 
significantly more connected than they are to the rest of the 
graph. Communities are important because network expansion 
often reveals scalability limitations. Scalability is often an issue 
with problems such as graphs and networks that can grow 
exponentially. Introducing the idea of communities not only 
helps us with scalability but also in calculating influence within 
a network. Individuals will frequently fall within certain 
communities and consequently have more interaction with 
people inside those communities. Therefore, it is clear that 
selections of individuals should be made through communities. 
   Recognizing the relevance of a community, I will use a 
community detection algorithm to find all communities within 
the network. By using a community detection algorithm, I can 
divide the network into smaller subgraphs where it will be 
easier to identify influential users in each community. By 
dividing the network into different communities, it will be an 
important task for us to recognize the communities that will 
have most impact on the network. To determine the 
aforementioned communities, I will look into the number of 
users within each community. The community with the largest 
number of users will most likely have the most impact on the 
network. That will be one of my underlying conditions within 
our method. The choice of community detection algorithm is 
not important as long as one can find the communities within 
the network. The community detection algorithm I have 
decided to use in this paper is the Girvan-Newman Algorithm. 
1) Girvan-Newman Algorithm: The Girvan-Newman 
Algorithm is a community detection algorithm that finds 
communities by constantly removing edges from the original 
network. This algorithm progressively removes edges from the 
network until only the connected components remain. The 
remaining components will be the communities of the original 
complex network. The concept behind Girvan-Newman 
Algorithm is the existence of inter-community edges. Inter-
community edges are edges that link nodes from one 
community to nodes from another community. This indicates 
that an intercommunity edge is usually not part of a community, 
but rather an edge that keeps the network connected. By 
detecting these inter-community edges and removing them 
repeatedly, the result should provide a network of true 
communities. In order to find these inter-community edges, I 
need look into the concept of edge closeness. Using edge 
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closeness, I can detect inter-community edges, which in turn 
allows us to use the Girvan-Newman Algorithm [7-9]. 
C. Closeness Centrality 
 Closeness in a network is the measure of average distance 
between nodes. In this method, I use the idea of closeness as the 
main form of selection for the set of seed nodes. In a connected 
graph, closeness centrality is the sum of the length of the 
shortest paths between the nodes and all other nodes in the 
graph. The relevance of this calculation and selection is due to 
the scope of closeness centrality, which is the entire graph. By 
selecting a node with a high closeness centrality score, I can 
ensure on average that there is a chance of spreading influence 
to a large portion of the network. 

This idea is important because if one is in a large 
community, but they are not close to majority of the group, their 
influence as a whole is greatly reduced. By having relatively 
close ties to the major, users with a higher closeness centrality 
score are more likely to spread influence than their counterparts 
[30-31]. 
D. Greedy Approximation Algorithm 
   As networks continue to grow, computation and finding the 
set of seed individuals to maximize our influence on the graph 
becomes a difficult problem. In order to solve it, I propose a 
greedy approximation algorithm that will provide a solution 
with a set of seed individuals that will theoretically maximize 
influence. The algorithm will start by using the Girvan-
Newman Algorithm to find all sets of communities within the 
given network [2-14]. 

From the given sets of communities, it will sort the 
communities from the highest number of users to the lowest. 
From the largest community, I will create a sub-graph, and 
approximate the closeness centrality inside the sub-network. 
This calculation will return the node that has the highest 
closeness, becoming one of the seed individuals. I then input 
the seed set into the propagation model, which will diffuse the 
influence of the seed nodes and return a list of nodes that have 
been influenced during the round of diffusion. The return list of 
active nodes will change states, going from inactive to active. 
The community will then be modified by removing the user that 
had their state change to active. The remaining nodes in the 
community will all be inactive. I will then recalculate the 
number of nodes within each community. If the current 
community is still the largest, the procedure described above is 
repeated. If another community is larger, I will use the larger 
community to select our next seed, repeating the procedure. 
This procedure will repeat until either all nodes within the 
network have been influenced or propagation has stop after a 
set number of iterations [18-38]. 
IV. CONCLUSION 

In this paper, I proposed a propagation model considering 
credibility and community detection. The proposed model has 
a potential to provide a more efficient method of information 
propagation and calculates influence on online social networks. 
In the future, I will conduct extensive experiments to comparing 
this model with existing models. 
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