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Abstract—We study a multi-node Internet of Things system sup-
porting low-latency high-reliability communication to a destination
node. The rest of the nodes are potential relays in which the best
single relay (BSR) is selected to assist the transmission to the des-
tination. The system operates with finite blocklength (FBL) codes
to satisfy the low-latency requirement. The scope of this work is to
derive and improve the FBL performance of the considered BSR
system. On the one hand, we extend Polyanskiy’s FBL model of
a single-hop scenario to the considered relaying system and de-
rive the corresponding achievable reliability. On the other hand,
by employing a practical FBL coding scheme, namely polar codes
(PCs), an FBL performance bound attainable by a low-complexity
coding scheme is presented. In particular, we provide a reliability
bound of a dynamic-length PC scheme. Addressing a source-driven
BSR strategy, as well as a relay-driven BSR strategy, we investigate
two viable strategies for relay selection in the FBL regime, while
the corresponding performance under an infinite blocklength (IBL)
assumption serves as a reference. We prove that the two BSR strate-
gies have the same performance in the IBL regime, while the relay-
driven strategy is significantly more reliable than the source-driven
one when considering the FBL regime. Furthermore, following the
derived FBL performance model, we provide an optimal design
to minimize the overall error probability via blocklength alloca-
tion. Through simulation and numerical investigations, we show
the appropriateness of the proposed analytical model. Moreover,
we evaluate both the achievable performance with FBLs and the
performance of PCs in the considered scenarios while comparing
the source-driven and relay-driven strategies.

Index Terms—Decode-and-forward, finite blocklength regime,
punctured polar codes, rate-compatible codes, relaying.

I. INTRODUCTION

FUTURE wireless networks are expected to support high
speed, low-latency and high reliability transmissions while
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connecting a massive number of smart devices, e.g., enabling
the Internet of Things (IoT) [2], [3]. Many envisioned IoT ap-
plications, such as industrial control applications, autonomous
driving, cyber-physical systems, E-health, haptic feedback in
virtual and augmented reality, smart grid, and remote surgery,
will have stringent transmission latency and reliability require-
ments [4], [5] that cannot be met by existing wireless networks.
The common features of these IoT applications are as follows:
(i) the transmission reliability is usually a concern, (ii) due to
low-latency constraints, the coding blocklengths for wireless
transmissions are quite short, (iii) usually multiple IoT nodes
are densely deployed.

It is known that cooperative relaying significantly promotes
the transmission performance and greatly capitalizes on dense
node packings [6]–[8]. Consequently, the performance of a net-
work with multiple IoT nodes may be enhanced by relaying [9],
[10], as each node may potentially act as a relay, e.g., via BSR
selection, assisting transmissions for peer nodes [11]–[13].
However, the above studies of relaying and the application of
relaying in multi-node scenarios are conducted under the ideal
assumption of communicating arbitrarily reliably at rates close
to Shannons channel capacity. They thus implicitly assume an
IBL regime, which does not allow for for the accurate assessment
of the performance in latency-critical IoT scenarios operating
with short blocklengths to satisfy the low-latency requirement.

In the FBL regime, the error probability in communication is
not negligible due to the impact of the short blocklength. Early
in 1962, Strassen has presented a normal approximation of the
coding rate [14]. More recently, an achievable upper bound on
the coding rate is identified in [15] for a single-hop transmis-
sion system, taking the error probability into account. The result
of [15] has been extended to Gilbert-Elliott Channels [16], as
well as to quasi-static fading channels [17], [18]. Recently, an
achievable FBL performance for relaying under a single relay
scenario was addressed analytically in [19]–[22]. Furthermore,
bounds when using single relays with practical codes, e.g., polar
codes (PCs), are discussed in [23]. In fact, PCs have been consid-
ered in several relaying scenarios. In [24], PCs are employed to
devise coding schemes for decode-and-forward (DF), as well as
compress-and-forward relaying scenarios assuming relay chan-
nels with orthogonal receivers. A DF relaying scenario without
the assumption of orthogonal receivers is addressed in [25], by
implementing a Markov block coding scheme proposed in [26]
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using PCs. Inspired by [24], PCs are presented in an opportunis-
tic cooperative DF relaying scenario in [27]. While these works
exploit structural properties of PCs, e.g., the subset property of
the information bit index sets in case of degraded channels as
in [25], the considered relay scenarios are, to the best of our
knowledge, either two-hop situations assuming a single-relay,
or, as in [27] or [28], a main link assisted by a two-hop side
channel based on a single relay network.

To the best of our knowledge, for multi-node scenarios with
BSR selection that facilitate latency-critical IoT networks, both
the achievable reliability bound as well as practical bounds, i.e.,
reliability achieved by specific coding systems, have not been
studied. In particular, the reliability-oriented design via block-
length allocation for such scenarios is still open. In our recent
work [1], we have addressed the throughput of a BSR network,
without explicitly considering the reliability. In this paper, we ex-
tend the work in [1] to a BSR system supporting latency-critical
transmissions in IoT networks, where the system is assumed to
operate with FBL codes to satisfy the low-latency requirement.
Our major focus is to derive the reliability performance and pro-
vide reliability-oriented blocklength allocation designs.

The contributions of this work are summarized as follows:
� We derive the achievable reliability performance bound of

the considered BSR network based on Polyanskiy’s FBL
model.

� By distinguishing between a source-driven BSR selection
strategy and a relay-driven BSR selection strategy, we in-
vestigate the performance in the FBL regime, while the
corresponding performance under an IBL assumption is
provided as a reference. More importantly, we prove that
the above two BSR strategies have the same reliability per-
formance in the IBL regime, while in the FBL regime the
relay-driven strategy is significantly more reliable than the
source-driven one.

� To support our theoretical findings, a practical FBL perfor-
mance bound based on PCs is provided. In particular, the
reliability bound of a dynamic-length polar code scheme
is studied.

� Following the derived FBL performance model, we in-
vestigate the achievable reliabilities by applying efficient
blocklength allocations for the network under both the
source-driven and relay-driven BSR selection strategies.
By applying an appropriate approximation, we address
the convexity of the approximated problems.

� Via simulations, we show the appropriateness of our analyt-
ical model. Moreover, we evaluate the achievable reliability
performance of the network with optimal blocklength al-
location. It is observed that the gaps between the practical
PCs and the FBL bounds depend on the decoder employed.
More importantly, the results indicate that the optimal
blocklength allocation based on the analytical bounds
does provide reasonable design guidelines for the BSR
network operating with a practical FBL coding scheme.

The remainder of the paper is organized as follows. Section II
describes the system model and briefly introduces the theoretical
background of the FBL regime, as well as the relevant aspects of
the rate-compatible coding scheme based on punctured PCs used

Fig. 1. Example of the considered IoT network with BSR selection.

in this work. In Section III, we first derive the FBL performance
of the system assuming static channels, and subsequently extend
the performance model to a quasi-static channel fading scenario.
Efficient blocklength allocations are proposed in Section IV for
the network under both the source-driven and relay-driven BSR
selection strategies. Section V presents our numerical results.
Finally, we conclude our work in Section VI.

II. PRELIMINARIES

In this section, we first describe the system model and subse-
quently review the theoretical background of the FBL regime.
Furthermore, we provide necessary details of PCs and the rate-
compatible coding scheme based on punctured PCs employed
in this work.

A. System Model

We consider an IoT network with a source node S, a destina-
tion node D, and other J IoT nodes as potential DF relays {j},
where j ∈ J = {1, . . . , J}. This scenario is schematically de-
picted in Fig. 1. In general, the distances among relays are signif-
icantly shorter than the distances between the source, the relay
group and the destination. Data packets at the source are re-
quired to be transmitted to the destination via the relay group,
while guaranteeing an end-to-end latency of S symbols. In ad-
dition, we denote by l the total overhead cost in symbols, e.g.,
for the channel state information (CSI) acquisition and beacon
transmission (e.g., relay selection decision or acknowledgment).
In particular, l is increasing in J and is assumed to be constant
for a given J . Thus, each frame accommodates two phases of
lengths m1 and m2, which are referred to as broadcasting phase
and relaying phase. Hence, m1 +m2 ≤ M = S − l is neces-
sary to satisfy the end-to-end latency requirement. In the broad-
casting phase, the source sends a data block to the relays. After
reception, if any relay decodes the block successfully, such relay
will be able to forward the data to the destination.

We refer to such relays as active relays. In the subsequent
relaying phase, one of the active relays, namely that with the
best channel to the destination, will be selected to forward the
data to the destination. We refer to this scenario as the BSR
network1.

1In comparison to letting all active relays forward the packet, the BSR strategy
is more energy efficient, as with a given (total) transmit power constraint/limit
at the relays, BSR transmits the data packet via the best channel and results in a
higher signal-to-noise ratios (SNRs) than letting all active relay forward using
the same transmit power. In addition, multiple relays forwarding likely makes
the destination receive multiple unsynchronized signals and additional costs for
the synchronization can be incurred. In this work, we focus on the scenario
selecting only the BSR to assist the transmission.
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Channels are assumed to be subject to block-fading with unit
average gain. Hence, channels are constant within the duration
of each transmission period but vary from one period to the
next. We denote the instantaneous channel gains from the source
to relay Rj and from Rj to the destination by zS,j and zj,D,
j ∈ J . In addition, the random channel gains are with unit mean,
i.e., E(zS,j) = E(zj,D) = 1. The instantaneous SNRs from the
source to Rj and from Rj to the destination are denoted by γS,j
and γj,D. We consider a homogeneous scenario in which the
average received SNRs of all the links from the source to re-
lays are identical, denoted by γ̄S,R, while the same applies to
the average SNR of the links from relays to the destination, de-
noted by γ̄R,D. Both the source as well as each of the relays
is assumed to have access to perfect CSI. These assumptions
allow us to study the fundamental performance of the consid-
ered multi-relay network, regardless of a specific network topol-
ogy. Therefore, we have γS,j = zS,j γ̄S,R and γj,D = zj,Dγ̄R,D,
j ∈ J .

B. Blocklength-Limited Performance of a Single-Hop
Transmission Scenario With Perfect CSI

For additive white Gaussian noise (AWGN) channels, the au-
thors of [15] have derived a tight achievable bound for the coding
rate of a single-hop transmission. With blocklength m, block er-
ror probability ε and SNR γ, the coding rate in bits per channel
use is given by

1
2
log(1 + γ)− log e

γ + 1

√
γ
γ + 2
2m

Q−1(ε) +
O(logm)

m
, (1)

where Q−1(·) is the inverse of the Q-function given by

Q(w) =
1√
2π

∫ ∞

w

e−t2/2dt. (2)

In [29], [30], the above result has been extended to a complex
channel model with received SNR γ, where the coding rate in
bits per channel use is

r = R(γ, ε,m) ≈ C(γ)−
√

V

m
Q−1(ε), (3)

where C(γ)=log2(1 + γ) is the channel’s Shannon capacity.
Moreover,

V =

(
1 − 1

1 + γ2

)
(log2 e)

2 (4)

is the channel dispersion [15, Def.1]. Hence, for a single-hop
transmission with blocklength m and coding rate r, the block
error probability at the receiver is given by

ε = P(γ, r,m) ≈ Q

(√
m

V

(C(γ)− r
))

. (5)

C. Polar Codes

Recently introduced by Arıkan [31], PCs answer a long-
standing, open question in information theory by providing a
practical coding scheme which provably achieves the symmet-
ric capacity of any binary-input discrete memoryless channel

(B-DMC). Relying on channel polarization, PCs are constructed
explicitly targeting a specific design channel. To do so, we may
select an index set I ⊆ N for a PC of length m = 2n, n ∈ N,
based on the probabilities of decision error under successive
cancellation (SC) decoding

Pe(Wm,i) =

∑
y′∈Ym×X i−1

1
2
min {Wm,i(y

′ | 0),Wm,i(y
′ | 1)} , 1≤ i ≤ m,

(6)

which estimates

ûi = argmax
ui∈{0,1}

{
Wm,i

(
y, ûi−1

1 |ui

)}
(7)

based on a received block y and assuming i− 1 correctly esti-
mated information bits ûi−1

1 . In the decisions, Wm,i denotes the
channel statistic of the (virtual) channels Wm,i,

Wm,i : {0, 1} → Ym × {0, 1}i−1, 1 ≤ i ≤ m, (8)

modelling these decisions, where Y denotes the output alphabet
of the basic channel W . As m → ∞, these polarize in the sense
that the fraction of decisions vanishes for which Pe(Wm,i) does
not approach either 0 or 1

2 .
Encoding and decoding using SC decoding [31] is possible

in quasi-linear complexity of O(m logm), where m denotes the
blocklength. To increase the performance at short lengths, SC
decoding has been extended to successive cancellation list (SCL)
decoding [32], [33], which runs in O(L·m logm) with list size
L, i.e., the number of candidate prefixes maintained in each step
of the decoding process.

In their original formulation given in [31], the blocklength of
a PC is restricted to integer powers of 2, and we havem = 2n for
somen ∈ N. However, as greater length flexibility is required in
many communication scenarios, both puncturing and shortening
of PCs have been considered to facilitate fine-grained length
adaptions of PCs, cf. [34], [35], or [36].

In this work, we employ a rate-compatible coding scheme
based on punctured PCs presented in [37] as an example of an
FBL coding scheme. The rate-compatible code

C = {Ct : t ∈ [T ]} (9)

is implemented as a family of T punctured PCs Ct, such that
the code Ct has length mt and rate rt =

K
mt

, for a fixed and
identical dimension K for all codes Ct, t ∈ [T ] := {1, . . . , T}.
We assume mt < mt+1 and thus have rt > rt+1, t ∈ [T − 1].

Each code Ct is obtained by puncturing a mother PC of ap-
propriate length. Given a mother PC C of length m = 2n and
a puncturing pattern P ⊂ [m], a punctured PC C′ of length
m̃ = m− |P| is given by

C′ = {xPc : x ∈ C}, (10)

that is, by all codewordsx ∈ C, punctured at positions xi, i ∈ P .
Here, we write Pc := [m] \ P to denote the complement of P
with respect to [m], and xS = (xi)i∈S to denote a subvector
of x. As a result, the rate-compatible code C may be defined by
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Fig. 2. Frame structure examples of BSR selection strategies: source-driven vs. relay-driven.

a sequence

P = {Pt ⊂ [m] : t ∈ [T ]} (11)

of puncturing patterns and a mother PC of length m, such that
mt = m− |Pt|. For the specific instance of C considered in this
work, we assumePT = ∅ and hence use the unpunctured mother
code as CT .

Finally, we require all codes Ct to share the same index
set I, indexing non-frozen information positions, and we have
|I| = K. The indices forming I are chosen based on a density
evolution (DE) [38].

III. THE ACHIEVABLE RELIABILITY OF BEST SINGLE

RELAY SELECTION

By selecting the best single relay from the relay candidates to
assist in the transmission to the destination, we achieve selec-
tion diversity. We begin this section by discussing two different
BSR selection strategies. Subsequently, we derive the achiev-
able reliability performance of these two strategies in both the
IBL and FBL regimes. Finally, we address the reliability bound
of the considered BSR network when operated with the rate-
compatible coding scheme based on punctured PCs as discussed
above.

A. BSR Selection Strategies: Source-Driven vs. Relay-Driven

The source-driven BSR selection strategy makes the source
responsible for selecting the BSR, and it has been has been
widely discussed in the IBL regime. In particular, as shown
in Fig. 2, under the source-driven strategy, the destination is
required to feed back (broadcast) the second hop CSIs to the
relays and the source, while each relay subsequently feeds back
its backhaul CSI to the source. Then, the source determines the
optimal relay (as well as the other operation parameters, e.g.,
for resource allocation) based on the CSIs of the two hops.
Then, the source broadcasts a beacon including the BSR de-
cision to the relays and subsequently transmits the data packet
to the selected relay. The selected relay attempts to decode the
data packet and forwards it to the destination if decoding is
successful.

On the other hand, the relay group (including a leader relay)
may also drive the selection. In such a relay-driven strategy, the
destination still needs to report the second-hop CSI to the relay
group. But unlike the source-driven strategy, the source does
not need any CSI and simply broadcasts the data packet to all

relays. Consequently, it is possible that multiple relays decode
the data packet correctly and hence may become active relays.
We denote the set of such relays by A and refer to it as the
active relay set. Then, each relay other than the leader relay will
send a one bit acknowledgement (ACK), indicating its active
state to the leader. Subsequently, the leader relay selects the best
relay from all the active relays and broadcasts the decision in a
beacon to all relays. Finally the selected relay forwards the data
packet to the destination in the relaying phase. The destination
obtains an SNR given by maxj∈A{γj,D}. An example of the
frame structure is provided in Fig. 2.

As of now, we have outlined example structures of typical
source-driven and relay-driven strategies, which incur compa-
rable feedback overhead. In the next subsections, we will inves-
tigate the performance of these two strategies in both the IBL
regime and FBL regime, respectively. In particular, we aim at
answering the following questions. Why has the relay-driven
strategy received much less attention in comparison to the
source-driven strategy in the IBL regime? Why is it essential
to study the relay-driven strategy in the FBL regime?

B. Achievable Reliability of BSR in the IBL Regime

First of all, it should be pointed out that for a practical com-
munication system, the blocklength is definitely not infinite.
Hence, when we study the performance of such system in the
IBL regime, this only indicates that the impact of the limited
length of coding blocks is ignored in the analysis. In particular,
the analysis in the IBL regime follows the assumption which
is only true when the blocklength is infinitely long: a packet is
assumed to be decoded with arbitrarily small error probability
given that the coding rate is lower than the Shannon capacity.

In the considered multiple relay network, having the CSI of
all links, the BSR selector (either the source or the leader of
the relay group) knows exactly which relays may decode the
packet successfully for a given data packet and blocklength.
Hence, the selection decisions of the source-driven and the relay-
driven strategies are exactly the same. Denote by μj the IBL
throughput (in bits per frame) of the two-hop transmission via
relay j. With bocklength m1, a total of m1 log2(1 + γS,j) bits
can be transmitted via the first hop of relaying, according to the
Shannon capacity theory, while this value for the second hop is
m2 log2(1 + γj,D). Note that μj is limited by the minimum of
the throughputs of the two hops of relay j. We thus have

μj = min {m1 log2 (1 + γS,j) ,m2 log2 (1 + γj,D)} . (12)
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Fig. 3. The error performance of a single-hop scenario with perfect CSI. In
the numerical analysis, we set an SNR= 5 dB and a blocklength m = 300, and
thus have a Shannon capacity of about 2.06 bits per channel use.

The BSR decision (under either the source-driven or relay-driven
strategy) results in choosing the relay with the highest IBL
throughput. Then, the maximal IBL throughput over all relays
is given by

μmax
IBL = max

j∈J
{μj} . (13)

Finally, we use the error probability to characterize the achiev-
able reliability of the transmission for a packet of size D via the
considered BSR network, given by

PrIBL =

{
1, if μmax

IBL < D ,

0, if μmax
IBL ≥ D .

(14)

C. Achievable Reliability of BSR in the FBL Regime

Unlike in the IBL regime, Equation (5) provides a different
error model for the FBL regime. In Fig. 3, we provide numerical
results of a single-hop transmission based on (5) in comparison
to the IBL regime.

We observe that in the FBL regime the (single-hop) trans-
mission is not necessarily correct even for coding rates lower
than the Shannon capacity. Therefore, in the considered net-
work, even having perfect CSI of all links does not enable the
source to know exactly which relays will decode the broadcasted
packet successfully. In other words, if the source selects a relay
as the forwarding relay, i.e., working under the source-driven
model, it is possible that this relay fails in decoding the packet
and hence cannot forward the packet. As a result, the decision of
BSR selection of the source-driven and relay-driven strategies
are not necessarily identical, resulting in different performance
levels. We note that this difference only exists in the FBL regime
(recall that in the IBL regime, the two strategies have the same
result).

1) Source-Driven BSR in the FBL Regime: According to
(5), with coding rate r = D/m1 the achievable error proba-
bility of the link from the source to Rj is given by εS,j =
P(γS,j , D/m1,m1). Let εtot,j denote the overall error proba-
bility of transmission when relay j is selected as the relay. Then,

we have

εtot,j = εS,j + εj,D − εS,j · εj,D

= P
(
γS,j ,

D

m1
,m1

)
+ P

(
γj,D,

D

m2
,m2

)

− P
(
γS,j ,

D

m1
,m1

)
· P

(
γj,D,

D

m2
,m2

)
.

(15)

Hence, the selection decision under the source-driven strategy
is implemented by choosing the relay with the lowest εtot,j .
Finally, the achievable error probability of transmitting a packet
with size D via this BSR network is given by

εSD = min
j∈J

{εtot,j} . (16)

2) Relay-Driven BSR in the FBL Regime: Under the relay-
driven strategy, the relay is selected from the active relay set.
Note that with probability 1 − εS,j , relay j will decode the data
block correctly. Hence, regardless of the coding rate r = D/m1,
there is a positive probability that some relays decode the data
block successfully and can be active in the relaying phase. Let
na = |A| denote the cardinality of the active relay set A, i.e.,
A contains na active relays which have decoded the data block
correctly. Then, we havena =

∑J
j=1 xj , where xj is a Bernoulli

random variable, that is, xj ∼ Ber(1 − εS,j), indicating if Rj
is in A or not. Hence, the expected value of na is given by
E[na] =

∑J
j=1 (1 − εS,j). In addition to that, we present the

following lemma to characterize na, while a proof is provided
in Appendix A.

Lemma 1: The expected number of active relays E[na] is
increasing in m1.

FromA, the relay with the highest SNR of the link to the desti-
nation is selected to achieve the highest reliability for the second
hop transmission. Hence, the received SNR at the destination is
given by maxj∈A{γj,D}. Consequently, the error probability of
the second hop is given by P(maxj∈A{γj,D}, D

m2
,m2), which

represents the overall error probability conditioned on the active
relay set A. On the other hand, the event of the active relay set
being A happens if all the relays in A successfully decode the
packet while the remaining relays fail, i.e., the probability of this
event is

∏
j/∈A εS,j

∏
n∈A(1 − εS,n). Denote by εRD the overall

error probability of transmitting a packet with size D via the
relay-driven BSR network. According to the law of total prob-
ability, εRD can be calculated by summing up the conditional
error probabilities given all possible active relay sets A, and can
be expressed as

εRD =
∑

A∈(J )

{∏
j/∈A

εS,j
∏
n∈A

(1 − εS,n)

× P
(
max
j∈A

{γj,D} , D

m2
,m2

)}
, (17)

where P (J ) is the power set of the relay set J .
We have derived the reliability performance models of the

source-driven and relay-driven BSR networks in the FBL
regime. The following lemma characterizes the performance dif-
ference between the two models, while a proof is provided in
Appendix B.
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Lemma 2: In the FBL regime, the expected error probability
of the relay-driven strategy is lower than that of the source-driven
strategy, i.e., the relay-driven strategy is more reliable.

Note that Lemma 2 essentially answers the questions posed at
the end of Section III-A affirmatively, and verifies that studying
the relay-driven BSR selection is particular important in latency-
critical IoT networks operating with FBL codes.

D. Reliability Bound of the BSR Network With Polar Codes

In this subsection, we address the reliability bound of the
considered network when operating with PCs. While there are
plenty of well-established choices for a coding system, we opt
for PCs for several reasons. By design, PCs allow for a wide
range of rates via fixing the number of channel uses employed
to convey information to an arbitrary integer. Combined with an
explicit upper bound on the probability of block error under SC
decoding, but also to that of the same code under more powerful
SCL decoding, this allows for great flexibility for evaluating our
findings numerically.

To construct the punctured PCs used as component codes Ct of
the rate-compatible code C, we perform DEs taking into account
the puncturing patterns. As in [37], we obtain the puncturing pat-
terns via the quasi-uniform puncturing (QUP) presented in [39].
We then select the index set based on the channel parameters
Pe(Wm,i) as given in (6) such that the union bound of block
error

PPC
(
γ, r,m

) ≤
∑
i∈I

Pe(Wm,i) (18)

is minimized. The channel parameters, that is, the error prob-
abilities Pe(Wm,i), are approximated by a DE taking into ac-
count the puncturing pattern. Assuming the all-zero codeword,
this method tracks densities of the logarithmic likelihood-ratios
(LLRs) on the factor graph (FG) representation of the decoder
according to the sequential decoding schedule [38]. This results
in channel parameters

Pe(Wm,i) = P [Lm,i ≤ 0]

= lim
ε→0

(∫ −ε

−∞
L(x) dx+

1
2

∫ +ε

−ε

L(x) dx
)
,
(19)

where L denotes the probability density of the LLR

Lm,i = log
Wm,i

(
y, ûi−1

1 |ui = 0
)

Wm,i

(
y, ûi−1

1 |ui = 1
) . (20)

Note that by this approach, we obtain a theoretically justified,
explicit upper bound on the performance of the component codes
under SC decoding, which also holds for the punctured instances
Ct of the mother PC. To obtain an analytical bound on the relia-
bility of each PC instance in the BSR network, we then employ
the upper bound on PPC(γ, r,m) as in (18) as P(γ, r,m), and
obtain the achievable reliability as in the previous subsections.

In this work, we employ a rate-compatible code C based
on punctured PCs as described above. Specifically, we con-
struct C by puncturing a mother PC of length m = 28 = 256
offering T = 13 different rates via length adaption for a fixed
information dimension K = 96. The puncturing patterns Pt,

t ∈ [T ], are obtained via the QUP approach presented in [39].
We use P1 of cardinality |P1| = 96, and thus obtain m1 =
256 − 96 = 160 as the shortest code length supported by C,
having rate r1 = K

m1
= 3

5 . Increasing lengths in steps of 8, we
obtain mt = 160 + 8(t− 1), t ∈ [13] and hence support rates

rt =
K

mt
=

96
160 + 8(t− 1)

=
12

19 + t
, t ∈ [13] . (21)

IV. ACHIEVABLE RELIABILITY VIA BLOCKLENGTH

ALLOCATION FOR THE BSR NETWORK

In this section, we study the achievable instantaneous reliabil-
ity (per frame) via blocklength allocation. In particular, in this
work we are interested in a reliability-optimal system to sup-
port latency-critical transmissions in IoT networks. On the one
hand, the code blocklength of transmission via each link is rela-
tively short. On the other hand, the transmitted packets are also
relatively short and the transmissions are required to be ultra-
reliable, i.e., εS,j � 0.1 and εj,D � 0.1, j ∈ J . According to
the reliability-oriented principle of the design, we study the
blocklength allocations for the source-driven and relay-driven
BSR selection strategies, respectively.

A. Achievable Reliability via Blocklength Allocation for
Source-Driven BSR Networks

Based on the instantaneous error probability given by (16), the
blocklength allocation problem under the source-driven strategy
can be expressed by

min
m1,m2

εSD

s.t. : m1 +m2 ≤ M,

m1,m2 ∈ Z+ .

(22)

To solve the problem, we first provide the following lemma,
proved in Appendix C.

Lemma 3: The equality in the delay constraint of (22), i.e.,
m1 +m2 = M , is always required in order to minimize εSD.

In addition, recall that we consider an ultra-reliable scenario
where εS,j � 0.1 and εj,D � 0.1. Hence, εS,j + εj,D � εS,j ·
εj,D. This motivates the approximation εtot,j = εS,j + εj,D −
εS,j · εj,D ≈ εS,j + εj,D. We will validate the accuracy of this
approximation by simulation. Then, based on this approximation
and Lemma 3, we reformulate problem (22) and obtain

min
m1,m2

min
j∈J

{εS,j + εj,D}

s.t. : m1 +m2 = M,

m1,m2 ∈ Z+ .

(23)

Note that the objective is the minimum over J functions, and
it is not necessarily convex when J > 2. Hence, we further
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reformulate the problem and obtain2

min
j∈J

min
m1,m2

{εS,j + εj,D}

s.t. : m1 +m2 = M,

m1,m2 ∈ Z+.

(24)

Then, we provide the following key lemma for solving the prob-
lem in (24), and give a proof in Appendix D.

Lemma 4: fj(m1,m2) = εS,j + εj,D is convex in (m1,m2).

Pj = (1 − εS,j)
∑

F′∈P(J -{j})

{ ∏
k/∈F′

εS,k

×
∏
n∈F′

(1 − εS,n)1
{
max
k∈F′

{γk,D} ≤ γj,D
}}

, (25)

According to Lemma 4, the sub-problem of minm1,m2

fj(m1,m2) = minm1,m2{εS,j + εj,D} subject to the linear con-
straint m1 +m2 = M can be efficiently solved by applying
convex optimization techniques. Note that blocklengths should
be non-negative integers, solving the sub-problem contains two
steps: First, obtain the optimal solution (m◦

1,m
◦
2) of the relax-

ation of the sub-problem. In the next step, we check this solution.
If m◦

1 and m◦
2 are integers, this solution is also optimal for the

original sub-problem, i.e., (m∗
1,m

∗
2) = (m◦

1,m
◦
2). Otherwise, let

mceil = �m∗
1� and mfloor = �m∗

1�, where �·� and �·� are ceil and
floor functions, respectively. Then, the optimal solution of the
original sub-problem is given by (m∗

1,M −m∗
1), where m∗

1 is
given by

m∗
1 = argmin

m1∈{mceil,mfloor}
fj(m1,M −m1). (26)

In total, we need to solve at most J sub-problems and find the
optimal solution for problem (24). Recall that we do not have
to solve the sub-problems for relays with poor channel gains
in both of the two hops. In particular, only the following three
types of relays are candidates for which we need to solve the sub-
problems with respect to the SNRs of the two hops: (i) The relay
j∗ with the highest bottleneck SNR over all relays, where the
bottleneck SNR of the j∗-th relay is given by min{γS,j∗ , γj∗,D}.
(ii) The relays with a first-hop SNR higher than γS,j∗ . (iii) The
relays with a second-hop SNR higher than γj∗,D.

B. Achievable Reliability via Blocklength Allocation for
Relay-Driven BSR Networks

Under the relay-driven strategy, the blocklength allocation
problem becomes

min
m1,m2

εRD

s.t. : m1 +m2 ≤ M,

m1,m2 ∈ Z+ .

(27)

2Note that unlike the max-min inequality, interchanging the two minimums
does not alter the optimization problem.

It is challenging to solve this problem due to the fact that ac-
cording to (17), εRD is calculated as a summation of 2J terms,
while each term is a product ofJ + 1 error probability functions.
Therefore, we reformulate the problem in the following way.

Recall that εtot,j represents the overall error probability of
transmission if relay j is selected. Consequently, we represent
the objective of the problem by εRD =

∑J
j=1 εj,D · Pj , where

Pj is the probability that relay j is selected, i.e., relay j is in the
active relay set and has the highest second hop SNR in the set.
Hence, we have the expression of Pj provided in Equation (25)
on the next page, where F′ = F \ {j} is the set of relays in the
active relay set excluding relay j. In addition, 1{·} is an indi-
cator function. In particular, Pj = 1 − εS,j holds if relay j has
the highest SNR in the second hop, i.e., maxk∈J {γk,D} = γj,D.
In other words, the SNRs in the second hop directly influence
the selection of the relay. We therefore sort the relay group in
decreasing order according to the SNR values of the second hop.
For instance, the relay with the largest second-hop SNR is de-
noted as relay 1, and the relay with the second largest second-hop
SNR is indicated as relay 2. This sorted relay set is denoted by
J ◦, where for k ∈ J ◦ and k ≤ J − 1, we have γk,D ≥ γk+1,D.
We define εS,0 = 1, and have Pj = (1 − εS,j)

∏j−1
k=0 εS,k. Note

that the intuitive description is that with the new indexing of
the relays, relay j is selected if it is in the active relay set and
the relay 1 through j − 1 (which have higher second-hop SNRs
than relay j) are not in the active set. Then, we obtain

εRD =
∑
j∈J ◦

εj,D(1 − εS,j)

j−1∏
k=0

εS,k

=
∑
j∈J ◦

(εj,D − εS,jεj,D)

j−1∏
k=0

εS,k

≈
∑
j∈J ◦

εj,D

j−1∏
k=0

εS,k

=
∑
j∈J ◦

P
(
γj,D,

D

m2
,m2

) j−1∏
k=0

P
(
γS,k,

D

m1
,m1

)
,

(28)

where the approximation is motivated by the fact that in the
considered ultra-reliable transmission scenario εS,j � 0.1 and
εj,D � 0.1, and therefore εj,D � εS,jεj,D. In the next section,
we will provide simulation results to show that the approxima-
tion is tight for ultra-reliable transmission scenarios. According
to (28), the solution of the problem in (27) can be obtained ap-
proximately by solving

min
m1,m2

∑
j∈J ◦

εj,D

j−1∏
k=0

εS,k

s.t. : m1 +m2 ≤ M,

m1,m2 ∈ Z+ .

(29)

The constraint of the problem can also be improved using the
following lemma, proved in Appendix E.
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Lemma 5: The equality in the delay constraint of (29),
i.e., m1 +m2 = M , is always required in order to minimize∑

j∈J ◦ εj,D
∏j−1

k=0 εS,k.
According to Lemma 5, the problem in (29) is equivalent to

min
m1,m2

∑
j∈J ◦

εj,D

j−1∏
k=0

εS,k

s.t. : m1 +m2 = M,

m1,m2 ∈ Z+ .

(30)

Then, we provide the following key lemma for solving the prob-
lem in (30), for which a proof is given in Appendix F.

Lemma 6: Under the conditionm1 +m2 = M , the objective∑
j∈J ◦ εj,D

∏j−1
k=0 εS,k is convex in (m1,m2).

However, according to Lemma 6, the relaxed problem of (30)
can be efficiently solved by applying convex optimization tech-
niques. Then, the optimal solution of the original problem in (30)
can be obtained by checking the nearest two integers (on both
the left and right sides) with respect to the optimal solution of the
relaxed problem. The detail process is the same as the discussion
provided after Lemma 4.

In this section, we have proposed the instantaneous block-
length allocation policies for the considered BSR network under
both source-driven and relay-driven strategies. It is worth men-
tioning that these two per-frame blocklength allocation policies
can be easily extended to a constant frame structure design. That
is, once the optimal structure is determined, it will be fixed for
all frames over time. In this case, the aim is to minimize the
expected error probability with respect to channel-fading. Note
that the sum of convex functions maintains the convexity. There-
fore, the above lemmas extend to the constant design problems
as well. Moreover, it should be pointed out that to achieve the
minimal error probability via the optimal blocklength allocation,
CSI is required for determining the blocklength. In particular,
the average CSI is required for the above constant frame struc-
ture design. Moreover, to apply the instantaneous blocklength
allocation, the instantaneous CSI is required to be known by the
BSR selector at the beginning of each frame. For instance, under
the source-driven BSE selection strategy, the source could ap-
ply the instantaneous blocklength allocation after receiving the
instantaneous CSI. On the other hand, under the relay-driven
strategy, the source does not have instantaneous CSI. Hence, the
instantaneous blocklength allocation is required to be applied at
the relay group (a leader relay), and the allocation decision needs
to be reported to the source (with a certain overhead) before the
broadcast phase.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we present simulation and numerical results to
support our findings. We first validate our performance models
by simulations. In addition to that, we evaluate the BSR network
performance under both the source-driven, as well as the relay-
driven strategies. In particular, both the FBL achievable perfor-
mance results and the practical PCs results are provided. For
the simulation and numerical analysis, we consider a low SNR
scenario, thus motivating the application of relays to enhance

Fig. 4. The expected overall error probability of an instantaneous frame is
convex in blocklength m1 in the reliable region, e.g., when the error probability
is lower than 0.1. In the analysis, we set J = 5.

transmission reliability. The average received SNR at each link
is assumed to be 5 dB. In addition, we set a unit average channel
gain for all links, while assuming that all links experience inde-
pendent and identically distributed (i.i.d.) Rayleigh quasi-static
fading. As a default setup, we set the number of relays to J = 5,
where we vary this setup in Fig. 6 and Fig. 8. Finally, the packet
size is set to 96 bits, while the total blocklength for the two-hop
data transmission is set to M = 412.

Fig. 4 illustrates the impact of blocklength allocation on
the expected reliability performance within a frame. Both the
source-driven (SD) and the relay-driven (RD) selection strate-
gies are investigated. First of all, we observe a very close match
between the simulations and the proposed analytical models,
which confirms the accuracy of the derived reliability bounds.
In addition to that, as expected, the error probability in the IBL
regime is zero when the IBL throughput of the two-hop trans-
mission is higher than the packet size, and switches to one when
the condition does not hold. At the same time, all FBL relia-
bilities are convex in the blocklength m1 in the reliable regime,
which indicates that the employed approximations in both (23)
and (28) is appropriate. Moreover, the relay-driven strategy pro-
vides a better reliability performance than the source-driven one,
confirming our analytical characterization given in Lemma 2.

To illuminate the achievable reliabilities of the two strategies,
we change the y-axis scale of Fig. 4 from linear to logarithmic
and only provide the FBL results in Fig. 5 (where the IBL curves
with value 0 cannot be shown in the logarithmic scale). From
the figure, we observe more clearly that the relay-driven selec-
tion strategy introduces a (4 orders of magnitude) lower error
probability in comparison to the source-driven one. More inter-
estingly, the optimal reliabilities of the two strategies are attained
at different blocklength allocations, where the relay-driven strat-
egy prefers a relatively short blocklength for the backhaul link.
Finally, recall that the analytical results of the relay-driven se-
lection strategy are obtained based on the approximation in (28).
The close match between the simulation and analytical results of



7638 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 68, NO. 8, AUGUST 2019

Fig. 5. The expected overall error probability of an instantaneous frame in
logarithmic scales. In the analysis, we set J = 5.

Fig. 6. The expected number of active relays in an instantaneous frame is
increasing in blocklength m1.

the relay-driven strategy confirms that the approximation in (28)
is tight for a reliable transmission scenario.

Next, we study the relationship between the active relay num-
ber and the blocklength allocation.

As shown in Fig. 6, for all the setups of the total number of
relays deployed in the system, the expected number of active
relays in a transmission frame is increasing in the blocklength
of the backhaul link, which confirms our analytical result in
Lemma 1. Finally, the simulation results again match well with
our analytical results for all scenarios with different number of
deployed relays.

To assess the validity of these findings with respect to practical
application scenarios, we employ the rate-compatible code C
obtained by puncturing PCs as described in Sections II-C and
III-D. We obtain bounds for the performance of the codes Ct ∈ C

Fig. 7. The expected overall error probability in an instantaneous frame: An-
alytical FBL bounds and simulation results for PCs with SC and SCL decoding.
In the analysis, we set J = 5.

under SC decoding via DE, and provide them alongside the FBL
performance bounds for both relay selection strategies in Fig. 7.
Furthermore, in the same plot, we give simulation results for
the codes Ct ∈ C under both SC decoding, as well as cyclic
redundancy check (CRC)-aided SCL decoding, using a CRC
with generator polynomial g(x) = x7 + x3 + 1 as an outer code
of length 7 and a list size of 16. Note that for a fair comparison,
the inner codes which are punctured PCs are of dimension K ′ =
K + 7 = 103 to accommodate for the CRC.

We observe SC decoding results, which, albeit matching the
bounds obtained via DE, do not facilitate competitive system
performance in terms of overall error probability with respect
to the FBL bounds provided. On the other hand, the CRC-aided
SCL decoder helps to achieve a system performance quite close
to the analytical FBL bounds. In addition to that, we observe
that for both relay selection strategies, the simulation results
for the channel coding system employed here exhibit the same
characteristics such as convexity as the corresponding analyti-
cal bounds. More importantly, the results indicate that optimal
blocklength allocation based on the analytical bounds does pro-
vide reasonable design guidelines for systems relying on prac-
tical codes, e.g., on PCs. In particular, the optimal blocklength
allocation choices based on the FBL bound are also promising
for PCs, especially when the practical codes have excellent re-
liability performance.

So far, we have validated our analytical model, where in par-
ticular the instantaneous achievable reliability can be optimized
via blocklength allocation. By applying the optimal blocklength
allocation per frame, the average (over fading) of the achiev-
able reliability can be obtained. We present the results in Fig. 8,
where we vary the number of relays deployed in the network.

Most prominently, we observe again a good match between
the simulation and analytical results. Secondly, as expected, the
source-driven and relay-driven selection strategies have the same
performance when the system has only one relay. The reliability



HU et al.: MULTI-RELAY-ASSISTED LOW-LATENCY HIGH-RELIABILITY COMMUNICATIONS WITH BEST SINGLE RELAY SELECTION 7639

Fig. 8. The average achievable overall error probability (over channel fading).
In the figure, we vary the number of relays J from 1 to 15. Note that the results in
the figure are numerical, i.e., obtained from our analytical model. The FBL and
PC curves are obtained based on the validated analytical bound, i.e., analytical
results, while the SCL PCs curves (PCs under CRC-aided SCL decoding) are
simulation results.

Fig. 9. The average achievable overall error probability (over channel fading)
at different average SNRs. In this figure, we set J = 5. The FBL and PCs curves
are obtained based on the validated analytical bound, i.e., analytical results,
while the SCL PCs curves (PCs under CRC-aided SCL decoding) are simulation
results.

performance of all cases improves as more relays are deployed.
In particular, the relay-driven strategy benefits more significantly
than the source-driven strategy, i.e., curves of the source-driven
strategy are relatively flat. However, as we add more relays to
the system, the reliability enhancement by deploying more re-
lays becomes less significant. For the design of low-latency short
blocklength systems, this result suggests a certain cluster size
of nodes acting as relay candidates. Furthermore, we again ob-
serve that the simulation results for punctured PCs under both
decoders have characteristics (e.g., flatness of either the source-
driven strategy, or the relay-driven strategy, and the performance
difference between the two strategies) similar to the correspond-
ing FBL bounds.

Finally, we evaluate the average achievable reliability while
considering different average channel qualities. As shown in
Fig. 9, the error probabilities are decreasing in the average SNR
of all links. In particular, for the relay-driven strategy they de-
crease more rapidly compared to the source-driven one. In ad-
dition, the gap between the two strategies of either the PC or
FBL case becomes more significant as the channels get bet-
ter. However, when SCL decoding is employed, for both strate-
gies performance close to the analytical FBL optimum may be
achieved.

VI. CONCLUSION

We have characterized the achievable FBL performance
bounds for a BSR network and illustrated it employing PCs as an
example of a low-complexity coding system which greatly prof-
its from BSR-induced diversity gains. Both the source-driven
and the relay-driven BSR selection strategies have been studied.
In particular, we have proved that the two BSR strategies have
the same performance in the IBL regime, while the relay-driven
strategy is significantly more reliable than the source-driven one
in the FBL regime. This confirms the importance and necessity
of the study presented in this work. Moreover, following the
derived performance model, we have investigated the achiev-
able reliability via an optimal efficient blocklength allocation
for the network under both the source-driven and relay-driven
BSR selection strategies.

The appropriateness of the proposed analytical model, i.e., the
FBL and PC bounds as well as the proposed lemmas, is validated
by simulations. In addition, we have evaluated the BSR networks
under both the relay-driven and source-driven BSR selection
strategies. It was shown that the relay-driven strategy provides
significantly more reliable transmissions than the source-driven
one. In addition, the relay-driven strategy benefits more signif-
icantly from deploying additional relays or having better chan-
nel qualities. In our simulations, we have provided the results for
general FBL codes according to Polyanskiy’s model and we also
applied PCs under SC and SCL decoding. We have observed that
SCL decoding helps PCs to offer a competitive reliability per-
formance in comparison to the FBL bound. More importantly,
although the performances of applying practical PCs are lower
than that in the general FBL model, their reliability behaviors
in terms of blocklength allocation are very similar. In particu-
lar, the above relationship between the relay-driven and source-
driven BSR selection strategies holds for the PC cases as well as
the FBL case. Moreover, the optimal design based on the FBL
model holds also for the scenario with a practical FBL coding
scheme.

APPENDIX A
PROOF OF LEMMA 1

According to (5), we have P(γ, D
m ,m) =

Q(
√
mlog2(1+γ)− D√

m√
1− 1

(γ+1)2

). Let φ = (1 − 1
(γ+1)2 )

− 1
2 . φ is a posi-

tive constant with respect to m. In addition, let t =
√
m. Then,
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we obtain

P (γ, r, t) = Q
(
φtlog2 (1 + γ)− φDt−1

)
, (31)

and the corresponding first order derivative with respect to t

∂P (γ, r, t)

∂t

= − φ√
2π

e−
[φtlog2(1+γ)−φDt−1]

2

2
[
log2 (1 + γ) +Dt−2

] ≤ 0.

(32)

We have ∂P (γ,r,t)
∂t ≤ 0 as φ is positive. We can fur-

ther show that ∂P
∂m = ∂P

∂t
∂t
∂m = 1

2
∂P
∂t m

− 1
2 ≤ 0. Note that

εS,j = P(γS,j ,
D
m1

,m1). Considering ∂E[na]
∂m1

= −∑J
j=1

∂εS,j
∂m1

,

we therefore conclude ∂E[na]
∂m1

≥ 0. In other words, E[na] is in-
creasing in m1.

APPENDIX B
PROOF OF LEMMA 2

We prove the lemma by distinguishing the following 3 cases:
� Case 1: The relay selected by the source-driven strategy de-

codes the data packet successfully and at the same time this
relay has the highest channel gain of the relay-destination
link than other relays in the active relay set. In this case, the
relay-driven strategy selects the same relay as the source-
driven one, i.e., results in the same reliability.

� Case 2: The relay selected by the source-driven strategy
decodes the data packet successfully but this relay is not the
one with the highest channel gain (of the relay-destination
link). Then, the relay-driven strategy selects a relay with a
stronger second hop and therefore leads to a lower overall
error probability.

� Case 3: The relay selected by the source-driven strategy de-
codes the data packet incorrectly. The source-driven strat-
egy has an error probability of 1. At the same time, the
relay-driven strategy definitely has a lower error probabil-
ity as long as the active relay set is not empty.

Note that the probabilities of Case 2 and Case 3 definitely have
positive values. Hence, the error probability of the relay-driven
strategy is lower than that of the source-driven one.

∂2P (γ, r, t)

∂t2
=

2Dt−3φ√
2π

e−
[φtlog2(1+γ)−φDt−1]

2

2

+
φ3

√
2π

e−
[φtlog2(1+γ)−φDt−1]

2

2

× [
tlog2 (1+γ)−Dt−1

][
log2(1+γ) +Dt−2

]2
.

(33)

APPENDIX C
PROOF OF LEMMA 3

We prove Lemma 3 by contradiction. We first assume that
there exists an optimal solution (m′

1,m
′
2) satisfying the con-

straint with strict inequality, i.e., M − (m′
1 +m′

2) = n > 0.
The relay j is selected as the optimal relay. Hence, the
optimal reliability with this solution is εSD (m′_1,m′_2) =
εtot,j (m

′_1,m′_2). On the other hand, we can find another

feasible solution (m′′
1 = m′

1,m
′′
2 = m′

2 + n). Recall that in the
proof of Lemma 1, we have shown that ∂P

∂m ≤ 0. Hence, ∀j ∈ J
we conclude that εS,j = P(γS,j ,

D
m1

,m1) is decreasing inm1 but

constant in m2 and that εj,D = P(γj,D,
D
m2

,m2) is decreasing
in m2 but constant in m1. In comparison to the assumed optimal
m′

1 and m′
2, the solution (m′′

1 ,m
′′
2) does not change the value

of εS,j but results in a lower value of εj,D for each j ∈ J . Ac-
cording to (15), the solution (m′′

1 ,m
′′
2) leads to a lower value of

εtot,j , i.e., the assumption that (m′
1,m

′
2) is the optimal solution

of the problem in (22) is violated.

APPENDIX D
PROOF OF LEMMA 4

According to (32), we have the second order derivative of P
with respect to t, given by (33).

Recall that we consider an ultra-reliable scenario, where
the error probability of a transmission is lower than 0.5.
Hence, we have P (γ, r, t) = Q

(
φtlog2 (1 + γ)− φDt−1

)
<

0.5 ⇒ tlog2 (1 + γ)−Dt−1 > 0. Therefore, ∂2P
∂t2 ≥ 0 holds. In

addition, as t = m
1
2 , it is easy to show ∂t

∂m = 1
2m

− 1
2 and ∂2t

∂m2 =

− 1
4m

− 3
2 .

Recall that it has been shown in (32) that ∂P
∂t ≤ 0. Then, we

obtain

∂2P
∂m2

=
∂2P
∂t2︸︷︷︸
≥0

(
∂t

∂m

)2

+
∂P
∂t︸︷︷︸
≤0

∂2t

∂m2︸ ︷︷ ︸
≤0

≥ 0. (34)

Note that fj(m1,m2) = εS,j + εj,D = P(γS,j ,
D
m1

,m1) + P
(γj,D,

D
m2

,m2). According to (34), the Hessian matrix of
fj(m1,m2) with respect to (m1,m2) is positive semi-definite:

Hj =

⎛
⎝

∂2fj
∂m2

1

∂2fj
∂m1∂m2

∂2fj
∂m2∂m1

∂2fj
∂m2

2

⎞
⎠

=

⎛
⎜⎝

∂2P
(
γS,j ,

D
m1

,m1

)

∂m2
1

0

0
∂2P

(
γD,j ,

D
m2

,m2

)

∂m2
2

⎞
⎟⎠ ≥ 0.

(35)

Thus, fj(m1,m2) is convex in (m1,m2) for all j ∈ J .

APPENDIX E
PROOF OF LEMMA 5

Lemma 5 can also be proved by contradiction. Similar to the
proof of Lemma 3, we first assume that there exists an optimal
solution (m′

1,m
′
2) satisfying the constraint with strict inequal-

ity, i.e.,M − (m′
1 +m′

2) = n > 0, and find another feasible so-
lution (m′′

1 = m′
1,m

′′
2 = m′

2 + n). Recall that ∂P
∂m ≤ 0. Hence,

∀j ∈ J ◦ we conclude that
∏j−1

k=0 εS,k =
∏j−1

k=0 P(γS,k,
D
m1

,m1)
is decreasing in m1 but constant in m2 and that εj,D =
P(γj,D,

D
m2

,m2) is decreasing in m2 but constant in m1.
In comparison to the assumed optimalm′

1 andm′
2, the solution

(m′′
1 ,m

′′
2) does not change the value of

∏j−1
k=0 εS,k but results

in lower values for all εj,D, j ∈ J ◦. Hence, a lower value of∑
j∈J ◦ εj,D

∏j−1
k=0 εS,k is introduced by the solution (m′′

1 ,m
′′
2),
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i.e., the assumption that (m′
1,m

′
2) is the optimal solution of

the problem in (29) is violated. Therefore, we conclude that
m1 +m2 = M is always guaranteed in the optimal solution of
the optimization problem given in (29).

APPENDIX F
PROOF OF LEMMA 6

According to (34), we have ∂2P
∂m2 ≥ 0. Hence, εj,D is convex

in m2 and εS,k is convex in m1. According to Lemma 5, we have
m2 = M −m1. Then, ∂m2

∂m1
= −1 and ∂2m2

∂m1
2 = 0 hold. Hence,

we have ∂2εj,D
∂m1

2 =
∂2εj,D
∂m2

2 (
∂m2
∂m1

)2 +
∂εj,D
∂m2

∂2m2
∂m1

2 =
∂2εj,D
∂m2

2 . In other

words, εj,D is also convex inm2. Then, εj,D
∏j−1

k=0 εS,k becomes
actually a product of non-negative convex functions.

In the following, we prove that the product of non-
negative convex functions P1(m2) and P2(m2), given by
G(m2) = P1(m2)P2(m2), is also a non-negative convex func-
tion. Define λ ∈ [0, 1] and consider two points m′

2 ≥ m′′
2

in the feasible set. As P1(m2) and P2(m2) are convex
functions, we have: P1 (λm

′
2 + (1 − λ)m′′

2) ≤ λP1 (m
′
2) +

(1 − λ)P1 (m
′′
2) and P2 (λm

′
2 + (1 − λ)m′′

2) ≤ λP2 (m
′
2) +

(1 − λ)P2 (m
′′
2). Therefore, we have

G (λm′
2 + (1 − λ)m′′

2)

= P1 (λm
′
2 + (1 − λ)m′′

2)P2 (λm
′
2 + (1 − λ)m′′

2)

≤ [λP1(m
′
2)+(1−λ)P1(m

′′
2)] [λP2(m

′
2)+(1−λ)P2(m

′′
2)]

Hence, G(m2) is convex in m2 as

λG (m′
2) + (1 − λ)G (m′′

2)− G (λm′
2 + (1 − λ)m′′

2)

≥ λG (m′
2) + (1 − λ)G (m′′

2)

− [λP1 (m
′
2)+(1−λ)P1(m

′′
2)] [λP2(m

′
2)+(1−λ)P2(m

′′
2)]

= λ (1 − λ) (P1 (m
′
2)− P1 (m

′′
2)) (P2 (m

′
2)−P2 (m

′′
2)) ≥ 0.

By iteratively applying this result, the convexity of
εj,D

∏j−1
k=0 εS,k can be determined. Finally, the sum of convex

functions is also convex, i.e., the objective of the problem in (30)
is convex.
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