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a b s t r a c t 

We study a coordinated serial-batching scheduling problem that features deteriorating jobs, financial bud- 

get, resource constraints, resource-dependent processing times, setup times, and multiple manufacturers 

simultaneously. A unique feature but also a significant challenge in this problem is the dual constraints on 

resources, i.e., financial budget and resource quantity. Some key structural properties are first identified 

for the setting where the jobs and resources are already assigned to each manufacturer, which enables us 

to develop the optimal resource allocation scheme. Then, a polynomial-time scheduling rule is proposed 

to search for the optimal solution for each manufacturer in this setting. Then, a hybrid BA-VNS algorithm 

combining Bat algorithm (BA) and variable neighborhood search (VNS) is proposed to tackle the studied 

problem, and the optimal scheduling rule is implemented in its encoding procedure. Finally, computa- 

tional experiments are conducted to test the performance of the proposed algorithm, and the efficiency 

and improvements are compared with those of BA, VNS, and Particle Swarm Optimization (PSO), with 

respect to convergence speed as well as computational stability. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

The batch scheduling problems exist in many practical manu-

acturing scenarios, which constitute a significant research area in

cheduling and have captured the attention of many researchers

see [1,2] ). In this paper, a coordinated serial-batching scheduling

roblem is studied, characterized by deteriorating jobs, resource

onstraints, resource-dependent processing times, setup times, and

ultiple manufacturers simultaneously. In particular, dual resource

onstraints are considered, specifically, on the quantity of the ac-

ual resources and the costs of financial resources. This problem

as significant practice relevance. In a typical manufacturing in-

ustry, increasing peer competition and cost pressure bring higher

equirements on production efficiency. Many enterprises operate

argely with resource limits, meanwhile struggling to reduce pro-

uction time. In view of this, how to effectively schedule the pro-

uction process under limited resources is a problem of great in-
� This manuscript was processed by Associate Editor AE Prokopyev. 
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erests and significance. Furthermore, considering the actual pro-

uction scenario, some important features, e.g., deteriorating effect

nd batch processing, should be taken into account. However, to

he best of our knowledge, rare study has investigated this type of

roblems up to now. 

Financial constraint or financial budget is a common prob-

em in many practical production scenarios (see, e.g., [3–7] ). This

et of problems considers the constraints on basically immate-

ial resources (i.e., money) consumed by actual non-renewable re-

ources (e.g., fuel, materials, etc.) for processing jobs. These finan-

ial resources mainly contribute to improving managerial decision-

aking by providing more profits that can be easily calculated

8] . By extending the classical scheduling problems to the finan-

ial constraints setting, some researchers have conducted specific

tudies in the last decade [9,10] . On the other hand, production

esource constraint is another inevitable issue that should also be

onsidered in manufacturing process, given that resources cannot

e unlimitedly increased. It should be noted here that in most

ases, job processing times are related to the quantity of resources,

nd thus the production speed and effectiveness can be enhanced

hrough increase in resources [11] . 

Thus, here comes the problem, i.e., how to find an optimal

chedule of the jobs considering resource amount constraint and

https://doi.org/10.1016/j.omega.2017.12.003
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financial budget for the resource, which are closely correlated with

each other. Some related studies can be found in [12–15] etc.

Specifically, recent research has achieved substantial improvements

under the financial and resource allocation constraints when jobs

are processed in a general way. However, more particular and

practical scheduling problems considering batch processing way,

known as batch scheduling problem, as well as the financial bud-

get and resource constraint are rarely explored. In this paper, we

consider these conditions simultaneously for the first time. The

mixed features make our studied scheduling problem much more

complicated than the general processing way setting. 

The batch scheduling problems, mostly under two different pro-

cessing patterns, i.e., parallel-batching and serial-batching (see, for

example [16,17] ), have been investigated extensively considering a

variety of settings and features. Particularly, in real-world situa-

tions the job processing times always fluctuate. For example, due

to the decreasing of the machine performance or other reasons,

some additional time is required for processing the job, which

is known as the effect of job deterioration [18,19] . The schedul-

ing problems involving the deteriorating jobs are first proposed

by Gupta and Gupta [20] . Since then, the deteriorating effect con-

sidering different jobs processing ways has aroused increasing at-

tention. Detailed illustrations can be found in [21–24] . For solv-

ing the batching scheduling problems, some metaheuristics have

been developed in recent studies. Shahvari and Logendran provide

an efficient meta-heuristic algorithm based on tabu search with

multi-level diversification and multi-tabu structure, which moves

back and forth between batching and scheduling phases [25] . Ar-

bib et al. propose a tabu-search algorithm exploring batch out-

put sequences [26] . Besides, the improved genetic algorithms are

also developed in some batching scheduling problems. Vallada and

Ruiz present a genetic algorithm for the unrelated parallel machine

scheduling problem in which machine and job sequence depen-

dent setup times are considered [27] . Francisco and Pedro propose

three genetic algorithms with different types of crossovers to solve

the short-term scheduling problem of batch processes [28] . 

More specifically, the scheduling problems incorporating learn-

ing/deteriorating effect have already been studied, with the con-

straints on financial budget and actual resources’ quantity [29,30] .

Lately, the considerations on resource-dependent processing times,

including learning/deteriorating effect, provide important insights

into the properties of batch-scheduling problem [31 , 32] . To best

deploy the scheduling practices, relevant algorithms have been

developed [33 , 34] , including some important heuristic algorithms

proposed by Gafarov et al. [3] , Wang and Wang [31] , Zhu et al.

[32] , and He et al. [34] . In addition to the studies mentioned

above, researchers also pay attention to the resource scheduling

problems related to assignment problems (e.g., [33] ). Some re-

searchers provide polynomial time algorithms to solve the schedul-

ing problems considering deteriorating effect. Even with the intro-

duction of time-dependent deterioration to job processing times,

the single-machine makespan minimization problem remains poly-

nomial solvable, see [35–38] . In real production, the deteriorating

effect exists when machine efficiency decreases during continuous

processing. 

However, there is limited existing research on practical schedul-

ing problems combining learning/deteriorating effect, resource-

dependent processing times, financial budget, and batch process-

ing way simultaneously. Thus, this paper contributes to building

a bridge between the serial-batching scheduling and practically

significant constraints as well as to optimize the makespan. In

the past research, we have already studied some similar problems

[23,39–44] . In this paper we focus on exploring serial-batching

scheduling problem associated with deteriorating jobs, financial

budget, and resource constraint simultaneously, making it differ-

entiated from our previous research. Some structural properties as
ell as a novel hybrid BA-VNS algorithm are proposed to solve this

roblem, which differs greatly from [41] and [43] . The comparisons

f existing literatures and current study are shown in Table 1 . 

The main contributions of this paper can be summarized as fol-

ows: 

(1) A coordinated serial-batching scheduling problem that fea-

tures deteriorating jobs, resource constraints, resource-

dependent processing times, setup times, and multiple man-

ufacturers is investigated. Specifically, we incorporate a

unique feature into this problem, which makes it much more

challenging, i.e., the dual constraints of resource on financial

budget and resource quantity. 

(2) Under the specific situation that the jobs and resources are

pre-assigned to each manufacturer, we first identify some

key structural properties, based on which an optimal re-

source allocation scheme is developed. Then, a polynomial-

time optimal scheduling rule is proposed for each manufac-

turer in such situation. 

(3) For the general situation, an effective hybrid BA-VNS al-

gorithm which combines Bat Algorithm (BA) and Variable

Neighborhood Search (VNS) is proposed to tackle the studied

problem, and the optimal scheduling rule is implemented in

its encoding procedure. 

The remainder of this paper is organized as follows: the no-

ations and problem statement are illustrated in Section 2 . Some

tructural properties and the scheduling rule of the proposed prob-

em are derived in Section 3 . In Section 4 , a hybrid BA-VNS algo-

ithm combining with the proposed optimal algorithms is devel-

ped to solve the problem, and some computational experiments

re conducted to testify its performance. We conclude this paper

nd give some future research directions in Section 5 . 

. Notations and problem statement 

The notations used throughout this paper are given in Table 2 . 

The considered problem can be formally described as follows.

here is a set of N independent and non-preemptive jobs to be

rocessed on the serial-batching machines in q manufacturers.

ach manufacturer has a single serial-batching machine, and they

ooperate to finish the production task. All the jobs are first as-

igned and then processed in each manufacturer. The framework

f the studied problem is shown in Fig. 1 . 

All the jobs and machines are available at time t 0 , and these

obs are processed in the way of serial batches such that jobs

ithin the same batch are processed one after another in a serial

ashion [45] . The number of jobs in each batch cannot exceed the

achine capacity c . We follow the resource-dependent processing

ime model with the deteriorating jobs as proposed by Wei et al.

46] and Wang and Wang [47] , and further extend this model into

he setting of serial-batching production way. 

p [ i ] = a i + bt − θu i , i = 1 , 2 , . . . , N 

here a i > 0 is the normal processing time of J i , b ( > 0) is the de-

eriorating rate of all jobs, θ ( > 0) is the resource’s compression

ate of all jobs’ processing time, and u i is the amount of a non-

enewable resource allocated to job J i with 0 ≤ u i ≤ a i 
θ

. 

Dual constraints of the resource are considered. The first con-

traint is that the total amount of the non-renewable manufac-

uring resource for all manufacturers is limited, that is, 
∑ N 

i =1 u i ≤
, and the second one limits the financial budget on the non-

enewable manufacturing resources for each manufacturer, i.e.,

U g ≤ B g . 

The batches’ setup time is required before processing each

atch, and it is defined as follows: 

 = μt 
k 
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Table 1 

Comparisons of our previous work, existing literatures and current study. 

Publication Effect Setup time Objective Jobs processing Algorithm Constraints 

LE DE FC RC 

Pei et al. [23] 
√ 

TD C max Serial-batching Heuristic algorithm – –

Pei et al. [39] 
√ 

TD C max ; 
n ∑ 

i =1 

C i ; Serial-batching Heuristic algorithm – –

Pei et al. [40] 
√ √ 

TD C max ; 
n ∑ 

i =1 

U i ; E max Serial-batching Heuristic algorithm – –

Fan et al. [41] 
√ √ 

– C max Serial-batching Heuristic algorithm and VNS-ASHLO – –

Pei et al. [42] 
√ 

TD C max ; 
n ∑ 

i =1 

U i ; 
n ∑ 

i =1 

C i Serial-batching Heuristic algorithm – –

Pei et al. [43] 
√ 

TD E max ; 
n ∑ 

i =1 

U i Serial-batching Heuristic algorithm and VNS-GSA – –

Pei et al. [44] 
√ 

TD C max Serial-batching Heuristic algorithm and GSA-TS –

Gafarov et al. [3] – TD �T j General processing Heuristic algorithm 

√ 

Wang and Wang [31] 
√ 

– d ∗ , u ∗ , f ( d, u , π ) General processing Heuristic algorithm 

√ 

Zhu et al. [32] 
√ 

A cost function Group processing Heuristic algorithm 

√ 

Wei et al. [33] 
√ 

– A cost function General processing ASS 
√ 

He et al . [34] 
√ 

– A cost function General processing Heuristic algorithm 

√ 

Current study 
√ 

TD C max Serial-batching Heuristic algorithm and BA-VNS 
√ √ 

Note: C max denotes makespan, 
∑ n 

i =1 C i denotes total completion time, 
∑ n 

i =1 U i denotes number of delayed jobs, E max denotes maximum earliness, �T j denotes 

total tardiness, and d and u denote due date and resources amount. LE and DE denote learning effect and deteriorating effect respectively, TD denotes time- 

dependent setup time, and FC and RC denote financial constraint and resource constraint, respectively. 

Table 2 

Notations. 

Notation Definition 

N The number of jobs 

q The number of manufacturers 

J i Job i , i = 1 , 2 , . . . , n 

M g The serial-batching machine in the g th manufacturer, g = 1 , 2 , . . . , q 

N g The number of jobs processed on M g , g = 1 , 2 , . . . , q 

U The total amount of a non-renewable resource 

b The deteriorating rate of all jobs 

a i The normal processing time of J i , i = 1 , 2 , . . . , N

θ The resource’s compression rate of all jobs’ processing time 

u i The amount of a non-renewable resource allocated to job J i , 0 ≤ u i ≤ a i 
θ

, i = 1 , 2 , . . . , N

U g The total amount of a non-renewable resource allocated to M g , g = 1 , 2 , . . . , q , i.e., 
q ∑ 

g=1 

U g = U . 

ω The unit cost of the non-renewable resource 

p [ i ] The actual processing time of J i , i = 1 , 2 , . . . , N

m The number of batches 

m g The number of batches on M g , g = 1 , 2 , . . . , q 

b gk The k th batch processed on M g , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

n gk The number of jobs in b gk , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

μ The deteriorating rate of batches’ setup time 

s gk The setup time of b gk , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

c The capacity of the batching machine 

B g The financial resource budget for the g th manufacturer, g = 1 , 2 , . . . , q 

S ( b gk ) The starting time of b gk , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

C ( b gk ) The completion time of b gk , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

P ( b gk ) The actual processing time of b gk , k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q 

x igkr 1, if J i is assigned in the r th position of b gk ; 0, otherwise, k = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q , r = 1 , 2 , . . . , n gk 

C j max The maximum completion time of jobs on M g , g = 1 , 2 , . . . , m 

C max The makespan 
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here μ is the deteriorating rate of batches’ setup time, and t is

he starting time of processing any batch. 

For the studied problem, the following decisions should be

ade: 

(i) how to assign all jobs on the serial-batching machine of

each manufacturer for processing, 

(ii) how to assign the resources to each jobs subject to dual con-

straints of the resource, i.e., the total quantity of resources

and financial budget for the resource, 

(iii) how to break the assigned jobs into jobs batches on each

machine, 

(iv) how to sequence the jobs in each batch, and finally 
(v) how to sequence the batches on each machine, 
ith the overall objective to minimize the maximum completion

ime of all jobs on each machine. 

In the following sections, we first investigate the structural

roperties of the problem given that the resources have been as-

igned to each manufacturer, under which circumstance we pro-

ose a scheduling rule for each manufacturer. Based on the struc-

ural properties and the scheduling rule, an effective hybrid BA-

NS algorithm which integrates Bat algorithm with Variable Neigh-

orhood Search is developed to solve the studied problem. Accord-

ng to the three-field notation schema α| β| γ introduced by Gra-

am et al. [48] , the studied problem in this paper is denoted as

 | s − batch, p [ i ] = a i + bt − θu i , F B | C max . 
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Fig. 1. The framework of the scheduling problem. 
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3. The structural properties and the scheduling rule 

In this section, the completion time of each batch in a certain

manufacturer is derived, and we further use it in the studied prob-

lem. Then, we investigate the structural properties of resource al-

location, jobs batching and batches sequencing given that the re-

source has been assigned to each manufacturer. 

Proposition 1. For any given schedule π = ( b 11 , b 12 , . . . ,

b l f , . . . , b q m g ) , the completion time of b lf in schedule π is 

 

(
b l f 

)
= t 0 ( 1 + μ) 

f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f−k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr (3.1)

where l = 1 , 2 , . . . , g, f = 1 , 2 , . . . , m l . 

Proof. This lemma can be proved by the mathematical induction

based on the number of batches. First, for f = 1 , we have 

 ( b l1 ) = s 11 + 

n 11 ∑ 

r=1 

N ∑ 

i =1 

p [ i ] x il1 r = t 0 ( 1 + μ) ( 1 + b ) 
n l1 

+ 

n l1 ∑ 

r=1 

( 1 + b ) 
n l1 −r 

N ∑ 

i =1 

( a i − θu i ) x i 11 r . 

Thus, Eq. (3.1) holds for f = 1 . Suppose for all 2 ≤ f ≤ m l − 1 ,

Eq. (3.1) is satisfied. We have 

 

(
b l f 

)
= t 0 ( 1 + μ) 

f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f−k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr . 
o  
Then, for the ( f + 1 ) th batch b l( f+1 ) , 

 

(
b l ( f+1 ) 

)
= C 

(
b l f 

)
( 1 + μ) + 

∑ f+1 

k =1 
n lk ∑ 

r=1+ ∑ f 

k =1 
n lk 

p [ r ] 

= ( 1 + μ) 

[ 

t 0 ( 1 + μ) 
f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f−k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr 

] 

+ 

n l ( f+1 ) ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ f 

d=1 
n ld −r 

N ∑ 

i =1 

( a i − θu i ) x il ( f+1 ) r 

= t 0 ( 1 + μ) 
f+1 

( 1 + b ) 
∑ f+1 

k =1 
n lk + 

f+1 ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr . 

Thus, Eq. (3.1) holds for C( b l( f+1 ) ) , and the lemma is proved. �

Based on the above result of Proposition 1 , we further investi-

ate the following properties on the argument of jobs number in

ll batches and the number of batches. 

roposition 2. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B |
 max , it should be n gk ≤ n g( k +1 ) for all batches processed on a certain

achine M g , where k = 1 , 2 , . . . , m g − 1 , g = 1 , 2 , . . . , q . 

roof. Here we assume that π ∗
g and π g are an optimal sched-

le and a job schedule on a certain machine M g , respectively.

he difference between these two schedules is the transferring

f a job J u from b lf to b l( f+1 ) ( f = 1 , 2 , . . . , m l − 1 , l = 1 , 2 , . . . , q ) ,
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nd J u is assigned to the last position of b lf in the op-

imal schedule π ∗
g . That is, π ∗

g = ( W 1 , b l f , b l( f+1 ) , W 2 ) , πg =
( W 1 , ( b l f / { J u } ) , ( b l( f+1 ) ∪ { J u } ) , W 2 ) , where n lf ≥ 2, W 1 and W 2 rep-

esent two partial sequences, and W 1 or W 2 may be empty. J u is

he last one in b lf and then updated to the last one in b l( f+1 ) . 

For π ∗
g , the completion time of b l( f+1 ) is 

 

(
b l ( f+1 ) 

(
π ∗

g 

))
= t 0 ( 1 + μ) 

f+1 
( 1 + b ) 

∑ f+1 

k =1 
n lk + 

f+1 ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr . 

Then, for π g , the completion time of b l( f+1 ) is 

 

(
b l ( f+1 ) ( πg ) 

)
= t 0 ( 1 + μ) 

f+1 
( 1 + b ) 

∑ f+1 

k =1 
n lk + 

f+1 ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr 

− ( 1 + μ) ( 1 + b ) 
n l ( f+1 ) ( a u − θu u ) + ( 1 + b ) 

n l ( f+1 ) 

× ( a u − θu u ) . 

Consequently, 

 

(
b l ( f+1 ) 

(
π ∗

g 

))
− C 

(
b l ( f+1 ) ( πg ) 

)
= ( 1 + μ) ( 1 + b ) 

n l ( f+1 ) ( a u − θu u ) − ( 1 + b ) 
n l ( f+1 ) ( a u − θu u ) 

= μ( 1 + b ) 
n l ( f+1 ) ( a u − θu u ) . 

It can be derived that C( b l( f+1 ) ( π
∗
g ) ) > C( b l( f+1 ) ( πg ) ) , which

onflicts with the optimal solution. Thus, we can keep transferring

he last job from b lf to b l( f+1 ) until n gk ≤ n g( k +1 ) . The proof is com-

leted. �

Based on Proposition 2 and the transferring operations of jobs,

he following lemma can be further obtained. 

roposition 3. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B |
 max , there should be � N g c � batches in the gth manufacturer

( g = 1 , 2 , . . . , q ) and all batches are full of jobs except possibly the

rst batch for the batches processed in any manufacturer in the opti-

al schedule. 

Next, we analyze the properties for the assigned resource for all

obs. 

roposition 4. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B |
 max , there exits an optimal solution which should be u v ≤
in { u u , a v θ

} when J v is processed after J u in a certain manufacturer. 

This proof can be also completed by the transferring operations

f the resource, and we omit it. 

Based on the result of Proposition 4 , the following property on

esource allocation can be further obtained. 

roposition 5. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B |
 max , if all jobs and resource have been assigned in the man-

facturers, then there exits an optimal solution where u v =
in { U g −

∑ f−1 

k =1 

∑ n gk 

r=1 

∑ N 
i =1 x igkr u i −

∑ d−1 
r=1 

∑ N 
i =1 x ig f r u i , 

a i 
θ
} when J v is

n the dth position of b gf on M g , f = 1 , 2 , . . . , m g , g = 1 , 2 , . . . , q . 

Then, combining the results of Propositions 4 and 5 , we further

nvestigate the properties of job sequencing and resource assign-

ent in any manufacturer. 

roposition 6. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B |
 max , if all jobs and resource have been assigned in the manufac-

urers, then there exits an optimal solution where all jobs in any
anufacturer should be sequenced in the non-decreasing order of a i 
( i = 1 , 2 , . . . , n ) . 

roof. We consider any two jobs in a manufacturer and then

wo cases need to be considered, where one case is that these

wo jobs are from the same batch, and the other one is that

hey are from different batches. Here we consider the first case,

nd assume that π ∗
g and π g are an optimal schedule and a job

chedule on a certain machine M g , respectively. The difference

f these two schedules is the pairwise interchange of these two

obs J u and J u +1 ( u = 1 , 2 , . . . , N i − 1 ) in the same batch, that is,
∗ = ( W 1 , J u , J u +1 , W 2 ) , π = ( W 1 , J u +1 , J u , W 2 ) , where J u , J u +1 ∈ b l f , J u 

nd J u +1 are in the r th and ( r + 1 ) th positions of b lf , n lf ≥ 2, r =
 , 2 , . . . , n l f − 1 , f = 1 , 2 , . . . , m l , l = 1 , 2 , . . . , q . W 1 and W 2 repre-

ent two partial sequences, and W 1 or W 2 may be empty. It is as-

umed that a u ≥ a u +1 . Then, there exist three cases, i.e., (a) u u = 0 ,

b) 0 < u u < 

a u 
θ

, and (c) u u = 

a u 
θ

. Based on Propostion 5, we can fur-

her derive that it should be (a) u u = 0 with u u +1 = 0 , (b) 0 < u u <
a u 
θ

with u u +1 = 0 , and (c) u u = 

a u 
θ

with 0 ≤ u u +1 ≤ a u +1 

θ
. Specially,

or case (b), there should be two subcases, i.e. (b-1) 0 < u u < 

a u 
θ

ith u u ≤ a u +1 

θ
and (b-2) 0 < u u < 

a u 
θ

with u u > 

a u +1 

θ
. We first in-

estigate subcase (b-1). 

For π ∗
g , the completion time of b lf is 

 

(
b l f 

(
π ∗

g 

))
= t 0 ( 1 + μ) 

f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr . 

Based on Proposition 5 , after the pairwise interchange of J u and

 u +1 in π g , the resource assigned on J u should be transferred to

 u +1 . Then, the updated resource for J u +1 is u ′ u +1 = u u , and the up-

ated resource for J u is u 
′ 
u = 0 . 

Then, for π g , the completion time of b lf is 

 

(
b l f ( πg ) 

)
= t 0 ( 1 + μ) 

f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 
∑ f+1 

d=1 
n ld −

∑ k −1 
d=1 n ld −r 

N ∑ 

i =1 

( a i − θu i ) x ilkr 

−
[
( 1 + b ) 

n l f −r 
]
( a u − θu u ) −

[
( 1 + b ) 

n l f −r−1 
]
a u +1 

+ 

[
( 1 + b ) 

n l f −r 
]
( a u +1 − θu u ) + 

[
( 1 + b ) 

n l f −r−1 
]
a u . 

Furthermore, 

 

(
b l f 

(
π ∗

g 

))
− C 

(
b l f ( πg ) 

)
= 

[
( 1 + b ) 

n l f −r 
]
( a u − θu u ) + 

[
( 1 + b ) 

n l f −r−1 
]
a u +1 

−
[
( 1 + b ) 

n l f −r 
]
( a u +1 − θu u ) 

[
( 1 + b ) 

n l f −r−1 
]
a u 

= 

[
( 1 + b ) 

n l f −r − ( 1 + b ) 
n l f −r−1 

]
[ ( a u − a u +1 ) ] > 0 . 

It can be derived that C( b l f ( π
∗
g ) ) > C( b l f ( πg ) ) , which conflicts

ith the optimal solution. Thus, J u should be processed after J u +1 

n subcase (b-1). 

Furthermore, we investigate subcase (b-2). 

The same result of C( b l f ( π
∗
g ) ) can be also obtained as subcase

b-1). Similarly, based on Proposition 5 , after the pairwise inter-

hange of J u and J u +1 in π g , the resource assigned on J u should be

ransferred to J u +1 . Then, the updated resource for J u +1 is u ′ 
u +1 

=
a u +1 

θ
, and the updated resource for J u is u 

′ 
u = u u − u ′ 

u +1 
= u u − a u +1 

θ
. 
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Fig. 2. Coding representation. 
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Then, for π g , the completion time of b lf is 

 

(
b l f ( πg ) 

)
= t 0 ( 1 + μ) 

f 
( 1 + b ) 

∑ f 

k =1 
n lk + 

f ∑ 

k =1 

( 1 + μ) 
f+1 −k 

×
n lk ∑ 

r=1 

( 1 + b ) 

f+1 ∑ 

d=1 

n ld −
k −1 ∑ 

d=1 

n ld −r 
N ∑ 

i =1 

( a i − θu i ) x ilkr 

−
[
( 1 + b ) 

n l f −r 
]
( a u − θu u ) −

[
( 1 + b ) 

n l f −r−1 
]
a u +1 

+ 

[
( 1 + b ) 

n l f −r 
](

a u +1 − θ · a u +1 

θ

)
+ 

[
( 1 + b ) 

n l f −r−1 
][ 

a u − θ
(

u u − a u +1 

θ

)] 
. 

Furthermore, 

 

(
b l f 

(
π ∗

g 

))
− C 

(
b l f ( πg ) 

)
= 

[
( 1 + b ) 

n l f −r 
]
( a u − θu u ) + 

[
( 1 + b ) 

n l f −r−1 
]
a u +1 

−
[
( 1 + b ) 

n l f −r 
](

a u +1 − θ · a u +1 

θ

)
−

[
( 1 + b ) 

n l f −r−1 
][ 

a u − θ
(

u u − a u +1 

θ

)] 
= 

[
( 1 + b ) 

n l f −r 
]
( a u − θu u ) + 

[
( 1 + b ) 

n l f −r−1 
]
a u +1 

−
[
( 1 + b ) 

n l f −r−1 
]
( a u − θu u + a u +1 ) 

= 

[
( 1 + b ) 

n l f −r − ( 1 + b ) 
n l f −r−1 

]
( a u − θu u ) > 0 . 

It can be derived that C( b l f ( π
∗
g ) ) > C( b l f ( πg ) ) , which conflicts

with the optimal solution. Thus, J u should be processed after J u +1 

in subcase (b-2). 

Thus, combining subcases (b-1) and (b-2), we can conclude that

the result holds for case (b). 

Then, for cases (a) and (c), the same result can be obtained in

the similar way. Thus, the proof is completed. �

Propositions 2 –6 establish the optimal policy for the jobs se-

quencing, jobs batching, batches sequencing, and resource alloca-

tion given that all jobs and resource have been assigned to a cer-

tain manufacturer. Then, we develop the following scheduling rule

for each manufacturer under such circumstance. 

Scheduling Rule 1: 

1. Set g = 0 . 

2. Set g = g + 1 . If g > q , go to step 11; Otherwise, go to step 3. 

3. All jobs assigned on M g are indexed in the non-decreasing order of a i such 

that a 1 ≤ a 2 ≤ · · · ≤ a N g , and a job list is obtained. 

4. Place the first N g − ( 
N g 
c 

− 1 ) c jobs in a batch. 

5. If there are unscheduled jobs in the job list, then place the first c jobs in a 

batch and iterate. The batches are scheduled in their generation order. 

6. Set f = 0 . 

7. Set f = f + 1 and r = 0 . If f > 

N g 
c 

, go to step 2; Otherwise, go to step 8. 

8 . Set r = r + 1 . If r > n g f , go to step 7; Otherwise, go to step 9. 

9. Set u r = min { U g , 
∑ N 

i =1 x ig f r a i 
θ

} , and assign u r resource to the job in the rth 

position in b g f . 

10. Set U g = U g − u r . If U g = 0 , go to step 2; Otherwise, go to step 8. 

11. Output the solutions of job scheduling and resource allocation for all 

manufacturers. 

Theorem 1. For the problem P | s − batch, p [ i ] = a i + bt − θu i , F B | C max ,

if all jobs and resource have been assigned for each manufacturer,

then an optimal schedule can be obtained by Scheduling Rule 1 in

O ( N log N ) time. 

Proof. Based on Propositions 1 –6 , an optimal solution can be gen-

erated by Scheduling Rule 1. The time complexity of steps 1 and 2

is O ( q ), and the time complexity of steps 2–11 is at most O ( N log N ).

Thus, the total time complexity of Scheduling Rule 1 is O( N log N ).
The proof is completed. � e  
. The BA-VNS algorithm 

In this section, we first analyze the complexity of the prob-

em P | s − batch, p [ i ] = a i + bt − θu i , F B | C max , followed by a detailed

escription about the developed BA-VNS in Section 4.1 , and a new

ocal search operator is applied so as to introduce diversification

nto the population. In Section 4.2 , we report and analyze the re-

ults of the computational experiments. 

When θ = 0 , b = 0 , and the machine capacity c = 1 , the prob-

em P | s − batch, p [ i ] = a i + bt − θu i , F B | C max can be reduce to the

lassical parallel machines scheduling problem P m 

|| C max , which is

roved to be NP-hard in Garey and Johnson [49] . Then, it can

e inferred that the studied problem is also NP-hard. For solving

his problem in a reasonable time, we put forward a BA-VNS al-

orithm combining the proposed optimal algorithms. In addition,

ome computational experiments are conducted to test the perfor-

ance of the proposed algorithm. 

Variable neighborhood search (VNS) has a long record of good

esults obtained with hybrid methods since it was first proposed

y Hansen et al. [50] . For instance, Jarboui et al. [51] develop a hy-

rid GA and VNS to solve no-wait flowshop scheduling problems.

ova ̌cevi ́c et al. [52] propose a self-adaptive Differential Evolution

ombining VNS for continuous global optimization, and represen-

ative benchmark functions are used to verify the effectiveness of

he hybrid method. Amaldass et al. [53] propose a hybrid algo-

ithm based on Ant Colony Optimization and Variable Neighbor-

ood Search, and this algorithm is proved effectively to solve this

cheduling problem to minimize the completion time. Djenic et al.

54] consider the Bus Terminal Location Problem (BTLP) which in-

orporates characteristics of both the p-median and maximal cov-

ring problems, and a parallel variable neighborhood search al-

orithm (PVNS) is presented to solve this problem. Hansen et al.

55] and Hanafi et al. [56] explain the concept of VNS in detail and

ropose several new VNS based 0–1 MIP Heuristics. It is known

hat the key to success for VNS is the neighborhood structure

pplied in the algorithm. Here we put forward a new neighbor-

ood structure based on the characteristics of our studied prob-

em and introduce another effective metaheuristic called Bat al-

orithm into VNS to integrate the advantages of both algorithms.

at algorithm (BA) is first proposed by Yang [57] inspired by bat

ight. In recent years, BA has shown competitive performance in

any optimization problems. Marichelvam et al. [58] solve hybrid

ow shop scheduling problems using BA. Osaba et al. [59] propose

n improved discrete BA for symmetric and asymmetric traveling

alesman problems. Extensive experiments in these studies indi-

ate that BA is a very effective and robust method for solving op-

imization problems. In this research, we design a hybrid method

f BA and VNS to solve the proposed combinational optimization

roblem. 

.1. Key procedures of BA-VNS 

.1.1. Encoding scheme 

To code solution vectors, we should consider the problem with

he following three stages: (i) assign all jobs and resource to man-

facturers, (ii) group the assigned jobs into batches on each ma-

hine, sequence the jobs in each batch and sequence batches on

ach machine, (iii) assign the resource to each job subject to the
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Fig. 3. Description of encoding correction strategy. 

Fig. 4. An example of encoding correction strategy. 

c  

b  

l  

s  

t  
onstraints of the total quantity of resource and financial resource

udget. By using Scheduling Rule 1, we can further solve the prob-

em in the second and third stages. Consequently, for the first

tage, a solution to the problem of assigning jobs and resources to

he manufacturers is an array of which the length is equal to the
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5

Fig. 5. Description of local search operator. 

Table 3 

Parameters setting. 

Notation Definition 

N The number of jobs 20,40,60 (for small scale) 

100,150,200 (for large scale) 

q The number of manufacturers 3,6,9 

b The deteriorating rate of all jobs 0.02 

a i The normal processing time of J i , i = 1 , 2 , . . . , N [3,6] 

θ The resource’s compression rate of all jobs’ processing time 1 

ω The unit cost of the non-renewable resource 1 

μ The deteriorating rate of batches’ setup times 0.02 

c The capacity of the batching machine 3 

B g The financial resource budget for the g th manufacturer, g = 1 , 2 , . . . , q [3,6] 

U Total resource limit [25,35] 

Table 4 

Computational results for algorithms BA-VNS, BA, VNS, and PSO. 

BA-VNS BA VNS PSO 

No. n M Ave(Min) RPD Ave(Min) RPD Ave(Min) RPD Ave(Min) RPD 

1 20 3 25.2(24.9) 1.2 26.5(25.2) 6.5 26.1(25.2) 4.6 25.7(25.0) 3.3 

2 20 6 12.7(11.6) 9.3 13.4 (12.8) 15.3 13.5(12.3) 16.4 13.0(12.2) 11.6 

3 20 9 8.5(7.7) 10.3 8.7(8.1) 12.5 8.8(8.4) 14.2 8.7(7.9) 12.1 

4 40 3 57.7(57.2) 0.9 60.0(57.8) 5.0 59.4(57.8) 3.9 58.6(57.7) 2.4 

5 40 6 27.5(26.1) 5.6 29.3(27.1) 12.3 29.4(27.7) 13.2 27.8(26.8) 6.5 

6 40 9 18.9(18.2) 3.9 21.1(20.0) 16.3 20.1(18.5) 10.5 20.1(19.4) 10.9 

7 60 3 96.3(95.5) 0.8 96.7(95.9) 1.3 96.5(95.8) 1.0 97.9(96.2) 2.5 

8 60 6 44.3(42.2) 5.1 45.9(44.8) 8.8 46.0(45.1) 8.9 45.1(43.6) 7.0 

9 60 9 27.7(26.4) 5.0 30.1(28.5) 14.1 30.0(28.5) 13.8 28.7(27.2) 9.0 

10 100 3 200.0(198.8) 0.6 205.5(203.0) 3.4 206.2(201.0) 3.7 203.6(199.3) 2.4 

11 100 6 85.3(82.5) 3.4 87.8(83.4) 6.4 87.2(83.2) 5.7 89.1(84.0) 8.0 

12 100 9 53.5(51.0) 4.8 54.4(52.4) 6.6 55.1(52.3) 8.0 56.5(53.3) 10.6 

13 150 3 368.8(367.7) 0.3 371.5(370.5) 1.0 371.6(369.5) 1.1 372.4(369.0) 1.3 

14 150 6 129.5(128.1) 1.1 141.9(137.2) 10.8 140.0(134.2) 9.1 140.0(133.4) 9.3 

15 150 9 83.8(81.9) 2.3 86.7(83.7) 5.9 86.9(85.5) 6.1 87.1(83.9) 6.4 

16 200 3 649.0(648.7) 0.1 651.3(649.9) 0.4 650.9(649.3) 0.4 660.1(652.1) 1.8 

17 200 6 199.7(198.0) 0.9 206.3(202.1) 4.2 206.1(202.2) 4.1 210.3(205.2) 6.2 

18 200 9 117.4(112.8) 4.1 124.1(119.4) 10.1 124.5(119.4) 10.4 125.2(118.6) 11.0 
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s  
total number of the jobs and manufacturers. The first N position

values represent the manufacturer to which the job is assigned

while the last q position values represent the quantity of resources

assigned to the corresponding manufacturer. It should be noted

that this coding scheme is for the first time used in scheduling

problems with multiple manufacturers and limited resources con-

sideration, which is an innovative coding way to this kind of prob-

lems. Suppose that there exist six jobs and three manufacturers. A
easible object structure is presented in Fig. 2 . The object suggests

hat jobs {2, 3}, {1}, and {4, 5, 6} with 3.5, 2.1, and 1.9 units of the

esource are assigned to manufacturers 1, 2, and 3 respectively. The

oding of resources and jobs is usually independent in existing lit-

rature. However, they would be too complex and difficult to be

mplemented in many other scheduling problems. We combine the

obs and resources in the encoding procedure, which makes the

earching process simpler and more efficient. Thus, metaheuristics
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Fig. 6. Pseudocode of the BA-VNS algorithm. 
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Fig. 7. Flow chart of the BA-VNS algorithm. 

Fig. 8. Makespan in different numerical examples. 
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Fig. 9. RPD results with the different number of jobs and manufacturers. 

c  

b  

t  

a  

s  

o  

w  

c  

i

4

 

t  

s  

i  

t  

c  

c  

t  

c

 

g  

s  

F  

t

4

 

s  

s  

o  

t

4

 

v  

o  

t  

b  

p  

w  

Fig. 10. Means plot and LSD intervals at the 95% confidence level for evaluated 

methods. 
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an search more solutions in a shorter period of time, in turn,

etter solutions can be obtained. In Section 3 , some key struc-

ural properties are identified, based on which an optimal resource

llocation scheme is developed. Then, a polynomial-time optimal

cheduling rule is proposed for each manufacturer. The highlight

f the decoding is the application of the optimal scheduling rule,

hich greatly improves the solution quality. In addition, the de-

oding ensures that the schedule on each machine is optimal, and

t is of great significance for real production. 

.1.2. Encoding correction strategy 

In iterative processes, infeasible solutions may be generated for

wo reasons. Firstly, jobs should be encoded with integers while

earch operators may yield decimals. Similar to our previous work

n [60] , this paper utilizes the coding correction strategy which

akes approximate values for the first N position values. Secondly,

onsidering the constraints on financial budgets and resources, the

oding correction strategy for the last q position values is designed

o fix possible illegal coding during iteration process. The complete

oding correction strategy is described in Fig. 3 . 

In order to illustrate the correction of position sequence, we

ive an example of an object position sequence with six jobs as-

igned on the machines of three manufacturers, which is shown in

ig. 4 . It should be noted that �U g ≤ 5 and 

B g 
ω = { 1 . 5 , 2 . 5 , 2 . 3 } in

he presented object. 

.1.3. Local search 

Due to the uniqueness of the coding scheme in this paper, clas-

ic local search operators may be inefficient in solving the pre-

ented problem. Thus, in the proposed BA-VNS, a new local search

perator is designed to improve the solution quality in each itera-

ion, and it is shown in Fig. 5 . 

.1.4. Framework of BA-VNS 

In classical BA, frequencies f min and f max are identified in ad-

ance and remain unchanged throughout the search interaction. In

ur proposed BA-VNS, f max is flexible and adapted to varying solu-

ions. Actually, the hybrid method not only simulates the bat flight,

ut also reflects the basic thought of VNS, and its core idea is to

ossess the advantages of both BA and VNS. The algorithm frame-

ork of BA-VNS is described in Fig. 6 . The flow chart of BA-VNS
s given in Fig. 7 . In the proposed hybrid BA-VNS, the neighbor-

oods of VNS consist of BA operators. As shown in pseudocode of

he BA-VNS, f max is the most important parameter in BA. However,

ifferent f max values may result in varying performance of the BA

n different experiments and it is hard to find a fixed f max value

hich applies for all problem categories. Thus, we define BA with

 certain f max value as a neighborhood for VNS, and there are four

eighborhoods for BA-VNS in this paper, that is, BA( f max = 0 . 5 ),

A( f max = 0 . 7 ), BA( f max = 0 . 9 ), and BA( f max = 1 . 1 ). 

.2. Computational experiments and comparison 

In this section, we conduct computational experiments to eval-

ate the performance of our proposed algorithm BA-VNS, with

hree classic algorithms, that is, BA [61] , VNS [50] , and PSO [62] .

he test problems are randomly generated based on the real pro-

uction as illustrated in Table 3 . Based on the number of machines

nd jobs, 18 instances are generated in our computational experi-

ents. 
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Fig. 11. Convergence behaviors of BA-VNS, BA, VNS, and PSO for each instance. 
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Fig. 11. Continued 
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We compare the results obtained by these four algorithms, and

the Relative Percent Deviation (RPD) with the best-known solu-

tions is measured for all test instances. The RPD is defined as fol-

lows: 

RP D ( ALG ) = 

E f it ( ALG ) − best f it 

best f it 
∗100 (4.1)

where Efit ( ALG ) denotes the expected makespan acquired by al-

gorithm ALG , and bestfit is the best-known value of makespan,

obtained after all experiments performed. Since the meta prob-

lem is a minimization problem, a positive RPD indicates that the

ALG algorithm does not find the best solution in a certain experi-

ment. The average objective value (Avg) and the minimum objec-

tive value (Min) are measured for each problem. To make sure that

algorithms can converge to a good solution, population size is set

to 20, and the maximum iteration is 200. In BA-VNS, parameters

are set as in [61] , where A = 1 , r 0 = 1 , α = 0 . 9 , and γ = 0 . 9 . All al-

gorithms are implemented in C ++ and run on a Lenovo computer

running Window 10 with a dual-core CPU Intel i3-3240@3.40 GHz

and 4 GB RAM. 

Table 4 reports the average objective value, the maximum ob-

jective value, and the RPD of BA-VNS, BA, VNS, and PSO over 18

instances, where each instance is run for 20 times. From Table 4 ,

we find that BA-VNS obtain the best average makespan, minimum

makespan and RPD among the four algorithms. For instances 13–

17, the RPD values of BA-VNS are even no more than 2.3, which

indicates that BA-VNS is more stable as the experimental scale in-

creases. 

Figs. 8 and 9 give a more intuitive way to reveal the solution

quality in graphics. From Fig. 8 , the makespan increases signifi-

cantly when either the number of jobs increases or the number of

manufacturer decreases, and BA-VNS can continuously obtain the

best solution among the four algorithms. However, it can be seen

from Fig. 9 that the RPD value decreases when either the num-

ber of jobs increases or the number of manufacturers decreases,

which indicates that the proposed method has a much better per-

formance in large scale experiments. In addition, we can see that

BA-VNS results in a smaller and more stable RPD value in Fig. 9 .

Practically, for m = 3 , the RPD values of BA-VNS are very small,

which indicates that BA-VNS can usually converge to the approx-

imately optimal solution. Though, PSO cannot converge to a good

solution while VNS and BA are unstable. From Figs. 8 and 9 , we can

infer that BA-VNS is more robust and efficient than other selected

algorithms. 

In order to show that the differences in the RPD values are sta-

tistically significant, the means plot and LSD intervals (at the 95%

confidence level) for four algorithms are shown in Fig. 10 . We can

see that despite of the differences observed in Fig. 9 , BA, VNS, and

PSO are not statistically different, of which the confidence intervals

are overlapped. It indicates that the performance of BA, VNS, and

PSO actually performs at the same level. Furthermore, since confi-

dence interval of BA-VNS is not overlapped with any other one and

it can obtain the minimum average RPD, we can state that BA-VNS

performs much better than other three algorithms from Fig. 10 .

This result supports the mean difference obtained from Table 4 and

Fig. 9 . 

Fig. 11 shows the convergence behaviors of BA-VNS, BA, VNS,

and PSO for each instance. In each figure, 20 tests are conducted

and the average of the best solution in each iteration is listed. For

small scale cases, where n = 20 , 40 , 60 , PSO is usually conver-

gent to a better solution than BA and VNS. However, for large scale

cases, PSO cannot avoid trapping in local optimum and usually ob-

tain a worse solution than BA and VNS. Compared with BA, VNS,

and PSO, the hybrid BA-VNS has both faster convergence speed

and better results when solving the different scales of problems.

Particularly, the convergence graphs show that our hybrid BA-VNS
as strong exploration ability in large-scale instances. When n =
50 , 200 , BA, VNS, and PSO all converge to a local optimal solution

fter 100 iterations. Though, BA-VNS can skip the local optimum

nd continue to find better solutions. It is worthy of mention that

ll the available results searched by BA-VNS are obtained within

easonable time. For example, the running time is between 20 and

5 s in the instance with 100 jobs and 6 manufacturers. Thus, we

an infer that the running time of BA-VNS does not exceed 1.5 s in

 single run. Based on the above experimental results, we can infer

hat the proposed BA-VNS is effective and robust in terms of both

olution quality and convergence speed. 

. Conclusion 

In this work, we study the coordinated serial-batching schedul-

ng problem with deteriorating jobs, financial budget, and resource

onstraint in multiple manufacturers, and the objective is to min-

mize the makespan. We first investigate the situation where the

obs and resources are already assigned to each manufacturer, and

he structural properties are developed to obtain the optimal re-

ource allocation scheme subject to dual constraints of resource.

ased on the structural properties and resource allocation scheme,

n optimal scheduling rule is proposed for each manufacturer in

his situation. Then, a hybrid BA-VNS algorithm combining Bat al-

orithm and variable neighborhood search is proposed, and a com-

arison of the proposed algorithms with BA, VNS, and PSO shows

reat improvements, with respect to convergence speed as well as

omputational stability. 

In the future research, we can extend the problem to settings

ith stochastic production task, which means that the processing

ime and required resource may be stochastic. Also, more practical

onstraints can be considered, such as different job sizes, dynamic

ob arrival, and transportation constraints. A number of interesting

nd important issues remain open for further research. We may

lso consider the cooperation of different production stages. Specif-

cally, the multiple-agent scheduling problem with resources limits

nd deteriorating effect effect is worth being investigated. 
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